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Editorial Preface 

From the Desk  of Managing Editor…  

It may be difficult to imagine that almost half a century ago we used computers far less sophisticated than current 

home desktop computers to put a man on the moon.  In that 50 year span, the field of computer science has 

exploded. 

Computer science has opened new avenues for thought and experimentation. What began as a way to simplify the 

calculation process has given birth to technology once only imagined by the human mind. The ability to communicate 

and share ideas even though collaborators are half a world away and exploration of not just the stars above but the 

internal workings of the human genome are some of the ways that this field has moved at an exponential pace. 

At the International Journal of Advanced Computer Science and Applications it is our mission to provide an outlet for 

quality research. We want to promote universal access and opportunities for the international scientific community to 

share and disseminate scientific and technical information.  

We believe in spreading knowledge of computer science and its applications to all classes of audiences. That is why we 

deliver up-to-date, authoritative coverage and offer open access of all our articles. Our archives have served as a 

place to provoke philosophical, theoretical, and empirical ideas from some of the finest minds in the field. 

 We utilize the talents and experience of editor and reviewers working at Universities and Institutions from around the 

world. We would like to express our gratitude to all authors, whose research results have been published in our journal, 

as well as our referees for their in-depth evaluations. Our high standards are maintained through a double blind review 

process.  

We hope that this edition of IJACSA inspires and entices you to submit your own contributions in upcoming issues. Thank 

you for sharing wisdom.  

Thank you for Sharing Wisdom! 
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Abstract—Vascular dementia (VD), the second most common 

type of dementia, effects approximately 13.9 per cent of people 

over the age of 71 in the United States alone. 26% of individuals 

develop VD after being diagnosed with congestive heart failure. 

Memory and cognition are increasingly affected as dementia 

progresses. However, these are not the first symptoms to appear 

in some types of dementia. Alterations in gait and executive 

functioning have been associated Vascular Cognitive Impairment 

(VCI). Research findings suggest that gait may be one of the 

earliest affected systems during onset of VCI, immediately 

following a vascular episode. The diagnosis tools currently 

utilized for VD are focused on memory impairment, which is 

only observed in later stages of VD. Hence we are proposing a 

framework that isolates gait and executive functioning analysis 

by applying machine learning to predict VD before cognition is 

affected, so pharmacological treatments can be used to postpone 

the onset of cognitive impairment. Over a period of time, we hope 

to be able to develop prediction algorithms that will not only 

identify but also predict vascular dementia. 

Keywords—Gait; machine learning; vascular dementia; early 

diagnosis; indicators; gait analysis 

I. INTRODUCTION 

The effects of vascular dementia are widespread. 
Currently, approximately 13.9% of individuals over the age of 
71 have some form of dementia. As the demographics of our 
population change, the impact of chronic disease continues to 
increase. Currently, there are 35 million people in the United 
States over the age of 65. By 2030, this number is expected to 
be more than 70 million [1].  Vascular Cognitive impairment 
(VCI), the second widely spread type of dementia [2], second 
only to Alzheimer‟s Dementia (AD), occurs in 26% of 
individuals who are diagnosed with Congestive Heart Failure 
(CHF) [3]. Dementia is of particular concern as the decline of 
memory and cognition functioning lead to a loss of 
independence and increased dependency on families and 
healthcare systems [1]. The prevalence of Vascular Dementia 
(VD), second to (AD), doubles every 5.3 years, while the 
prevalence of AD doubles every 4.3 year.  Just like AD, the 
severity of VD is related to age. The age-adjusted rates of VCI 
are 14.6 per thousand per years, while it is 19.2 for AD [4]. 
Much of the healthcare costs incurred from dementia fall into 
the realm of government programs. However, individual 
caregivers also experience decrease in income and chronic 
fatigue for their efforts [1]. Early diagnosis of dementia, 
cannot stop the effect of the disease. While, it has been 

suggested that early treatment may slow the progression of the 
disease [5], developing an evaluation or monitoring protocol 
has proven challenging. 

In this paper, we look at the background of subcortical 
vascular cognitive impairment, the use of technology in its 
diagnosis, typical onset patterns and early indicators. 
Following this a framework for applying machine learning 
techniques to these early indicators is presented. The paper 
concludes with a discussion on current techniques and future 
research direction. 

II. BACKGROUND 

Vascular dementia, the second most common type of 
dementia [6]-[9] was first identified by Thomas Willis in 1684 
as a palsy that would cause „stupidity‟ after stroke. 
Approximately 20-30% of individuals affected by stroke 
develop vascular dementia [2]. 36 million people around the 
world currently suffer from dementia. Vascular occlusions of 
larger vessels result in stroke, whereas the occlusion of 
smaller vessels results in a gradual degradation of subcortical 
areas of the brain that perform executive functions. This 
condition of small vessel occlusion is termed as Subcortical 
Vascular Dementia, (SVD), a most common type of VD [6], 
[8], [9]. 36-67% of the vascular dementia is subcortical 
vascular dementia [10]. Our paper will focus on the SVD form 
of vascular dementia. 

The use of technology as a tool in the medical setting is a 
growing area of research and development. With the desire to 
reduce healthcare costs and support patient-centered care, the 
integration of technology into medical processes is 
increasingly common [11]. At first these technologies were 
designed primarily for practitioners, managers, and other 
professionals in a healthcare setting. However, as 
telecommunication and mobile computing technologies 
improved, systems that interact directly with patients outside 
of the healthcare setting became more prevalent [12]. Perhaps 
the strongest force driving this innovation is the growing 
interest in evidence-based and personalized medicine. The 
origins of evidence-based medicine can be traced back to mid-
19th century Paris where physicians "conscientiously and 
explicitly" used outcomes from their previous cases to make 
current care decisions [13]. The rise of technology has greatly 
changed how evidence-based medicine is practiced, but the 
core idea has remained the same -- incorporating clinical 
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evidence from systematic research into health decisions, 
particularly diagnosis [13]. Likewise, personalized medicine 
looks to base health decisions on individual health records, the 
idea being that individuals' patterns and health history should 
be incorporated into health decisions. Often referred to as N-
of-1 studies, mobile technology has proven to be of great 
utility in the execution of these studies to collect, record and 
communicate current data with providers [14]. 

Personalized medicine tools have been applied to many 
realms of health, including preventive care, chronic disease 
management, and monitoring of patients. Such systems allow 
us to ask previously unanswerable questions to better 
understand the connection between behavioral choices and 
health. There are many benefits to such a system. However, 
they come with many challenges. Because of the sheer mass 
of data, it is necessary to develop analytical methods to 
process raw data into actionable knowledge for patients and 
their providers [15]. In addition, regulatory, financial 
reimbursement, and technical security hurdles need to be 
considered. 

This research looks at the potential of machine learning 
tools to analyze gait. Research has begun to recognize patterns 
in vascular dementia onset. However, in many cases, 
particular elements of gait are studied in isolation. We are 
proposing a framework that incorporates a larger number of 
measurable elements of gait and utilizes machine learning to 
optimize and improve upon past work. 

A. Progression of Vascular Dementia 

Progression of Vascular Dementia generally represents a 
stepwise decline – appearing suddenly after episode and 
aggravated from following episodes, but without the 
continuous decline common to Alzheimer‟s Disease. Vascular 
Dementia transitions from preclinical to Vascular Cognitive 
Impairment to Vascular Dementia can be sub-classified as 
mild, moderate or severe. To understand each diagnosis, the 
symptoms and expected progression at each of these stages 
must be considered. 

1) Risk factors: The risk factors for vascular dementia are 

the same as cardiovascular diseases such as hypertention, 

stroke, atrial fibrilation, aortic fibrilation, diabetes mellitus 

type 2, obesity, lack of active lifestyle, depression, sleep 

apnia, and smoking [6]. In addition, the hemiparetic type of 

gait was identified as a risk factor [16]. 

2) Symptoms: Two of the foremost cognitive domains 

affected by vascular dementia are gait and executive 

functioning [17]. Among other cognitive domains affected, 

such as problem solving, execution of complex commands and 

motor skills, memory is the most significant [6]. 

3) Preclinical Stage: The initial stage is often described as 

“silent”, as the brain begins to change without measureable 

symptoms being displayed. Changes are not detectable on 

tests and the symptoms patient experiences are not 

diagnosable. Because of this, much that is known about the 

preclinical stage of Vascular Dementia is based on 

retrospective evaluations of records of diagnosed cases. One 

such study found that patients had memory complaints 12 

years prior to diagnosis and had experienced declines in 

activities of daily living 5 to 7 years previous to diagnosis 

[18]. While Vascular Dementia patients had memory 

complaints 12 years prior to diagnosis, cognitively, there is 

comparatively less deterioration in the preclinical stage as 

compared to other forms of Dementia. Patients‟ with incident 

vascular dementia deteriorate earlier and faster in daily 

functioning, especially the more physical activities of daily 

living such as activities, arising, dressing and grooming, 

eating, hygiene, grip, reach, and walking, as compared to other 

forms of Dementia that experience the first changes in 

cognitive activities such as finance management, phoning, 

medication use, housekeeping, and meal preparation [18], 

[19]. In addition, the preclinical stage is often accompanied by 

symptoms of depression, particularly motivation-related such 

as lack of interest, loss of energy and concentration 

difficulties. This association still remained significant after 

adjusting for memory complaints, showing that depressive 

symptoms are not merely a by-product of perceived cognitive 

difficulties [20]. 

4) Vascular Cognitive Impairment: The progression from 

preclinical to Vascular Cognitive Impairment is not an 

unambiguous transition. The Vascular Cognitive Impairment 

stage is loosely defined as cases where one or more cognitive 

domains becomes significantly affected [21], [22]. At this 

stage in the disease, symptoms are becoming clinically 

detectable and while noticeable in daily living, they are not 

generally too limiting in this respect. 

5) Vascular Dementia: Onset of Vascular Dementia is 

marked by cognitive impairment severe enough to interfere 

with everyday activities. The onset of Vascular Dementia can 

be divided into sub-domains of mild, moderate, moderately 

severe, and severe. 

6) Mixed Dementia: Another factor to consider is the 

onset of other forms of cognitive impairment in addition to 

vascular dementia, referred to as “Mixed Dementia”. Mixed 

Dementia refers to cases of Vascular Dementia where 

symptoms of other cognitive impairment, not originating from 

the vascular episode, begin to affect the patient in addition to 

the symptoms of Vascular Dementia already present. 

Approximately 15 percent of cases of Vascular Dementia 

present with other forms of cognitive impairment [23]. 

Identifying the onset of other cognitive impairments and the 

relationship between the Vascular episode and these other 

cognitive impairments is one of the great challenges facing 

research in this area. 

B. Gait as an early Indicator of Vascular Dementia 

The challenge of diagnosing Vascular Dementia during or 
prior to vascular cognitive impairment is one that much 
research has looked into. Vascular dementia in particular is of 
interest because patients often experience a "step-wise" 
deterioration as opposed to gradual and symptomatic decline 
following acute events. In addition, in the subcategory of 
vascular dementia, mild cognitive impairment seems equally if 
not more prevalent than full onset of dementia symptoms [24]. 
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Researchers have identified several indicators of vascular 
cognitive impairment including impaired social or 
occupational functioning, motor activities, visual processing 
and abstract reasoning [24]. However, one challenge is to 
transform these rather abstract indicators into quantifiable and 
actionable metrics. 

One developing area is that of gait analysis. This could be 
stride length, lateral balance, or effort exerted (measured using 
heart-rate monitor for example) for a particular class of 
activity [24]. Motor activity metrics focus on measuring ease, 
frequency, and type of movement. Gait has clear links to 
motor activities, but it also has an interesting link to visual 
processing since the visual system is strongly correlated with 
balance. In comparison to other physiological feedback 
systems, Visual information is typically more sensitive and is 
believed to play a significant role in fine-grained adjustments 
to balance, especially in the feet and ankles [25]. In patients 
with Vascular Dementia onset, impaired visual processing 
could be recognized in balance and gait discrepancies. Various 
gait metrics have been investigated, and their potential to 
identify vascular cognitive impairment has been evaluated. 

1) Distance and Speed Metrics: In respect to gait analysis, 

distance and speed are typically measured in terms of a single 

stride. To understand what these metrics quantify, it's 

important to understand the components of a stride. Stride 

length is measured as the distance between two consecutive 

footfalls of the same foot. In addition, a single stride can be 

broken down into components, commonly, swing time and 

stance time. Swing time refers the time when only one foot is 

on the ground. The stance time refers to the time when that 

foot is on the ground. Distance and speed metrics are often in 

reference to either a complete stride or a component of a stride 

[26]. Shorter stride length has been linked to a increased 

chance of mild cognitive impairment [25]. Similarly, the a 

slower gait can indicate motor function concerns, thus 

measuring the velocity or stride frequency (steps per minute) 

can also provide useful information [26]. 

2) Gait Disturbances and Difficulties: In a similar vein, 

measuring gait disturbances or difficulties takes stride metrics 

and looks for abnormalities or inconsistencies between 

multiple instances over a given time period. In these methods, 

a range of acceptable metrics is defined and measurements 

outside that range are considered a disturbance [27]. This idea 

comes up frequently in fall detection, but the idea of creating a 

customized range based on user data rather than setting a 

predefined range, is one application of this idea that may 

prove useful to this research. 

3) Pace, Rhythm, and Variability of Gait: Pace, rhythm, 

and variability of gait also look at comparing multiple strides 

in a time frame against each other. However, rather than 

looking for outliers, these metrics attempt to recognize 

patterns in the data and cases where these patterns are not true 

[27]. One example of this is measuring the percentage of the 

stride that is spent on the swing verses the percent on the 

stance. Typically, the swing takes 40 percent of the stride with 

stance taking the remaining 60 percent of the time [28]. Pace, 

rhythm, and variability measures are aimed to quantify how 

much a gait changes in this respect over a time period. 

4) Stability: Stability and width of base, while associated 

with pace, are largely metrics of balance. Stability looks at the 

consistency of weight patterns on a foot. Inconsistent 

(variable) patterns of weight distribution could indicate the 

individual is "shaky" and struggling to balance. Width of base 

is another way we can measure stability. Width of base refers 

to how far apart a individual's stance is. A wide stance can 

indicate balance concerns as well [28]. Finally, double 

support, when both feet are in contact with the ground at the 

same time, can be measured while an individual is walking. 

Longer double support time, can also be correlated to balance 

[26]. 

5) Outstanding Challenges in Gait Analysis: A challenge 

facing this realm of research is that aging causes many of 

these occurrences. Therefore successful research in this field 

has looked not only for the presence of these indicators, most 

of which are likely common in an aging population, but also at 

the extent to which an indicator is present. This aims to 

separate changes typical of aging from those of dementia 

onset. However, this continues to be a challenge in this field 

of study [24], [25]. In addition, since the indicators at this 

stage are largely behavioral and physiological it is very 

challenging to identify these in a clinical setting. In addition, 

the way these indicators present in each patient differs, and, in 

many cases, a patient may experience only a subset of all the 

indicators mentioned. Adjusting for individual differences and 

variation during analysis is another challenge of this field. 

C. Sensors for Collecting Gait Measures 

As discussed above, there are many different metrics we 
can use to describe gait, including distance walked, speed, 
disturbances or difficulties, pace, rhythm, variability, stability 
and width of base. Most research conducted on gait analysis in 
the clinical setting relies on health care providers observing 
and manually identifying the presence or prevalence of certain 
features [29]. We have the technological capabilities to 
streamline this into a single process. There are three primary 
classes of technology being used in gait analysis: pressure-
based, force-based, and mobile device sensors. 

Pressure-based and force-based systems have been 
developed by numerous groups as a way to monitor gait. 
These sensors are typically designed as an insole with multiple 
pressure sensors throughout the insole or a treadmill that can 
identify how much weight is being exerted in a location at a 
particular time. From this, center of mass and the elements of 
pace and stability can be derived. In addition, these systems 
excel at identifying stability, balance, and the base stance [30]. 
For example, such a system could determine which part of the 
foot bears most of the weight of the individual when flat 
footed or if when they are motionless, there is a continuous 
shift to where their center of mass is, indicating issues 
maintaining a balanced stance. 

The other type of device that is showing great potential in 
the area of gait detection is mobile device sensors. Mobile 
devices include a multitude of sensors, including an 
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accelerometer, digital compass, gyroscope, proximity sensor, 
ambient light sensor, GPS, microphone, and camera [31]. 
Using these sensors, a device can be configured to track 
elements of gait such as stride length, base width, pace, and 
variability, as well as distance travelled and speed travelled 
[32]. In addition, applications can use activity recognition 
algorithms on the device to log data only when the desired 
activity is present, which improves the specificity of the data 
being collected. 

As can be seen, there is much overlap between the 
capabilities of pressure-based insole sensors and mobile 
device sensors. However, a few aspects set them apart. 
Pressure-based systems lend themselves to tracking balance 
and stability better than mobile devices, while mobile devices 
benefit from increased variability of sensors and computing 
power that makes them capable of more powerful 
aggregations, measuring speed, distance, and classifying 
motion. 

D. Machine Learning 

The problem of diagnosing vascular dementia early in 
onset is a challenging one. For one, not all symptom patterns 
or indicators will be present in an individual patient, but rather 
a subset of these. The ideal system would have to be flexible 
enough to account for the variability in disease onset, while 
also not being so flexible as to create a multitude of false-
positive results. Another challenge is that behavioral and 
physiological patterns differ between individuals. To account 
for this, the system must learn to confirm the individuality of 
measures to the known pattern, to create personalized and 
actionable knowledge. There are there are numerous learning 
models to explore and within each model, multiple attributes 
that affect the effectiveness of the model. When choosing 
models to test, we are looking for a two-part classifier. 
However, the problem is complicated by the fact that not all 
vascular dementia onsets in the same way. For this reason, the 
way attributes interrelate will be an important focus of an 
effective model. 

III. METHODOLOGY 

Our study focuses on developing a framework for 
identification and prediction of subcortical vascular dementia. 
The framework involves analyzing the gait and executive 
functioning using machine learning. This methodology 
involves two parts. Part one focuses on gait analysis while part 
two focuses on executive functioning evaluation as seen in 
Fig. 4. 

Phase 1: Gait Analysis: Our framework proposes force 
plate gait measurement system that utilizes Piezoelectric 
measurement technology for accurate force and moment data 
gathering. Measuring changes in gait pattern or alterations in 
the center of mass enables tracking the changes in gait after a 
significant cardiovascular event. Gait analysis can be traced 
back to the early eighties where the analysis was done to in the 
assessment of cerebral palsy, neuromuscular disorders and 
other orthopedic evaluations [33]. 

Gait, a means of locomotion, is the style or manner of 
walking that can be measured by two domains of 
measurement systems: i) Spatiotemporal system-where the 

step length, step width, speed and stride frequency are taken 
into consideration; and ii) Kinematic -where the angles of 
joints and rotation of knee, hip and ankle are taken into 
consideration. Some of the parameters associated with gait 
that are valuable in the prediction of VD are velocity, center of 
gravity, stride frequency, step length and frequency, and 
symmetry of limb movement, defined and depicted in Table II 
and Fig. 1, respectively [7], [34]. In particular, VD is 
predictive by the following specific characteristics of gait as 
seen in Table I [34]. The technique for calculating these 
attributes of motion can be seen in in Fig. 2 and 3. 

TABLE I. GAIT PARAMETERS IN VASCULAR DEMENTIA 

# Parameter Variation in VD 

1 Velocity Slower 

2 Stride length Shorter 

3 Posture/Balance Instability 

4 Start Hesitation/Freezing 

5 Stride Frequency Decreased 

6 Gait lines variability Increased 

7 Tandem gait Increased 

8 Arm swing Decreased 

TABLE II. DEFINITION OF QUANTITATIVE GAIT PARAMETERS. ALL 

QUANTITATIVE PARAMETERS DESCRIBED BELOW ARE AUTOMATICALLY 

CALCULATED AS THE MEAN OF TWO TRIALS BY THE GAIT SOFTWARE  
[2], [26], [34] 

Variable Description  

Velocity Distance covered over a period of time 

Stride length 
Distance between heel points of two steps of the 
same foot 

Stride Frequency Steps per unit of time 

Balance/Posture Center of gravity variation 

 
Fig. 1. Step and Stride in Gait: Adapted from [2]. 
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Fig. 2. Gait Parameters and Motion in Words: Adopted from [2]. 

 
Fig. 3. Formulas for Gait Parameters and Motion: Adopted from [2]. 

 
Fig. 4. Framework Combining Gait and Executive Function Analysis 

Applying Time Series based Machine Learning. 

Phase 2: Executive function Analysis: Dual task 
performance in gait has been recognized as a marker for VD 
[35], [37]. In the second part of the protocol, the framework 
performs executive function analysis by having the subject 
walk and recognizes verbs and walk and finger tap. The 
evaluation will be performed in two steps: 

Step 1: The subject will walk and finger tap 

Step 2: The subject will walk and recognize verbs from 
pictures that are projected on the wall facing the walk. 

The Stride length and gait speed will be tracked during this 
phase, as executive function disorders were recognized as a 
reduction in gait speed and stride length [33]. One mechanism 
for examining executive function is by verb recognition or by 
dual function performance such as finger tapping while 
walking or verb recognition while walking [33], [35]-[37]. 

IV. DISCUSSION 

A combination of alterations in gait and executive 
functioning has been identified as a 5 year predictor for VD 
[8], [9], [16], [38]. Our proposal addresses subcortical 
vascular dementia that affects gait and executive functioning 
in affected individuals [17]. Although vascular dementia is 
marked by its impact on problem solving, execution of 
complex commands, motor skills, and memory, these domains 
are not the first to be noticed. VD first impacts gait and 
executive functioning, and hence we are proposing a 
framework that uses machine learning to identify alterations in 
gait and executive functioning [17]. According to the National 
Institute of Health and Care Excellence (NICE) guidelines the 
diagnosis of vascular dementia is performed by tools that are 
based on memory impairment but the impairment is observed 
only in later stages of VD. Hence we are proposing a system 
that would diagnose VD earlier than the initiation of the 
impairment so pharmacological treatments can be utilized to 
help postpone cognitive impairment. Tests such as mini-
mental state examination (MMSE) do not test for executive 
functioning impairment, which renders them insignificant 
tools for Vascular dementia identification. Although Montreal 
Cognitive Assessment (MOCA) does test for executive 
functioning impairment and can be used for VD, it relies on 
factors that can be identified only in later stages of dementia 
hence reducing its value in treatment of memory impairment. 
There is a need for tools that can identify and predict VD 
before its markers are evident. These tools will help clinicians 
treat individuals with pharmacological remedies that can help 
minimize cognition impairments as a result of VD. 

V. CONCLUSION 

The uniqueness of our approach is the application of 
machine learning along with a combination of gait and 
executive function analysis. Several research studies have 
identified gait as an important marker in early identification of 
vascular dementia [8], [9], [16], [38], while some other 
researchers have identified executive function as an early 
marker for subcortical vascular dementia [33], [35]-[37]. We 
are proposing a framework that combines gait and executive 
function as a hybrid early predictor of subcortical vascular 
dementia. The parameters for gait such as reduction in 
velocity, stride frequency, stride length, and dual cognitive 
functioning such as finger tapping while walking and verb 
recognition while walking, with time series based machine 
learning analysis. 

Future work should be focused on implementing a 
machine learning technique that combines gait and executive 
functioning metrics utilizing this framework. In addition, 
research into incorporating other early indicators of 
subcortical vascular dementia into the framework should be 
pursued. 
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Abstract—Analyzing written language is an interesting topic 

that has been studied by many disciplines. Recently, due to the 

explosive growth of Internet, social media has become an 

attractive source of searching and getting information for 

research purposes on written communication. It is true that 

different words in a sentence serve different purposes of 

conveying the meaning while they are of different significance. 

Therefore, this paper is going to employ the attention mechanism 

to find out the relative contribution or significance of every word 

in the sentence. In this work, we address the problem of detecting 

whether a tweet is ironic or not by using Attention-Based Long 

Short-Term Memory Network. The results show that the 

proposed method achieves competitive performance on average 

recall and F1 score compared to the state-of-the-art results. 

Keywords—Irony detection; attention; attention mechanism; 

sentiment analysis; long-short-term memory 

I. INTRODUCTION 

Nowadays, the Web has become an indispensable source of 
searching and gaining information because of the quantity and 
diversity of textual content containing opinions expressed by 
internet users. Blogs, comments, forums, social networks, 
reactions or opinions are more and more centralized by search 
engines. The prodigious measure of data streaming from online 
social networking and micro-blogging platforms like Twitter, 
is increasingly attracting the many researchers in the area of 
sentiment analysis. From these social medias, the automatic 
detection of irony is, therefore, important for the development 
of sentiment analysis research, but at the same time it is also an 
interesting challenge from a cognitive point of view and can 
help to shed some lights on how human beings use irony as a 
communicative tool. 

Sarcasm and irony are very similar. Generally speaking, 
irony is employed to convey the opposite meaning of the actual 
things you say, but its purpose isn’t to harm the other person 
unlike sarcasm which is employed to hurt the other person. 
According to the Gricean tradition [1], the function of irony is 
to effectively communicate the opposite of the interpretation of 
the utterance. However, determining whether a text is ironic or 
not is a difficult task since the differences between ironic and 
non-ironic texts are usually extremely delicate. For example, 
one tweet wrote that “Love this weather #not” is ironic, but a 
similar tweet which wrote “Hate this weather #not happy” is 
considered as non-ironic. 

In this paper, we introduce the deep learning representation 
in ironic tweets detection tasks by merging the attention 
mechanism with the LSTM layers and compare it with the 
state-of-the-art feature engineering approaches, as we know 
that state-of-the-art irony and sarcasm detection systems often 
only rely on deep and sequential neural networks [2] [3]. 

The Section 2 of this paper is a survey of the related work 
while Section 3 presents the proposed work by explaining the 
architecture and the methods used. In Sections 4 and 5 the 
experiment setup and the results are being respectively 
discussed. Finally, Section 6 presets the conclusion part. 

II. RELATED WORK 

Identifying the ironic texts can help to understand the social 
web better and there are many related applications like 
sentiment analysis. Irony detecting techniques are important to 
enhance the performance of sentiment analysis. In [4], authors 
used the LIBSVM to perform the inductive learning for the 
training dataset perhaps in accordance with the recent work 
which has explored the use of Support Vector Machines for 
text classification with more precise results compared to the 
other classification techniques. 

In [5], authors use Convolutional Neural Network (CNN), 
Recurrent Neural Network (RNN), and Attentive RNN in irony 
detection tasks, and compare the results with the state-of-the-
art feature engineering approaches.  The first one is 
Convolutional Neural Network (CNN), which is introduced by 
[6], and used as a sentence modeling technique in Natural 
Language Processing (NLP) [7] by using word embedding. 
Their CNN is applied with one-directional convolutions over 
the embedded word vectors with multiple filters in various 
sizes. After applying one-max-pooling over all the outputs 
filters, the scalars are concatenated together as the encoded 
vector. The second model is Recurrent Neural Network (RNN), 
which has been created for the use of sequential data. The 
Neural Network generates an output vector which considers 
not only the current input, but also the previous result. The last 
output vector is taken as the encoded vector. 

In [8], the authors made some improvements on previous 
work [9] by adding some features as well as the word graph 
similarity score. Each tweet is represented as directed 
unweighted word graph and the edge between each word is 
created based on the vicinity window size. Each class in the 
dataset is represented as directed unweighted graphs. Then a 
vector is produced after comparing each class graph. And this 
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vector is used as features by machine learning algorithm. The 
graph is constructed based on a class assignment and then they 
measure the similarity of a tweet with each class graph. 

Some works have also been carried out for detecting satire 
in English text, for example [10]. Firstly, authors introduce 
approach to binary classification of satire in English text. 
Secondly, they propose a list of generalized linguistic features 
which provide good results on different types of satire corpora. 
Furthermore, they make available a standard satire corpus 
which was retrieved from twitter (with user generated tags such 
as #satire, #satirical). But developed system might not perform 
very well on time-based satirical posts on social media 
platforms. 

III. PROPOSED APPROACH 

A. Self-Attention Mechanism 

First of all, since the research is concentrated on the 
attention mechanism, we have to discuss about the Self-
Attention Mechanism. Recurrent Neural Networks (RNNs) 
output their hidden state     as they process a sequence and that 
hidden state holds a summary of the information in the 
sequence. We used a self-attention mechanism  [11] to amplify 
the contribution of important words in the final representation. 

After using the attention mechanism, we compute   as 
combination of all    (Fig. 1). The weights    have been 
learned by the network and the magnitude of those weights 
learned signifies the importance of each hidden state in the 
final representation. 

The hidden state at the last time-step is used as the 
representation of the input. In long sequences case, the 
Recurrent Neural Network might not be able to hold all the 
important information in its final hidden state. In order to 
amplify the contribution of important elements in the final 
representation, an attention mechanism has been used. 

  ∑     
   
     (1) 

 
Fig. 1. Attention RNN. 

B. Preprocessing 

We’ve used a text processing tool called Ekphrasis 
presented by [12], which can perform tokenization, word 
normalization, word segmentation (for splitting hashtags) and 
spelling correction, using word statistics from two big corpora 
namely English Wikipedia and Twitter. 

1) Tokenization: Tokenization is the initial preprocessing 

stage which makes it the foundation for the latter stages. 

Therefore, it will certainly make an effect of the feature’s 

quality studied by the network. Tokenization in Twitter is full 

of challenges for that various usage of vocabulary and 

expressions are here and there. Of course, some of the 

challenges came from the dilemma of projecting the whole 

expression or simply taking its tokens. To rise to this challenge, 

Ekphrasis recognized the markup, emoticons, emojis, dates, 

acronyms, censored words and words with emphasis. 

2) Normalization: Apart from the method of tokenization, 

we also make some adjustment on certain selected tokens, such 

as spelling correction, words normalization and sedimentation. 

Furthermore, we also figure out what kinds of tokens should be 

omitted, normalized and surrounded together with those that 

should be replaced with special tags such as URLs, emails and 

@user. 

C. Attention-based LSTM Model Description 

The framework of our attention-based LSTM network is 
illustrated in (Fig. 2). Next, we will introduce each layer in our 
model from bottom to top in detail. 

 
Fig. 2. Architecture of LSTM with Attention Mechanism. 
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3) Embedding Layer: This process happens just right after 

the pre-processing. Word embedding techniques aim to use 

continuous low-dimension vectors representing the features of 

the words [13], which tweets are transformed into a sequence 

of words   (        )      
   , where   is the number 

of a tweet, and   denotes the dimension of a word vector [14]. 

We use Word2Vec [13] as the vector representation of the 

words in tweets. 

4) Convolutional and Max-Pooling Layers: After getting 

the pre-trained word vectors “word2vec” from the word 

embedding Layers, we train a convolutional neural network, 

followed by a max-pooling layer. The goal of convolution is to 

extract the input feature, and pooling is to subsample the output 

of the convolution matrix. The regular way to do pooling is by 

applying a max operation to the result of each filter. There are 

two reasons to use a max-pooling layer in our research. First, 

by doing elimination of any non-maximal values, it reduces 

computation for upper layers. Second, the max-pooling layer 

can extract the local dependency within different regions to 

keep the most salient information. 

5) LSTM Layer: The next layer in our model is LSTM 

layer. LSTM is kind of RNN which has been introduced firstly 

by [15]. For LSTM, Cell state (  ) are connected to three gates 

which are forget gate (  ), input gate (  ) and output gate (  ) 
respectively. Fig. 3 illustrates the architecture of a standard 

LSTM. 

More formally, each cell in LSTM can be computed as 
follows: 

   [
    
  
]    (2) 

      (          )  (3) 

      (           )  (4)

 ̃       (          )  (5) 

           
          ̃   (6) 

     (        )   (7) 

            (  )               (8) 

Where                
     are the weighted matrices 

and                
  are biases of LSTM to be learned 

during training, parameterizing the transformations of the 
input, forget and output gates respectively.   is the sigmoid 
function and   stands for element-wise multiplication,     
includes the inputs of LSTM cell unit. 

This layer is used to capture long-range contextual 
information from tweets. At time step  , a hidden state    is 
generated which contains both previous and future context 
information. Since different words and phrases serve different 
purposes to irony detection, we propose to design an attention 
layer after the LSTM layer to help our model focus on 
important words and contexts. 

 
Fig. 3. Architecture of Cell in LSTM. 

6) Attention Layer: The input of the attention layer is the 

hidden state vector    at each time step. The attention weight 

   for this time step can be computed as: 

       (  )   (9) 

 ̂   
       (10) 

   
    ( ̂ )

      ( ̂ )
  

Where   and   are the parameters of the attention layer. 
The output of attention layer at the     time step is formulated 
as follows: 

        (12)  

IV. EXPERIMENTAL SETUP 

First of all, let’s talk about the datasets. The dataset used 
consists of 355k English tweets (43k ironic and 312k in literal 
sentiment sense, we named it dataset1. Another dataset 
collected by Ghosh [2] contains 18k sarcastic tweets (which 
can be used on irony) and 21k regular tweets.  In order to 
collect the most data for dasatest1, we used the Twitter API 
(https:// dev.twitter.com/) to stream tweets from Twitter by 
using hashtags #irony, #sarcasm and #not as key word.  And 
the data was cleaned by using the preprocessing method from 
the section 3 (which means that ironic hashtags, such as #not, 
#sarcasm, #irony, in the dataset have been removed), it was 
labeled 1 for ironic texts and 0 for normal. 

As for the implementation, our model is implemented in 
Keras library. We conducted the experiment with different 
values for the LSTM hidden state size and for the dropout 
probability, obtaining best results for a dropout probability of 
0.5 and 128 units for the hidden vector. The table below 
(Table I) shows the repartition of the collected dataset, we 
trained 80% of the provided data as training set and 20% as test 
set. Since the data is kind of voluminous, we only use the 
number of epochs as 3. Cross entropy and Adam are used as 
the loss function and optimization algorithm of the output 
layer. 
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TABLE I.  COUNTS AND PERCENTAGES OF IRONIC AND NON-IRONIC OF 

THE TWEETS COLLECTED AND TEST-TRAIN SET 

 Non-Ironic Ironic Total 

Training set 249800 (88%) 34382 (12%) 284182 

Test set 62501 (88%) 8545 (12%) 71046 

Collected data 312193 (88%) 43035 (12%) 355228 

V. FINAL RESULT AND DISCUSSION 

A. Results 

Tables II and III show the results of the experiments after 
using both LSTM approach and Attention Based approach, and 
compare them to the state models presented by [2] . We only 
report the average Precision (Avg.Prec), Recall (Avg.Rec), and 
F1 scores (Avg.F1). 

Table II below presents a comparison of the results trained 
on the collected dataset (dataset1), we observe that our model 
with Attention based LSTM almost outperforms every model 
than other models, except the model which is a combination of 
CNN, LSTM, and DNN introduced by [2], it outperforms our 
model at the precision by 0.4% margin but they both got the 
same results on the F1 score. As for the proposed model with 
just LSTM, it performs the lowest performance in every 
evaluation. 

As for Table III, we show that the performance of our 
system can outperform some of the baseline methods on the 
Ghosh dataset [2] but got outperformed by the CNN, LSTM, 
and DNN model. 

TABLE II.  COMPARISON OF OUR METHOD TO BASELINE USING 

DATASET1 

Model 
Avg. 

Prec  

Avg. 

Rec  

Avg. 

F1 

Our 
model  

 

Attention based LSTM 0.836 0.883 0.859 

LSTM 0.703 0.805 0.751 

Ghosh  

CNN + LSTM + DNN (with 
dropout) 

0.84 0.876 0.857 

LSTM+ LSTM 0.734 0.842 0.784 

CNN+CNN 0.716 0.804 0.758 

TABLE III.  COMPARISON OF OUR METHOD TO BASELINE USING GHOSH 

DATASET 

Model 
Avg. 

Prec  

Avg. 

Rec  

Avg. 

F1 

Ghosh  

CNN + LSTM + DNN (with 

dropout) 
0.899 0.91 0.904 

LSTM+ LSTM 0.854 0.871 0.862 

CNN+CNN 0.856 0.879 0.868 

Our 

model  

 

LSTM 0.777 0.859 0.816 

Attention based LSTM 0.875 0.894 0.884 

 
Fig. 4. Attention Architecture with LSTM with Attention Mechanism. 

Fig. 4 shows that when using the Attention Mechanism on 
the LSTM layer, the model performs better than the one that 
doesn’t use it. The Attention based Model makes an 
improvement on the Precision by more than 9%, around 3 to 
8% on Recall and more than 8% on F1 score. 

B. Discussion 

1) Attention visualization: In the following figure (Fig. 5), 

we are going to get a closer look at the degree showing how 

much attention mechanism will better the performance of irony 

detection. 

According to the given figure, there are some certain usage 
of language such as apparent emotional words, old topics, 
emojis, punctuation, numerals and sometimes slang and 
ungrammatical expressions attaining much more focus in the 
internet which makes it the biggest factor in case of the 
contribution to irony detection. The network is going to study 
the significance of certain words, it targets at finding out what 
factors will make a difference when it comes to the final 
ironical decision. As shown in the figure, the reddish color is 
used to highlight attention weights and the color gradients are 
there to make a distinction between the heavy weights of 
attention and the light one. 

 
Fig. 5. Attention Visualization. 
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VI. CONCLUSION 

In this paper, we proposed a Long Short-Term Memory 
(LSTM) with attention mechanism model to detect English 
ironic sentences from Twitter. The proposed model got 
competitive result compared to the state-of-the-art models 
without using further feature engineering. The results showed 
that our model performs better on the collected dataset, 
especially on the recall and f1 score. On the Ghosh [2] dataset, 
our Attention-Based model outperformed the CNN and LSTM 
model proposed by [2] but couldn’t outperform the model with 
a combination of CNN, LSTM, and DNN. Finally, in the 
discussion part we show that the attention vectors generated by 
our attention layer can capture specific words which are very 
useful to decide for the training, it can decide whether the tweet 
selected is ironic or not. In a future work, we would like to 
explore how to make full usages of the attention mechanism on 
text sentiment analysis. 
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Abstract—In the realm of wearable augmented reality (AR) 

systems, stereoscopic video see-through displays raise issues 

related to the user’s perception of the three-dimensional space. 

This paper seeks to put forward few considerations regarding the 

perceptual artefacts common to standard stereoscopic video see-

through displays with fixed camera convergence. Among the 

possible perceptual artefacts, the most significant one relates to 

diplopia arising from reduced stereo overlaps and too large 

screen disparities. Two state-of-the-art solutions are reviewed. 

The first one suggests a dynamic change, via software, of the 

virtual camera convergence, whereas the second one suggests a 

matched hardware/software solution based on a series of 

predefined focus/vergence configurations. Potentialities and 

limits of both the solutions are outlined so as to provide the AR 

community, a yardstick for developing new stereoscopic video 

see-through systems suitable for different working distances. 

Keywords—Augmented reality and visualization; stereoscopic 

display; stereo overlap; video see-through 

I. INTRODUCTION 

Human eyes are placed frontally about 6-7 cm apart 
(interpupillary distance = 6-7 cm) so they both perceive the 
same scene but from slightly different viewpoints (i.e. with an 
horizontal parallax). In other words, through the crystalline 
lenses, the two retinas receive slightly different views of the 
same three-dimensional (3D) scene. The positional differences 
between the two retinal images are defined as binocular or 
retinal disparities. Specialized neurons (binocular neurons) in 
the visual cortex of the brain, process those disparities to 
generate a sort of depth map of the observed scene. We 
commonly refer to this mechanism as stereopsis from the 
Greek words στερεο\stereo-meaning solid and ὄψις\opsis 
meaning appearance, sight, and we define this depth cue as 
binocular parallax. The goal of stereoscopic 3D displays is 
hence to create an illusion of depth perception by providing 
consistent binocular disparity information in the recorded 
images delivered to the left and right eyes [1]. 

Depth cueing through stereoscopy is an essential feature of 
head-mounted displays (HMDs) for augmented reality (AR).  
Most of the AR HMDs fall into two categories according to 
the see-through paradigm they implement: video see-through 
HMDs and optical see-through HMDs. Typically, in optical 
see-through systems, the user’s direct view of the real world is 
augmented with the projection of virtual information on a 
beam combiner and then into the user’s line of sight [2]. 
Differently, in video see-through systems the virtual content is 

merged with camera images captured by a stereo camera rig 
rigidly fixed on the 3D display. 

The pixel-wise video mixing technology that underpins the 
video see-through paradigm can offer high geometric 
coherence between virtual and real content. Nevertheless, the 
industrial pioneers, as well as the early adopters of AR 
technology properly considered the camera-mediated view 
typical of video see-through devices as drastically affecting 
the quality of the visual perception and experience of the real 
world [2], [3]. 

In stereoscopic video see-through HMDs, double vision 
(diplopia) for the user may arise if the fixation point, 
determined by the intersection of the optical axis of the stereo 
camera pair, leads to reduced stereo overlap between the two 
images delivered to the eyes through the HMD. This stereo 
conflict happens because a large portion of the scene is not 
represented on both images (the left part of the left view is not 
represented in the right view and vice versa), and therefore the 
visual cortex is not able to fuse the two views. This perceptual 
conflict is due to the fixed configuration of the stereo setting 
and it heavily constraints the working distance on where the 
stereoscopic video see-through HMD yields a comfortable 
visual result. Two possible solutions for coping with this limit 
are here reviewed and brought as example. This work is 
inspired by the need for assessing the role of camera 
convergence in stereoscopic video see-through AR displays 
and establishing a yardstick for designing new solutions that 
allow users of such systems to work comfortably at close 
distance ranges. 

II. BINOCULAR PARALLAX, CONVERGENCE AND 

ACCOMMODATION IN HUMAN VISUAL SYSTEM 

A. Binocular Parallax, Horopter and Panum’s Area 

Binocular parallax is the most effective relative depth cue 
at close distances, namely in an individual’s personal space or 
at arm’s length [4], [5].  The equation that links the theoretical 
depth discrimination threshold (i.e. human depth resolution) 
    to the angular retinal disparity    can be trivially derived 
from geometrical relations (see Fig. 1). In particular, for a 
given a fixation point, associates the convergence angle of the 
eyes    to the absolute depth of the fixation point (   and to 
the interpupillary distance  : 
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Fig. 1. Binocular horizontal disparity and geometry of the stereo perception 

in human visual system. Human depth resolution can be approximately 

expressed as a function of the distance between fixation point and observer  , 

and of the interpupillary distance    

                                   (   ⁄ )                   (1) 

The human depth resolution formula [6] is the result of the 

derivative     ⁄ : 
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Whose simplified form is: 


     

     

 




It is worth noting, from trivial geometrical considerations 
that taking into account the angle α: 
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Hence, 

 
    

     

 


 

(5) 

So, and as explained with more details in [7], (5) 
associates the depth resolution of the human visual system to 
the retinal angular difference   , to the interpupillary 
distance   , and to the distance between fixation point and 
observer   [8]. 

When retinal disparities are too high, they produce 
diplopia that is, itself, a depth cue for the human visual 
system. The fixation point has 0 retinal disparity, as well as all 
the corresponding retinal points. The circle formed passing 
through the fixation point   and the two nodal points of the 
eyes    and   , is defined Vieth-Müller circle or theoretical 
horopter (from the Greek words ὅρος meaning boundary, + 
ὀπτήρ meaning observer). Any points belonging to this circle 
stimulate geometric corresponding points on the retinae of the 
two eyes, hence they bring   disparity exactly as   (       
in Fig. 1 for construction). 

In reality, the empirical horopter for any observer is less 
convex than a circle and the Hering–Hillebrand deviation 
gives a measure of the deviation of the empirical horopter 
from the Vieth-Muller circle [8], [9].  According to such 
deviation (referred to as  ), the relation that fits the empirical 
measurements on the real horopter based on the disparity 
between the retinal angles    and    is (see Fig. 1): 

                 
(6) 

that leads to [10]: 

 
          

      

        


 
         (7) 

 

with   = relative magnification between right eye and left 
eye. Thus the empirical deviation from the theoretical horopter 
is measured by disparity   between    and    and it is 
modeled as follows: 

 
          

      

        
    

 
(8) 

 

with    encapsulating the effect of the Helmotz shear. The 
conditions for the theoretical horopter are:     ,    , and 
    . In that case, the empirical disparity of the points 
belonging to the horopter is null. Within a special visual space 
around the fixation point (except the points belonging to the 
horopter), the corresponding points on the retina produce 
disparities whose values are processed by the visual cortex of 
the brain to estimate depth relations in such area around the 
fixation point (Fig. 2). These disparities, provided they are 
sufficiently small, can be either positive, if the points under 
observation are behind the horopter, or negative if the points 
are in front of the horopter. This visual space is called 
Panum’s fusional area. In this area, the two stereoscopic 
retinal images are fused into one. Outside the Panum’s area, 
the objects are perceived as diplopic. 

https://en.wiktionary.org/wiki/%E1%BD%85%CF%81%CE%BF%CF%82#Ancient_Greek
https://en.wiktionary.org/w/index.php?title=%E1%BD%80%CF%80%CF%84%CE%AE%CF%81&action=edit&redlink=1
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Fig. 2. At a given distance of the fixation point, any point belonging to the 

horopter is imaged on geometric corresponding retinal points (        
Within a special visual space around the fixation point (other than the points 

belonging to the horopter), the projected points on the retina produce 
disparities that are mapped into depth perception around the fixation point. 

This visual space surrounding the horopter is called Panum’s fusional area. In 

this area, the two stereoscopic retinal images are fused into one by the brain. 

Outside the Panum’s area, the objects are perceived as diplopic (   cannot be 

fused with   ). 

B. Convergence and Accommodation 

In human visual system, convergence is that disjunctive 
movement of the eyes that allows the minimization of the 
targeted visual information projected on the two retinas [11]. 
The coordinated action of the extra-ocular muscles, when 
focusing on the same object, causes the mutual rotation of the 
optical axes of the eyes and, therefore, helps in perceiving 
depth/distance in combined interaction with accommodation. 
As well as the accommodation cue, this cue is powerful within 
the personal space [12]. 

III. STEREOSCOPIC VIDEO SEE-THROUGH 

In stereoscopic video see-through HMDs, the goal is to 
create an illusion of depth perception by providing consistent 
binocular disparity information in the images delivered to the 
left and right eyes by the two displays of the visor. 

Any stereoscopic video see-through display comprises two 
stages whose specifics are to be matched one another in order 
to provide a consistent illusion of depth perception to the 
viewer: acquisition stage and viewing stage [13]. The stereo 
rig anchored to the visor has the task of capturing the real 
scene (i.e. acquisition task), whereas the two internal displays 
of the visor have the task of delivering the stereoscopic 
augmented information to the viewer (i.e. visualization task). 

In his work, Kyto has extensively addressed all the factors 
that influence depth perception through stereoscopic video 
see-through displays [5], [14]. In particular the authors 
proposed a useful theoretical comparison between human 
depth resolution through stereo displays and stereo camera 
depth resolution [15]. By carefully evaluating the results of 

that analysis, we can get an idea of the requirements in terms 
of disparity accuracy   , focal length, camera sensor width 
     and baseline for the external stereo camera pair that 
allows the achievement of human-like viewing conditions. 
Nonetheless, in most applications, a tradeoff is to be sought 
between accuracy in stereo depth measurements (at least 
comparable to that of the human visual system), and the quasi-
ortho-stereoscopic depth perception through the video see-
through HMD [14]; for example a changing of the baseline 
and/or of the focal length may lead to an improved depth 
resolution out of stereo triangulation, but at the expense of 
introducing unwanted perceptual artefacts to the viewer [13], 
[16]. 

Particularly in image guided surgery, the quality of an AR 
experience depends on how well the virtual content is 
integrated into the real world spatially, photometrically and 
temporally [17]. In this context, wearable AR systems offer 
the most ergonomic solution for those medical tasks manually 
performed under user's direct vision (open surgery, 
introduction of biopsy needle, palpation, etc.) since they 
intrinsically provide the user with an egocentric viewpoint of 
the surgical scene. They contextually integrate the surgeon’s 
visual perception of the real scene with useful AR-based 
visualization modalities (derived from radiological images). 
Different embodiments of video see-through HMDs have been 
proposed in minimally invasive surgery [18], [19], 
laparoscopic surgery [20]-[22], orthopedic surgery [23], [24], 
in neurosurgery  [25], and in maxillofacial surgery [26], [27]. 
In assessing the efficacy and reliability of such devices, the 
understanding of all the physiological and psychological 
mechanisms that underpin depth perception is of particular 
importance. In this regard, unreliable modalities of AR 
visualization can in fact bring cognitive overload and 
perceptual conflicts causing misinterpretation and hindering 
clinical decision-making [28]. 

A comprehensive overview of all the possible perceptual 
artefacts that arise in the acquisition or in the visualization 
stage in stereoscopic video systems is presented in [13]. 
Among all the possible perceptual artefacts, as anticipated, 
diplopia may arise if the fixation point, determined by the 
intersection of the optical axes of the stereo camera pair, leads 
to reduced stereo overlap. In the next subsection, we shall 
briefly describe two possible solutions for coping with this 
problem and we shall contextually point out the strengths and 
weaknesses of both the approaches. It is worth mentioning that 
both the solutions that we shall review were properly designed 
for specific medical/surgical applications in which the user is 
asked to interact with the augmented scene at varying working 
distances (however at close range), during procedures 
demanding for high hand-eye coordination. This task-oriented 
requirement increases the need for stereoscopic video see-
through systems that allow sufficient stereo overlap when 
viewing close objects, although at odds with a desired ortho-
stereoscopy [29]. Both solutions in fact feature a non-
negligible eye-camera offset, so in rigorous terms, the ortho-
stereoscopy of both the systems was not ensured from the very 
beginning and in contrast with the assertions made by Takagi 
et al. [30]. 
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IV. VIDEO SEE-THROUGH HMD WITH DYNAMIC VIRTUAL 

CONVERGENCE 

State et al. [16] proposed a software solution with dynamic 
control of the virtual convergence of the display frustum to 
allow users to work comfortably at different depths. A 
narrower selection of the wide-angle cameras imaging frustum 
is cropped dynamically as a function of a heuristic estimation 
of the working distance. For each eye, the modified 
augmented image is then delivered to the corresponding 
internal monitor of the video see-through HMD. No 
recalibration of the stereo camera rig is needed since there are 
no moving parts in the AR system. Nothing is said regarding 
the camera focuses, so we assume that both were kept fixed 
for each working distance. 

Their solution offers two possible methods for managing 
the geometry of the display frustum: sheared frustums and 
rotated frustums. Sheared display frustum does not add 
unwanted vertical disparity to the stereo images which could 
bring geometrical artefacts in perceiving depth relations (e.g. 
keystone depth plane distortion [13], [30]). Unfortunately 
sheared frustums, especially at close working distances, bring 
a more pronounced disparity-vergence conflict if compared to 
the rotated solution. Rotated frustums, albeit introducing 
vertical disparity between corresponding features in stereo 
images, especially at the corners, is able to more consistently 
simulate the physical rotation of the displays and hence to 
stimulate the user’s eyes to converge. This fact, besides 
reducing the disparity-vergence conflict, provides an 
additional depth cue. 

Another interesting aspect of their work was the real-time 
and automatic control of the virtual convergence as a function 
of an estimation of the working distance. The control of the 
virtual convergence was implemented through three distinct 
approaches: an image-based method based on the 
maximization of the mutual information among paired views 
of the virtual content. A second method, a pixel-wise 
inspection of the z-buffer of the stereo images is used to 
provide depth estimation. A third approach, in which a depth 
estimate is computed by working on geometry data instead 
than on a pixel-wise mapping of the rendered images. The 
third method can work on the current frame, before being 
rendered on the display, and therefore provide an 
instantaneous managing of the convergence. On the contrary, 
the first two methods are suitable for predicting convergence 
for the subsequent frame. 

The main drawback of this technique is that it drastically 
reduces the resolution of the images acquired by the stereo 
cameras. Further, the idea of dynamically changing the virtual 
convergence of the stereo camera pair through a real-time 
estimation of the operative depth, albeit appealing, is prone to 
possible perceptual conflicts for the user and it may lead to 
incorrect depth perception or discomfort during use if not 
properly managed. 

V. VIDEO SEE-THROUGH HMD WITH ADJUSTABLE 

CAMERA VERGENCE 

In 2014 Ferrari et al. [31] proposed a matched 
hardware/software solution that entails the adjustment of the 
degree of convergence of the stereo camera pair established as 
a function of the working distance on a per-session basis. 

In more details, to restore stereo overlap, and reduce image 
disparities well within the binocular fusional area, the degree 
of convergence of the stereo camera pair is made adjustable so 
to be adapted at different and predefined working distances. In 
this way the fixation point is moved closer to the observer and 
the visual disparities between left and right images are 
reduced (Fig. 3). To implement this idea, an ad hoc version of 
a previously presented video see-through system [32]-[35] 
based on a HMZ-T2 Sony HMD, was assembled (Fig. 4). The 
system comprises two supports equipped with adjuster screws 
for modifying the stereo camera vergence, and the camera 
focus can be coherently adjusted with the working distance 
thanks to motorized mechanisms. 

For each set of predefined focus/vergence configuration, 
the intrinsic and extrinsic camera parameters associated with it 
are to be determined offline as a result of a one-time 
calibration routine, with the calibration data stored for 
subsequent reuse. A two-stage video-based pose estimation 
algorithm, allows sub-pixel registration accuracy in the 
augmented scene without requiring additional work to the user 
(i.e. no further calibrations are required). More specifically: 

1) 3D localization through stereo triangulation is correctly 

performed solely relying on the sets of predetermined intrinsic 

and extrinsic calibration data associated to the specific stereo 

camera vergence configuration.  

2) The initial estimation of the camera pose, computed in 

closed-form through a standard SVD-based method [36], may 

result intrinsically inaccurate, given the uncertainty in the 

estimation of the stereo camera parameters, but it sets up a 

good initial guess for the subsequent pose refinement step. 
The proposed method was tested on a set of 3 predefined 

configurations of the stereo camera vergence. For each 
configuration, the two adjuster screws were set to move the 
fixation point at   ,    and     cm. Therefore, an estimation 
of the corresponding convergence angle was computed by 
substituting   and   in (1). 

For each configuration and before use, the focus of both 
cameras was adjusted to focus at the fixation point, hence as a 
function of a set of expected working distances. Accordingly, 
three sets of intrinsic and extrinsic camera parameters had to 
be estimated and stored following three offline calibration 
routines. 

However, also this solution has its own weaknesses. In 
rigorous terms, the converging of the optical axes of the stereo 
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cameras alone, without a simultaneous and coupled 
converging of the optical axes of the displays, goes against a 
desired ortho-stereoscopy, and therefore it might cause 
perceptual artifacts [30]. 

As properly hypothesized by State et al. and Ferrari et al.  
[31], their experience suggests that the distortion of the 
perceived 3D space is not too severe to hinder the correct use 
of the stereoscopic video see-through display; obviously this 
holds true if we consider the really constrained and task-
oriented working distances for which the preset vergence 
configurations were set. Furthermore, and unlike the solution 
proposed by State et al., the system has “moving parts” and 
therefore needs for regular recalibrations to cope with the 
degradation of the stereo calibration over time. 

 
Fig. 3. Adjustment of the degree of convergence of the stereo camera pair to 

increase stereo overlaps and reduce visual disparities between images on the 

left and right display of the HMD. The disparity between the blue crosses on 

the two displays is lower than the disparity between the red crosses. 

 
Fig. 4. HMD prototype embedded with adjuster screws for stereo camera 

vergence control. 

VI. DISCUSSION AND CONCLUSION 

The use of stereoscopic video see-through HMDs in case 
of AR assistance during  manually performed tasks (e.g. 
surgery) in which the user is asked to interact with the scene at 
close working distances, and during procedures demanding for 
high hand-eye coordination (e.g. medical/surgical 
applications), is heavily hindered by the occurrence of 
diplopia. 

Typically, in these systems, cameras and displays are 
preset at a fixed convergence angle on the basis of 
assumptions made on the average working distance. Thereby, 
in these systems, stereo conflicts may arise if the fixation 
point, determined by the intersection of the optical axis of the 
stereo camera pair, leads to reduced stereo overlap between 
the two images delivered to the eyes through the HMD. This 
occurrence heavily limits the actual distance on where the 
stereoscopic video see-through HMD can yield a comfortable 
visual result. In this paper, two possible solutions for coping 
with this limit were reviewed and brought as example, one 
purely software and the other matched hardware/software. 

The solution suggested by State et al. features a dynamical 
change of the virtual convergence of the stereo camera pair 
based on a real-time estimation of the operative depth. This 
solution does not comprise any moving parts within the HMD, 
hence is theoretically calibration-free but this is at the expense 
of a drastic reduction of the resolution of the images acquired 
by the stereo cameras. Furthermore, having the camera 
focuses fixed (also to avoid further calibrations) may produce 
blurred images if the system were used at working distances 
far from the focus. 

The solution by Ferrari et al. entails the physical 
adjustment of the degree of convergence and of the associated 
camera focuses of the stereo camera pair, established as a 
function of the working distance on a per-session basis. In this 
case, a set of calibration routines (intrinsic and extrinsic) has 
to be performed before but, in this way, all the camera frustum 
is viable and the camera images are properly on focus for each 
working distance established. 

Based on our experience and as clearly stated in both the 
reviewed works, make the augmented scene as stereo-
perceivable at close distances is key for those applications in 
which the user is asked to interact with the augmented scene at 
close working distances (i.e. in the personal space, at arm’s 
length) and during procedures that demands for high dexterity 
as a surgical tasks. It is our conviction that this requirement, 
once achieved, may fully compensate for the increased 
distortion of the perceived 3D space, due to the dynamic 
change of the convergence of the cameras (be them virtual or 
real) [37]. In our opinion, from a functional standpoint, 
resolving diplopia has a higher priority than dealing with the 
perceptual artefacts caused to the non-rigorous orthoscopy of 
the stereoscopic display. Nevertheless, we also believe that the 
technology should move towards the implementation of 
parallax-free video see-through HMDs that entails an 
automatic and coupled management of the display and camera 
convergence (as a function of a real-time depth estimation 
algorithm). 
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Abstract—Microservice Architecture (MSA) is an 

architectural design pattern which was introduced to solve the 

challenges involved in achieving the horizontal scalability, high 

availability, modularity and infrastructure agility for the 

traditional monolithic applications. Though MSA comes with a 

large set of benefits, it is challenging to design isolated services 

using independent Database per Service pattern. We observed 

that with each micro service having its own database, when 

transactions span across multiple services, it becomes challenging 

to ensure data consistency across databases, particularly in case 

of roll backs. In case of monolithic applications using RDBMS 

databases, these distributed transactions and roll backs can be 

handled efficiently using 2 phase commit techniques. These 

techniques cannot be applied for isolated No-SQL databases in 

micro services. This research paper aims to address three things: 

1) elucidate the challenges with distributed transactions and 

rollbacks in isolated No-SQL databases with dependent 

collections in MSA, 2) examine the application of event 

choreography and orchestration techniques for the Saga pattern 

implementation, and 3) present the fact-based recommendations 

on the saga pattern implementations for the use cases. 

Keywords—Microservice architecture; database per service 

pattern; Saga pattern; orchestration; event choreography; No-SQL 

database; 2 phase commit 

I. INTRODUCTION 

According to Martin Flower, the microservice architectural 
style [2], [3] is an approach to developing a single application 
as a suite of small services, each running in its own process 
and communicating with lightweight mechanisms, often an 
HTTP resource API. MSA defines each service to be totally 
independent [4] with its own database. When MSA is defined 
with completely isolated No-SQL databases [6], and when the 
business transactions span across multiple services, the state 
changes in one database entity are not visible to state changes 
in the other. The application cannot use the local ACID 
transactions as the entities are now spread into multiple 
databases. Also, if the transaction gets rolled back because of 
a failure in one of the micro services, state recovery cannot be 
attained using the standard 2PC [8] as these are distributed 
entities. The scenario becomes even more challenging when 
there are dependent entities with one to many relationships. 

To handle this scenario, saga pattern can be used [5]. The 
services which alter the state can be written in the form of a 
Saga. In a saga, each service which changes the state of the 
database in a distributed transaction [1], [11], can generate an 
event which can trigger the next micro service. In case of a 
failure, the saga triggers a sequence of compensating roll back 
events from one service to the other in the reverse direction. 
These sagas can be designed using two techniques: (1) Event 
choreography, in which each service can trigger other 
service’s event without a central coordinator. 
(2) Orchestration, in which a central coordinator makes the 
decision of triggering the relevant events in the saga. Both 
these techniques have pros and cons based on the use case 
which is being implemented. In the past some researchers 
have suggested the use cases for which these approaches are 
suitable, but a quantitative analysis has not been performed. In 
this research, we tried to come up with the recommendations 
on which saga technique to pick up in which scenario by 
examining the performance and complexity using the factual 
data generated by simulating a variety of use cases using a 
custom project developed on spring boot based micro services 
and Mongo DB and ActiveMQ based java messaging service 
queue, which is explained in the later sections. 

The rest of the paper is organized as follows. In Section II, 
we explain the challenges involved in the distributed 
transactions in the MSA with no-SQL databases by bringing 
up the use cases in an e-commerce application. In Section III, 
we explain how the event choreography and orchestration can 
be implemented for these use cases. In Section IV, we go 
through the relevant work conducted in the research project 
and outline the results. In Section V, the conclusions are 
presented. 

II. DISTRIBUTED TRANSACTIONS IN MSA 

In a traditional monolith application based on relational 
databases, the transactions originate and progress within the 
scope of the container hosting the application. So, it becomes 
easy to handle the roll backs. But it is different in case of 
micro services running with database per service pattern [7]. 
Since the entities and the databases are isolated, the traditional 
rollback approaches cannot be applied. We have taken an 
example of a standard e-commerce application flow (Fig. 1) to 
explain the complexity of distributed transactions. 
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Fig. 1. Micro services in an e-commerce application. 

As it can be seen, the order placement, credit card billing, 
address validation, fulfillment and inventory update, shipping 
are the various micro services which have their own databases 
and entities. It is not possible to capture all the steps in a 
single ACID transaction. To ensure the data consistency [13], 
we need to implement distributed transaction. Since there is no 
direct linking of the entities or databases, when the distributed 
transaction progresses few steps and encounters an issue, it 
becomes challenging to handle the consistency in the entity 
states by performing the roll backs. For example, when an 
order is placed successfully, and the customer’s credit card is 
charged, but if the address validation fails, the transaction 
must be rolled back correctly so that the customer is not 
charged for the unfulfilled item. That means the transaction 
must be rolled back in the proper reverse order. To handle this 
flow of events in forward and reserve directions by triggering 
the relevant events, Saga pattern can be used. Saga pattern can 
be implemented using Event choreography and orchestration 
techniques as mentioned below. 

III. EVENT CHOREOGRAPHY VS. ORCHESTRATION 

Some researchers already explored how event 
choreography and Orchestration [12] techniques for 
implementing sagas in micro service architecture. We are 
going to explain it in detail with the use case of e-commerce 
application mentioned above. In Event choreography 
approach, when a micro service executes a local transaction, it 
publishes an event which can be subscribed by one or other 
micro services to trigger their local transactions. This process 
proceeds till the last service which doesn’t publish any more 
events, there by marking the end of transaction. It can be 
visualized in Fig. 2 given below. 

 
Fig. 2. Event choreography flow. 

 

Fig. 3. Orchestration flow. 

In this approach there is no central coordinator which 
listens to the events and triggers the relevant micro service 
local transaction. 

The other technique to implement sagas is called 
orchestration. In this, there is a central coordinator which 
listens to all the events emitted by any of the micro service 
local transaction. Based on the incoming event, it triggers the 
next local transaction in a different micro service or services. 
This pattern is depicted in Fig. 3 below. 

The scenarios mentioned above are depicted using a single 
entity at each local transaction level. It can be complex if there 
are dependent collections in each of those data sources. When 
a transaction needs to rolled back, the dependent collections 
state needs to be reverted as well. Both the techniques 
mentioned above have pros and cons based on the scenario 
that needs to be implemented. In the next section, we are 
going to simulate various scenarios and understand the 
suitability of these techniques. 

IV. RELATED WORK: RESEARCH PROJECT 

To determine which saga implementation technique is 
more suitable under which scenario, we have implemented a 
research project and simulated various circumstances. We 
have implemented micro services in spring boot technology. A 
service discovery component called Eureka [9], [14] is used to 
register and discover the micro services running. This is 
similar to the other API gateways like Kong or Apigee which 
are available in the market. The entities are represented as 
collections in an open source no-SQL database called Mongo. 
Each micro service -MS1, Ms2.MSn has an isolated instance 
of Mongo DB- DB1, DB2.DBn, respectively with a collection 
–C1, C2 Cn, respectively running on each of those database 
instances. These micro services and database instances run on 
Linux based virtual machines. First the event choreography 
technique is executed with 2 micro services, MS1 and MS2 
having DB1 and DB2 as databases for each micro service with 
C1 and C2 as collections in each database respectively as 
depicted in Fig. 4. Each collection has an attribute called state 
which describes the state of the entity with the possible values 
of S1 and S2 and an attribute called timestamp which records 
the time stamp when the state change occurred. 
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Fig. 4. Event choreography with 2 micro services. 

A. Performance Analysis 

Here is the sequence of steps which are executed as a part 
of the project to compare the performances: 

 Micro service MS1 method is called which changes the 
value of state attribute of collection C1 from ‘S1’ to 
‘S2’. This method saves the time stamp T1 of the 
update action in the timestamp attribute of C1. 

 Once the update is complete, MS1 triggers an event 
called ‘MS1_state_change_success’ which calls the 
method ‘changeStateToS2’ on micro service MS2. 

 MS2 executes a logic to update state of C2 from ‘S1’ to 
‘S2’. But we simulate the transaction failure with 
which the state change of C2 fails. 

 Now due to transaction failure, MS2 creates an event 
called ‘MS2_state_change_failure’ which rolls back 
the transaction in MS2 and calls the method 
‘changeStateToS1’ on micro service MS1. 

 MS1 then rolls back the state of C1 from ‘S2’ and ‘S1’ 
and updates the time stamp to new value T2. 

 The difference between T2 and T1 tells us the time 
taken to execute the Saga with Event choreography of 
2 micro services. These values are noted down as time 
taken for 2 micro service event choreography. 

 Similarly, this exercise is repeated 3 more times by 
taking 4 micro services, 6 micro services and 8 micro 
services in each attempt. The exercise is executed in 
the same fashion as described in the steps above where 
the transaction progresses in a series of events from 
MS1 to MSn-1. At MSn-1 it triggers the event ‘MSn-
1_state_change_success’ and calls the 
‘changeStateToS2’ method on MSn. MSn fails the 
transaction and rolls back the transaction by calling the 
‘changeStateToS1’ on MSn-1. This rolls back the state 
of Cn-1 to S1 and triggers the method 
‘changeStateToS1’ on MSn-2. This happens till it 
reaches ‘changeStateToS1’ on MS1 which rolls back 
the state to S1 and calculates the time difference. 

 
Fig. 5. Correlation of time taken vs. Micro services in event choreography. 

We have executed 5 test runs and noted down the time 
taken in each instance and calculated the average. The graph 
in Fig. 5 shows the time taken vs number of microservices in 
the event choreography. 

A similar exercise is performed using orchestration 
technique. In this, a central orchestration service is added 
which listens to various events and takes the necessary action. 
We have used an Apache ActiveMQ [10] as the JMS broker. 
Here is the sequence of steps which take place. 

 MS1, Ms2 MSn are the microservices, each having a 
mongo DB instance DB1, DB2 DBn. Each of the 
databases has collections C1, C2 Cn. Like the setup 
described in event choreography. 

 For Orchestration technique we hosted a new micro 
service MSn+1. 

 We have n different queues running on Active MQ 
broker Q2, Q3…Qn+1 with MS2, MS3…MSn+1 
subscribing to each of them, respectively. 

 When state change happens from S1 to S2 on MS1, it 
triggers an event ‘MS1_state_change_success’ on the 
orchestrator MSn+1. 

 Orchestrator posts a message on Q2, which MS2 listens 
and executes ‘changeStateToS2’ method and changes 
state to S2. Upon state change, MS2 posts a message 
‘MS2_state_change_success’ on the Qn+1 which is 
subscribed orchestrator MSn+1. 

 This forward transaction continues till it reaches the 
last micro service MSn. At MSn we fail the 
transaction, roll back the state to S1 on Cn and post the 
message ‘MSn_state_change_failure’ on the Qn+1 
which is subscribed orchestrator MSn+1. 

 Orchestrator listens to this roll back event from MSn 
and posts a rollback message on Qn-1. MSn-1 listens to 
this message and rolls back the state to S1 on MSn-1. 
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 This rollback continues till it reaches MS1 which rolls 
backs the state to S1, notes the time difference and 
posts no more messages. 

 This exercise is also performed 4 times, with 2,4,6,8 
micro services and orchestrator and the timestamps are 
noted. 

In Fig. 6 given below, the graph shows the time taken vs 
number of microservices in the orchestration technique. 

 
Fig. 6. Correlation of time taken vs. Micro services in orchestration. 

Now it can be clearly seen that event choreography takes 
much faster in performance when compared to Orchestration. 
Event choreography can be well suited in the scenarios where 
the number of micro service calls are limited, and the response 
time is critical. 

B. Complexity 

The same experiment is repeated with a scenario which is 
more complex. When a state change is occurred in one micro 
service, we want to test both the techniques by triggering 
multiple events in more than one micro service. To do this, we 
implemented the following pattern. 

 When state changes from S1 to S2 in C1, MS1 triggers 
2 events which changes the state of C2 in MS2 from S1 
to S2 and state of C3 in MS3 from S1 to S3. 

 Upon successful change of state from S1 to S2 in C2, 
MS2 triggers 2 events which changes the state of C3 in 
MS3 from S3 to S2 and state of C4 in MS4 from S1 to 
S3. 

 When a transaction fails at MS4, it rolls back the state 
of C4 to S1 and triggers 2 events which changes the 
state of C3 in MS3 from S2 to S1 and state of C2 in 
MS2 from S2 to S3. 

 Upon successful rollback of state from S2 to S1 in C3, 
MS3 triggers 2 events which changes the state of C2 in 
MS2 from S3 to S1 and state of C1 in MS1 from S2 to 
S3. 

 Finally, upon successful rollback of state from S3 to S1 
in C2, MS2 triggers an event which changes the state 
of C1 in MS1 from S3 to S1. 

This pattern is performed for 4 micro services and 6 micro 
services in both event choreography and orchestration for 5 
test runs. It was observed that the time taken for orchestration 
technique is approximately 40 times more than the event 
choreography. But it was noted that as the number of events 
increased, it became more and more complex to handle the 
code in individual micro services. Whereas orchestrator 
proved to be more elegant in handling multiple events with 
less confusion as the event handlers are orchestrator at a single 
location. 

C. Load based Test 

The same setup is repeated one more time with a scenario 
where the frequency of events which are triggered are 
increased by 5-fold and 10-fold. This is obtained by writing a 
test client which fires parallel requests. We calculated the ratio 
of response times with the frequency of 1 vs 5 vs 10. We 
observed that the event model began to respond slowly as the 
frequency increased, whereas the orchestrator was able to 
handle the load better. The response times varied as 1:3.6:8.2 
for event, whereas the ratios for orchestration came out as 
1:3.9:6.4. These results might have been different if we ran 
multiple instances of each micro service rather than a single 
instance by horizontally scaling them using auto scaling 
techniques available in the cloud. This can be an element of 
future research. 

V. CONCLUSION 

In this paper, we performed a quantitative analysis of 
performance of both event choreography and orchestration 
techniques used for implementing the saga design pattern to 
handle the distributed transactions in isolated no-SQL 
databases in micro service architecture. We were able to 
clearly determine that event choreography is much faster in 
performance when compared to orchestration. However, event 
choreography becomes very complex to code and handle if 
there are multiple events triggered from each micro service. It 
is also evident that handling multiple actions for the triggers 
without a central orchestrator is tough as one developer or 
team working on a micro service may not be aware of the 
other. This shows that event choreography is a suggested 
approach when there are less number of micro services 
participating in the distributed transaction, or the number of 
event triggers are not too many or when the trigger actions are 
not too complex. Orchestration is slow, but it is useful when 
the transaction scenarios are complex. 

Future work includes working on scenarios involving 
transaction rollbacks involving dependent collections where 
the states are distributed in multiple collections and recording 
the performance metrics in various saga patterns. We also plan 
to do research around the areas where the triggered actions are 
bi-directional or cyclic rather than unidirectional and record 
the metrics around them. Author is thankful to anonymous 
reviewers for their valuable feedback. 
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Abstract—E-commerce services based on user geographic 

location have emerged as a particularly important segment of 

modern information services. In these user-intensive 

applications, quality of service is important and design methods 

are increasingly relying on software standards to achieve quality. 

In this paper, we propose an evaluation model for location based 

e-services that provide insights on how overall system quality can 

be strengthened via identifying the most important quality 

characteristics of specific user-system interactions facets. The 

model categorizes location based services into taxonomies of 

components / functions, which are further analyzed in interaction 

facets and significance levels. A further mapping to external 

qualitative sub-characteristics of the ISO9126 quality standard is 

used to formally decompose design quality into quality attributes. 

The view of software design through quality attributes is 

supported by a mathematical model, which calculates 

significance weights on service components, defined either by 

designers or by the end users. An experiment, where this method 

is used to assess functionality is presented. 

Keywords—E-commerce; location based services; software 

quality; software design; ISO9126 

I. INTRODUCTION 

Mobile commerce has grown rapidly in recent years as 
infrastructure, hardware, and software-supporting technology 
has dramatically improved its speed and reliability. Mobile 
devices now offer a plethora of services based on push/pull 
models of information based on user location. Their energy 
autonomy and processing power are no longer such serious 
obstacles as they were in the past and developers have the 
flexibility to develop resource-demanding software that has in 
turn, greatly contributed to mobile apps success. Especially 
mobile e-commerce software offers two unique benefits. It may 
use either apps or lightly-tailored browsers using well-known 
user-software interaction patterns, as well as location based 
services (LBS) that geographically link the real to the virtual 
world [1]. 

Competition from e-commerce and e-services vendors has 
led to the offerings of systems with an ever-increasing 
complexity. Functional and non-functional requirements 
recognised at the early design stages of software development 
are largely based on user expectations and define crucial 
architectural design decisions. Achieving quality of service, 
one of the competitive advantages of a modern e-services 
vendors, depends on the quality performance of specific 
architectural properties such as functionality, reliability, 
usability, just to mention a few [2]. In order to make the correct 
much-needed architectural decisions at the early stages of 

system design, a certain level of confidence to the results of 
these decisions is appropriate. One way to achieve this goal is 
to rely on formal software standards [3]. 

The quality models defined in ISO standards such as 
ISO9126 and ISO25010 decompose software quality into 
characteristics organised into a hierarchical structure in order to 
facilitate the establishment of requirements and general criteria 
for their satisfaction [4], [5]. Design quality can therefore be 
addressed in the terms of how (and how much) quality 
characteristics influence software components. Targeted design 
can be achieved by taking decisions that favour the quality of 
certain components (that may be of most value to end-users) 
over others. Measurement of quality characteristics, where 
possible, is valuable to battle against the generality of formal 
standards and increase practical impact [6]. 

In this work we propose a Quality Model for designing 
LBS as sub-systems to e-commerce services. This is a research 
subject that poses several difficulties in relation to other on-line 
software, namely the push/pull model of information flow, the 
interaction with objects based on spatial proximity to the user, 
managing layers of dynamic information and different 
interaction facets between users and services [7]. Capturing 
user requirements and taking design or re-design decisions 
through evaluation, is one method that ensures user 
participation in the development process [8], [9]. 

In order to provide a clearer view of which software 
components need to be evaluated, the LBS sub-system is 
analysed in functions/components. The ISO 9126 software 
evaluation standard was used as the basis for the qualitative 
assessment, a general standard that can be applied to such 
systems but has not been widely used in e-commerce business-
type systems to date [10]. A qualitative connection of these 
components to the characteristics of ISO 9126 is possible in 
order to pinpoint how each component should be assessed. The 
result of this step is the definition of a model - quality map of 
the LBS subsystem [11], [12]. 

Further refinement of the quality design process includes 
the categorization of functions into significance levels and 
facets of user-software interaction. Three levels of significance 
are identified. The first level includes functions that are 
considered essential to the user and are technology-
independent (e.g. locating an address). The second level 
contains important functionality, which is considered desirable 
from the majority of users (e.g. focus on map points). Finally, 
the 3rd level includes functions that are more dependent on the 
technology used (e.g. road mapping functions). Then the 
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functions are categorized into five viewpoints (aspects of user 
interaction): Presentation, Navigation, Routing, Information 
and Purchasing. For each characteristic of the system, a 
correlation function is attributed to depict its relation to the 
qualitative sub-characteristics of the model. The model defines 
significance weights for each level, qualitative feature and sub-
feature. The proposed methodology and the mathematical 
model that complements it assign weight to the characteristics 
of the functions/components of the LBS sub-system in order to 
organize system requirements according to end-user 
preferences. The later can be used for system re-design or for 
the design of new systems/sub-systems. The Quality Model can 
also be used for guided system development since 
expert/designers may set pre-defined values to model quality 
parameters and derive appropriate quality requirements. An 
experiment was contacted for calculating these weights and 
provides insights on how to use the proposed model. 

This paper is structured as follows: in Section II, the basic 
principles of the Quality Model are presented while in 
Section III the mapping process of system attributes to the 
quality characteristics of ISO9126 is explained. The 
mathematical model used for calculating the correlation 
between system functions and quality model attributes is also 
presented. An experiment showcases the application of the 
method in Section IV and conclusions are drawn in Section V. 

II. QUALITY MODEL 

A. Rational and Structure 

The software subsystem (LBS of e-commerce system) is 
analysed into a set of basic functions. These functions are 
either explicitly mentioned in the requirements document 
and/or may include functions that are desirable (to be included 
in the system). It is the case in many software development 
projects that desirable configurations are either not possible to 
achieve due to time or budget constraints or may not be 
actually popular with users [13]. A software‟s added value, as 
viewed in general quality management principles is increased, 
theoretically, with the number of (new) features it possesses. In 
the case of e-services, features usually correspond to 
functionality. There is a tendency to design services with many 
functions, however, setting a goal for quality over a large 
number of functions poses a stress to project resources and 
project management [2]. There is a need for a structured and 
organised method to achieve quality over interdependent 
functionality taking into account user expectations. Targeted 
quality design helps designers to better understand how 
different system functionality influences overall system quality 
or even allows them to adjust the design so as to achieve a 
certain degree of influence. This adjustment may come as a 
result of project development limitations, special requirements 
by specific target groups, application of agile methods to 
software development or technical limitations [14]. The quality 
of the different parts of the system should also be influenced by 
user expectations i.e. of what is considered qualitative for 
which component. The quality map of the system should also 
address the problem of how the overall quality of the system is 
influenced by its components. To answer this question, one 
needs to identify the components and evaluate their 
contribution to quality. This is mainly answered by the users; 

they are usually mainly concerned with the set of available 
functions (addressed by the Functionality quality characteristic 
of ISO9126) and their quality (addressed by Quality in Use) 
[3], [15]. We extend the model presented in [11] to include a 
more comprehensive link between the processes of software 
analysis and design and the production and use of the system 
quality map. We further configure the model to address LBS 
specific quality issues. 

Using a divide and conquer strategy, the services are 
analysed in their basic functionality (during the analysis phase 
of the software development lifecycle). They are further 
organised into significance levels and facets of user-system 
interactions. Significance levels are useful for incorporating a 
ranking of services importance, a prioritization mainly derived 
from the designer team knowledge of the business and 
technical context in which the services will operate. 
Prioritization also helps achieve economy of scale where 
needed resources are not timely available or not available at all. 
Facets further organise functions into categories of system-user 
interaction taxonomies where the type of interaction (and not 
significance per se) is considered. User perception of quality is 
introduced by calculating weights that quantify the contribution 
of significance of each function to the overall system quality. 
This is a user‟s view of the system quality. It is furthered 
detailed by the mapping of functions to quality characteristics 
and sub-characteristics of ISO9126 and the assignment of 
weights to the mapping relations. The model permits the 
specific targeting of quality sub-characteristics for each 
function (setting quality sub-goals). Strong relationships, that is 
high values of a weight for function A to quality sub-
characteristics x, means that the development team should take 
specific steps to reach this goal. The nature of the sub-
characteristic itself provides general guidelines on what is 
considered qualitative. Quality sub-goals are set depending on 
the resources available, the technology used, the experience 
and knowledge and of the quality culture of the development 
team. To this end, either the top two weights (as per value) for 
each function may be considered or a cut-off value to indicate 
whether a mapping relationship is strong or weak. Strong 
relationships help define general design goals (global quality 
goals), a process somewhat not straightforward. Trade-offs 
surely exists between sub-goals depending on technological 
and/or methodological factors. 

The process that derives the system quality map (the 
Quality Model) is depicted in Fig. 1. The phase of analysis 
(system breakdown to functions), taxonomy build-up 
(organisation of functions according to significance level and 
facets) corresponds to analysis tasks of the software 
development lifecycle. Calculation of weights and mapping 
correspond to early design tasks. The weighting phase requires 
the gathering of knowledge of how users perceive software 
quality. The gathering process must take place either during the 
analysis of requirements using methods such as user surveys, 
benchmarking, expert reviews and by taking advantage of the 
corporate knowledge in the specific context of use. Specifically 
for LBS, three significance levels and four main facets are 
considered in this process (a fifth facet is considered not 
mandatory). 
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Fig. 1. The process that produces the quality map. 

TABLE I. LOCATION BASED SERVICES FUNCTIONS 

Service 
Description 

 

Map view/ My 

Location  

 

Location of the user in a map is presented with an 

accuracy of a few meters based on GPS or Wi-Fi 
data. 

 

Point of Interest 

(POI) 

 

Search and locate any Points of Interest (POI) close 
to the user location or in a broader geographical area. 

 

Directions  

(routing) 

 

Providing directions from a starting point to a 
destination using various means of transportation. It 

is possible to use the current position of the user or 

any other persons as the starting point, by entering 
the postal address or by selecting a point on the map. 

 

Locate Friends 

 

Find friends located nearby and communicate with 
them using social networking applications. 

 

Mode 

(Transit and/or 

walking directions) 

 

Information on routes for the user to travel by bus or 
train, as well as provision of walking directions. This 

feature requires information from transport 

organizations, who have to update the system in real 
time. 

 

Street view  

 

A 3D visual feature with pictures of the actual road, 
as it was captured at an earlier time. Through the 

mobile phone, the user can see the real image of a 
selected point of interest, as well as have a more 

general view of the street in which it is located. 

 

Traffic  

 

A real-time update of traffic conditions on user-
selected roads, providing assistance in choosing the 

fastest route. 

 

Apps connection 

 

The ability to wirelessly forward emails, calendar 

entries, and phonebooks from the sub-system to the 
e-commerce system or an external app 

The use of appropriate quality mechanisms to assess the 
external quality of the system (quality as it is perceived by the 
final users) is an important objective in each evaluation. 
Evaluation methods deliver better results when used to 
evaluate specific components of the system by prioritizing a 
qualitative goal [2]. The interpretation of measurements and 
the contribution of quality sub-characteristics to the assessment 
of the quality of the system are the elements that determine its 
mapping to software functions. The need to select the 
appropriate mapping (function to quality sub-characteristic) for 
the assessment of each component can be viewed in terms of a 
user-centred approach that satisfies basic principles of quality 
in use: how the software behaves when operated by the users. 
In order to evaluate the external quality, interaction facets 
(similar to the stakeholder viewpoints of a system architecture 
in ISO42010: 2011 [16]) were applied so as to better identify 
how the system responds to user actions. A set of basic LBS 
functions are depicted in Table I. These services are further 
analysed into functions, which correspond to specific facets. 

B. The Navigation Facet 

The Navigation facet includes mechanisms that support 
user navigation on a map. The interaction between the user and 
the LBS is either in a one-dimensional mode (for example, 
using a stylus on a touch screen) or in a multidimensional 
mode (for example, a combination of voice and motion). The 
user‟s navigation capabilities in the application generally 
include the following features: 

a) Move within map: The user may gradually move 

within the map in different directions by moving the stylus on 

the touch screen or navigating to the appropriate menu, 

displaying the areas of interest. 

b) Focusing on map points or areas: The user can focus 

on map points or expand areas without changing the content of 

the displayed information. The areas shown in the screen are 

either stored off-line or they are downloaded in real-time. 

c) Hide / Show Points: The user can hide or highlight 

certain objects or classes of objects (friends or points of 
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interest) displayed on the map by selecting them with the 

stylus or the appropriate combination of keys. 

d) Analysis of points of interest: The user chooses a 

point of interest and retrieves information about it from the 

corresponding database maintained by the data provider. 

e) Viewing settings: The user can change the viewing 

angle and parameters related to the graphical display such as 

colour, font of texts and symbols, terrain map contrast (day / 

night mode), display dimensions (2D or 3D), defining the 

values of the variables within the allowed limits.  

f) Dialog window: The user, through the activation of 

dialogs, introduces his / her preferences and interests by 

changing the way it interacts with the application (e.g. chooses 

to disable voice instructions). 

g) Search: Based on one or more criteria, the user can 

search for comparable entities or POIs by using the 

appropriate dialog box. 

h) Shortcuts: Many application functions can be 

executed via the alphanumeric keypad, since the selection of 

certain keys corresponds to a specific action performed by the 

app. 

i) Help: The user can learn about the way the 

application works. 

C. The Routing Facet 

The Routing facet includes mechanisms and methods that 
serve the user and system interaction when using map 
navigation services. The basic requirement of a user of a 
platform that implements map navigation services is to find a 
way of moving from one point to another, by deciding on the 
best route from a set of alternatives. The main parts of a route 
are the starting point, the various legs of the route and the 
destination. The starting point and the destination are 
determined by the following mechanisms: 

a) My location: The current location of the user, as 

calculated by the positioning system (Wifi, GSM, GPRS or 

GPS), may be the starting point or destination of the route. 

b) Point selection: The user selects the point on the map 

from which a route will start or end. 

c) Point Search: Using the appropriate dialog, the user 

enters the desired mailing address to be used as the starting 

point or destination. 

d) History: Points searched by the user in chronological 

order, starting from the most recent, can be the starting point 

or destination of the route. 

e) Favourites: By storing "favourite" points on the map, 

the user can use them by referring to the appropriate list. 

f) Friend position: The location of a friend identified by 

the system is a possible starting point or final destination of a 

route. 

Concerning the route per se, the following methods of 
interaction are usually provided: 

g) Direction: By taking into account the selected start 

and arrival points selected by the user, the application, 

computes the route, showing it on the map, highlighting the 

nodal points and providing information identifying it. It also 

creates a list of detailed directions from the starting point, the 

intermediate points, to the final destination. 

h) Transit: The user is informed about the time required 

to reach the destination using a particular route and based on 

the start time, calculates the time of arrival at the destination 

depending on the transport means selected. It also depicts the 

exact time each hub will be reached, based on traffic 

conditions, and if necessary, modify the route to be followed. 

i) Walking: The route between two points can be 

determined, taking into account that the user has selected the 

pedestrian mode. In this case, the routing is not affected by 

road traffic and the shorter path is calculated more directly. 

j) Reverse: The starting point and the destination can be 

reversed. 

D. The Presentaion Facet 

Presentation includes the functions the system uses to 
present information to the user, including area maps. The goal 
of this facet is the comprehensive presentation of information 
using images, three-dimensional representations and sound. In 
an application that implements map navigation services, the 
user interface must provide the user with specific information, 
such as static map images of the selected area, user location on 
the map information about points of interest (friends or mobile 
objects), as well as directions on a route. A navigation service 
platform is required to present the requested information in the 
following ways: 

a) Maps: Graphical representation of a geographical 

area using a road or terrestrial / satellite map. The map may 

include various information elements: (i) the route drawn from 

the selected starting point or the current location of the user to 

the selected destination; (ii) the points of interest and the road 

using three-dimensional graphics; (iii) colouring strongly 

specific streets depending on information such astraffic and 

iv) the location of the user and that of his friends as well as the 

location of various entities / objects (such as the home or the 

car of the user). 

b) Photos: View photos of roads and points of interest. 

c) Text: Use of text to describe a point of interest (postal 

address, historical data), user status (speed, altitude, 

geographic coordinates of its location, if it is pedestrian or 

not) and a selected route, indicating route directions, 

intermediate and endpoints. 

d) d. Voice: Use of voice instructions to allow the user 

to navigate a route or enter the route itself (starting point and 

destination). 

E. The Information Facet 

This facet includes the methods by which the user is aware 
of information other than the design and implementation of a 
route and the mechanisms by which this information affects the 
user interface. Besides the user's basic requirement for route 
creation, an essential feature is also the information about 
entities and situations that are located upon the area where the 
route is situated. The key elements of the information provided 
are the following: 
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a) Update placement of moving / fixed entities: The user 

navigating trough the geographical map of the area or through 

the list of POIs is informed about the location of friends and 

objects of interest. 

b) Traffic update: The user is informed about traffic 

conditions and special events (e.g. traffic jams) in selected 

roads by referring to the corresponding map. 

c) Route / Billing Update: The user is informed about 

the potential charges (e.g. tolls) on various routes. 

d) POI related information: By selecting a point of 

interest from a search result, the user is informed about 

features such as its location on the map, its postal address and 

various contact details (phone, e- mail, web site), the distance 

from public transport hubs and routes, the type and cost of the 

services it provides, as well as user comments. In addition, it 

is possible to view photos of the point of interest and the 

streets where it is located. 

F. The Purchasing Facet 

This optional facet supports B2C (business to Consumer) 
and G2C (Government to Consumer) processes. Points of Sales 
(PoS) are located through various push/pull modes. In pull 
mode, PoS are located in the map (in the area or point of 
interest) or they appear in the results of a user search. In push 
mode, a PoS appears in the map when the user enters an area 
geographically close to it. In push mode, the LBS sub-system 
can be configured to include/exclude objects based on user 
preferences, friends‟ recommendations or based on the 
existence of special offers. 

Τhe user goes through the following steps to make a 
purchase: i) location of PoS (push/pull mode), ii) purchase of 
service or product either via the parent application or by 
accessing an external, app or web store and iii. delivery of the 
purchased service. The facet includes features that support 
directly the purchasing process. Features that are related to 
navigation are not included (e.g. browsing through a list of PoS 
or services). 

G. Levels of Significance 

The quality model uses three levels of significance: the first 
level of significance includes, by definition, the functions that 
support the user regardless of the interaction medium. The 2nd 
level contains functions that the user desires. Finally, the third 
level includes the functions associated with the technological 
characteristics of the system. The three-tier structure allows the 
Quality Model to be expanded so as to be applicable to related 
or new, evolving systems, such as virtual reality imaging 
systems. 

Level 1 includes those components and functions, which 
must be included in each navigation application, and their 
existence is independent of the technology used to support the 
system. Functions of this level include: 1) my location, 2) the 
point search on the map, and 3) the route along with routing 

directions. The basic requirement of a user navigating a map is 
to acquire information on the various routes a selected point 
can be reached and how. For this reason, the integration and 
implementation of the above functions is crucial for the 
system's success and for quality assurance. 

The 2nd level includes functions that are not that basic but 
are desirable by the user (or necessary to be included in the 
sub-system by the designers). They may be incorporated into 
the sub-system without requiring special technological 
specifications. They incorporation to the system however does 
increase overall system quality. Additional functionalities and 
services at this level enhance user and system interaction. The 
basic user requirement satisfied in this level includes functions 
that inform the user of what objects are located around him, 
and additional information about those objects. Appropriate 
mechanisms to facilitate these interactions are used such as 
1) history, 2) favourites, 3) walking, 4) inversion, 5) location of 
fixed entities and 6) information about points of interest. 

Level 3 includes advanced operations, which depend on the 
hardware and software technology that the application uses to 
implement it. Technology dependence refers to not only 
software and hardware compatibility but to performance 
factors as well. At this level, functions correspond to user 
requirements for advanced product features and their 
implementation requires the use of advanced networks and 
devices capable of utilizing fast data processing and storage 
systems. The functions included at this level are: 1) 3D 
representation of routes or POS, 2) finding a friend (requires 
installation of specific software by all parties involved, 3) real-
time updates on transit using public transport (requires 
connection between the provider's network and the transport 
operator), 4) real-time updates about traffic information 
(requires connection to traffic management centres G2C 
services 5) information on routes and charges for public 
transport (requires a connection between the provider's network 
and the transport operator). Usually, traffic and billing 
information are not provided in real time but correspond to 
known patterns (e.g. heavy traffic is expected in main city 
routes in early morning hours) or somewhat out of date 
information from other sources. 

III. MAPPING PROCESS 

A. Mapping Functions to ISO9126 Characteristics 

The Quality Model maps the functions and components of 
the system to the external characteristics and sub- of the ISO 
9126 quality standard. The standard includes four quality 
characteristics (Table II). 

The above-mentioned attributes determine the end user's 
view of the features and services provided by the system and 
can be used when interacting with it. ISO25010 [5] provides a 
similar, albeit more detailed, classification of 
characteristics/sub-characteristics that still remain to be tested 
for their practical value [17]. 
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TABLE II. ISO9126 KEY QUALITY CHARACTERISTICS 

Quality Characteristic Description 

Functionality 

 

The ability of the software to provide all the required functions under defined and real conditions. It refers to the 
definition of the functions that the software should provide to meet user needs. The significance of the above feature is 

summarized in the question: "What are the functions of the software that meet user needs?”. 

Reliability The ability of the software to operate in a fixed and specific manner under defined conditions. 

Efficiency The ability of the software to operate under defined conditions. 

 Usability 

 

The characteristic of the software of being easy to use. Ease of use can be measured by how quickly a task is performed, 

how many mistakes are made, how quickly the software is learned and how satisfied final users are when using it.  

B. The Mapping Function 

A key element of the Quality Model is the definition of the 
correlation between the components/functions of the system 
with the external qualitative sub-features of the ISO9126: 

Component) x (Quality Feature) (1)

This formula creates a two-dimensional table for each one 
of the three levels of significance defined previously. The 
correlation between a component/function of the system with a 
particular sub-feature is determined by the correlation function 
(CF) rij (where i defines the component for each interaction 
facet and j defines the qualitative sub-characteristic of 
ISO9126). The set of values for the function is binary, either 
zero or one. If there is no (strong) correlation between a 
component and a sub-characteristic, then the function value is 
zero (denoted by „O‟ in the table), otherwise it is „1‟ (denoted 
by „X‟ in the table).The value of CF, and consequently the 
correlation between the two parameters in the table that is 
formed, is determined by expert evaluators or system 
designers. It can be redefined when a new function/component 
is introduced or it can be set so as to depict a quality design 
goal. 

C. Mapping Table: The Functionality Quality Characteristic 

Tables III, IV and V depict the functions/components of the 
three facets grouped in the significance levels 1, 2 and 3, as 
well as the correlation with the qualitative sub-characteristic of 
Functionality. 

The Quality feature of Functionality refers to the set of 
functions that support user-system communication. Similar 
mapping takes places for the remaining three characteristics of 
ISO9126 (Reliability, Usability and Efficiency). Actually, the 
mapping process is compatible with all ISO hierarchical 
standards. The functions provided need to meet the needs and 
requirements of the user by implementing navigation, retrieval 
and processing of data and information. The realisation of 
these functions answers the question of „what is the user able to 
do when interacting with the system?‟ The user, generally has 
the ability to use the service through text, images, audio, 3D 
imaging and graphics. The two key elements through which the 
user accesses the information are maps and text. Sophisticated 
devices also provide visualization and voice guidance 
mechanisms, enhancing application functionality and 
increasing the range of services offered. In each software 
application, including map navigation applications, the way the 
user navigates through menus and pages is a key element in 
assessing the quality of each software system whether it uses 
the web to implement it or not. 

TABLE III. 1ST
 LEVEL MAPPING FOR FUNCTIONALITY 

Functional Suitability 

 

Level 1 

Sub-characteristic 

Suitability Precision Interoperability Security 

 Correlation rij 

Presentation Facet 

Maps 

(routing) 
X X X O 

Maps (user 

position) 
X X X X 

Text info 

(info tags) 
X X X O 

Navigation Facet 

Move within 

map 
X X O O 

 

Focus 

 

 

X 

 

X 

 

O 

 

O 

2D 

presentation 
X O X O 

Dialog 

Screens 
X O X X 

 

Help 

 

 

X 

 

O 

 

O 

 

O 

Routing Facet 

 

My position 

  

 

X 

 

X 

 

X 

 

X 

Search for 

POI/PoS 
X X X O 

Show route(s) X X X O 

Information Facet 

POI 

information 
X X X O 

Purchasing Facet 

PoS 

information 
X X X X 

A basic parameter of navigation is the manipulation of 
maps, the use of menus and the interchange between the classic 
app user interface and the map‟s user interface. Other 
mechanisms such as indexes and appropriate dialogs help the 
user navigate anywhere in the application. Also embedded 
search engines provide the ability to find information by 
entering keywords or parameter queries using logical 
operators. Important parameters in the search and processing of 
information are the correlation and relevance of the data 
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retrieved in relation to the query and the response rate of the 
application to user requests. 

The routing process is based on the location of the user and 
on the ability to provide routes to POI or PoS around it based 
on his/her preferences and needs. The information process 
includes the mechanisms by which the user retrieves 
information about entities of interest, without necessarily 
referring to destination of a route, but also information about a 
situation such as a traffic jam. 

TABLE IV. 2ND
 LEVEL MAPPING FOR FUNCTIONALITY 

Functionality 

 

Level 2  

Sub-characteristic 

Suitability Precision Interoperability Security 

 Correlation rij 

Presentation Facet 

Maps 

(POIs) 
X X X O 

Maps 
(Object 

location) 

 

X 

 

X 

 

X 

 

X 

Text info 
(POI/user 

info tags) 

 

O 

 

O 

 

X 

 

O 

Navigation Facet 

 

Focus 
 

 

X 

 

X 

 

O 

 

O 

Hide/Show 

POIs 
X O O O 

Analyse 
POI 

X O X O 

Dialog 

Input 
Screens 

 

X 

 

O 

 

X 

 

X 

 

Shortcuts 

 

 
O 

 
O 

 
X 

 
O 

Routing Facet 

 
History  

 

 

X 

 

O 

 

O 

 

X 

 

Favourites 
 

 

X 

 

O 

 

O 

 

X 

Mode 

(Pedestrian, 
Car etc.) 

 

X 

 

O 

 

O 

 

O 

 

Reverse 

 

 
X 

 
O 

 
O 

 
O 

Information Facet 

POI 

position 
X X X O 

POI 
detailed 

information 

 

X 

 

X 

 

X 

 

O 

Purchasing Facet 

PoS 

detailed 

information 

 
X 

 
X 

 
X 

 
X 

TABLE V. 3RD
 LEVEL MAPPING FOR FUNCTIONALITY 

Functionality 

 

Level 3  

Sub-characteristic 

Suitability Precision Interoperability Security 

 Correlation rij 

Presentation Facet 

Maps -3D 

road view 
X X X O 

Maps-

Satellite 
view 

 

X 

 

X 

 

X 

 

X 

Maps -

traffic 
information 

 

O 

 

O 

 

X 

 

O 

Maps -

friends 

close by 

 

X 

 

O 

 

O 

 

O 

User status 

info (speed, 

direction, 
coordinates) 

 

X 

 

X 

 

X 

 

O 

Navigation Facet 

Voice 

command 
X X O O 

Change 

map view 

angle 

 

X 

 

X 

 

O 

 

O 

Routing Facet 

Routing to 

friend 

position 
(moving 

POI) 

 

X 

 

O 

 

X 

 

X 

Re-routing 

(user on the 

move) 
X X O O 

Information Facet 

Update 

moving 

POIs 
position 

 

X 

 

X 

 

X 

 

O 

Update real-

time traffic 
conditions 

 

O 

 

O 

 

X 

 

O 

Update real-

time traffic 

events  

 

O 

 

O 

 

X 

 

O 

Purchasing Facet 

 

Purchase  

 

 

X 

 

X 

 

X 

 

X 

D. Mathematical Model 

Let πx be a quality characteristic of ISO9126, with 
x=1,2,3,4. Thus, π1 is the Functionality quality characteristic of 
ISO9126. Let λ(πx) be the number of quality sub-characteristics 
of quality characteristic πx e.g. from the ISO1926 definition 
[4], it holds that λ(π1) =4. 
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Let βΠx,j denote the significance weight of a sub-
characteristic (SCSW) taking values in the interval [0,1], for 
the quality characteristic πx and for its quality sub-characteristic 
j (j=1.. λ(πx) ). 

It holds that: 

   ∑      
  

     

   
               (2) 

This means that the sum of the SCSWs for each qualitative 
characteristic equals to 1, e.g. for Functionality that includes 
four sub-characteristics, it holds: 

β1,1+β1,2+β1,3+β1,4=1              (3) 

The same holds for βΠx which denotes the significance 
weight of a characteristic (CSW). 

Let Fμ denote the facet (μ=1..5) and Li the level of 
significance (i=1..3). Let WFμ,,Li (taking values in the interval 
[0..1]) denote the Total Significance Weight (TSW) for facet Fμ 
and significance level Li. Then it holds that for each quality 
characteristic, the sum of all TSW equals to 1, for each facet, 
e.g. it holds that: 

WF1,L1 + WF1,L2 + WF1,L3 = 1            (4) 

Where F1 is the Presentation Facet and L1-L3 the three 
levels of significance. 

Using these definitions, the quality assessment model 
defines significance weights for characteristics (CWS) and sub-
characteristics (SCWS), which express the emphasis that needs 
to be given during system analysis and design. The value of the 
weight of each feature depends on the emphasis system 
designers wish to give to a system based on expert opinion, 
since this is more of a strategic decision. For example, a 
strategic design decision would be to emphasize more on 
suitability than on precision. Furthermore, it defines 
significance weights for facets per significance level (TSW). 
This weight denotes the emphasis designers wish to give on 
basic functions of the system (significance level 1) or advanced 
functions (levels 2 and 3). Users determine these values 
directly. 

The correlation function takes a numeric value (SW) based 
on the results of the experiment. Let σβ denote the SW of 
component/function (σ). Then, for the interaction facet Fμ and 
for the significance level Li that corresponds to the quality sub-
characteristic λ(πx) of the quality characteristic πx, SW is 
calculated by the formula: 

   ∑         

     

   
               (5) 

The normalized values of SW, κσβ take values in the 
interval [0,1]. 

At the quality characteristic level, the Composite 
Significance Weight (CSW) wσ is used, that is the combined 
SWs of each function per significance level per facet per 
quality characteristic: 

          
       

                (6) 

IV. EXPERIMENT 

A. Experiment Setup 

Following the first stage of the development of the model, 
which included the determination (by an expert on quality) of 
the correlation function between the system components and 
the four external qualitative sub-characteristics of ISO9126, the 
second step details the value of this correlation (strength of 
relation). The Composite Significance Weight (CSW) for each 
function-quality characteristic relation is defined as the 
qualitative value of the structural elements of the model as 
given by normalized numerical values in the interval [0,1]. The 
values of SW were calculated using two methods a) through 
the judgment / opinion of an evaluator; and b) through an 
experiment involving users executing predefined scenarios. 
User data were collected using a structured questionnaire. The 
values set by the evaluator and the resulting values from the 
completion of the user responses were combined using the 
Quality Model‟s mathematic formula to extract the final CSW. 

The mobile application used in the experiment was the 
Google Maps app, an app that is considered both popular and 
user-friendly. A variety of platforms and operating systems 
was used including smartphones equipped with the Windows 
Mobile operating system or the Android OS, GPS receiver, 
touchscreen and wireless 4G data transfer protocols. The user 
sample surveyed included 5 experienced users who had used at 
least 10 times the specific or similar navigation applications. 
Users were asked to perform 12 specific multi-step scenarios in 
a predefined way, evaluating the quality of the components of 
the quality model when interacting with the system. The tests 
were designed to include only the functions/components of the 
app implemented in Greece, excluding some functions such as 
real-time traffic update (which, although supported by the 
Greek version of the app, real time updating is not supported) 
or in app purchases using PoS. Following the scenario 
enactment, users completed a structured questionnaire (the 
Likert type rating scale was used), evaluating the system's 
operation in real conditions. Users evaluated all ISO9126 
characteristics and sub-characteristics for all LBS 
functions/components detailed in Section II. Evaluation was 
organised per facet and per level of significance. Correlations 
that were not recognised were evaluated with „0‟ and with a „-‟ 
(dash) if the function/component was not included in the 
performed scenario. 

B. Calculating and Assigning Values 

The correlation table was initially defined by the evaluator 
before user participation. However, from the processing of the 
user questionnaires, differences in estimates were observed for 
some functions/components leading to a slightly updated 
version of the table. In the current experiment, there was a 
chance that few discrepancies and/or inaccurate responses may 
influence overall results so the parameter values were 
categorised into two evaluation clusters. The first cluster of 
values was formed based on the expert estimates and the other 
on user responses. Normalized significance weights were 
calculated by using the table of values of significance weights 
for each qualitative sub-characteristic resulting from the first 
two processing steps, as well as the correlation tables of users 
and evaluator. The resulting significance weights were 
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calculated separately based on both the user association table 
and the evaluator table. If no operation was performed by any 
user, then a dash („-‟) was the corresponding weight value for 
that component / function. The calculation of the composite 
weight of significance was performed by taking into account 
the significance weights of each qualitative characteristic 
(initially a weight of 0.25 / characteristic was assigned) and the 
weights of each significance level (initially a weight of 0.6, 0.3 
and 0.1 was assigned to each of the 1

st
, 2

nd
 and 3

rd
 levels, 

respectively). This process was based on the correlation tables 
of both the users and the evaluator. If a component had not 
been assigned a value, then it was not evaluated and the 
corresponding cell was filled-in with a dash („-‟). 

C. Experiment Results 

The resulting final tables depict the app 
functions/components with assigned CSW values, sorted by 
level, appearance and quality characteristic, for each of the 
three significance levels (depicted in Tables VI-VIII for 
significance levels 1, 2 and 3, respectively). These tables 
present values assigned by the users. 

TABLE VI. 1ST  LEVEL COMPOSITE SIGNIFICANCE WEIGHTS VALUES 

ISO9126 

 

Level 1 

Characteristics 

Functionality Usability Performance Reliability 

 Composite Significance Weight (Wσ) 

Presentation Facet 

Maps 

(routing) 
0,038 0,0375 0,050 0,038 

Maps (user 
position) 

0,038 0,0375 0,050 0,038 

Text info 

(info tags) 
0,037 0,0375 - 0,038 

Navigation Facet 

Move 

within map 
0,025 0,025 0,038 0,026 

Focus 0,025 0,025 - 0,026 

2D 

presentation 
0,025 0,025 0,038 0,026 

Dialog 

Screens 
0,025 0,025 0,038 0,026 

Help 0,025 0,025 - 0,019 

Routing Facet 

My position  0,041 - 0,050 0,050 

Search for 
POI/PoS 

0,041 0,075 0,050 0,050 

Show 

route(s) 
0,041 0,075 0,050 0,050 

Information Facet 

POI 

information 
0,15 0,15 0,15 0,15 

Purchasing Facet 

PoS 

information 
0,10 0,10 0,10 0,10 

TABLE VII. 2ND
 LEVEL COMPOSITE SIGNIFICANCE WEIGHTS VALUES 

ISO9126 

 

Level 2  

Characteristics 

Functionality Usability Performance Reliability 

 Composite Significance Weight (Wσ) 

Presentation Facet 

Maps 

(POIs) 
0,0226 0,019 0,019 0,019 

Maps 

(Object 
location) 

 

0,0226 

 

0,019 

 

0,019 

 

0,019 

Text info 

(POI/user 
info tags) 

 

0,0220 

 

0,019 

 

0,019 

 

0,019 

Navigation Facet 

 
Focus 

 

 

0,015 

 

0,015 

 

0,025 

 

0,015 

Hide/Show 
POIs 

0,015 0,015 - 0,015 

Analyse 

POI 
0,015 0,015 0,025 0,015 

Dialog 
Input 

Screens 

 

0,015 

 

0,015 

 

0,025 

 

0,015 

 

Shortcuts 
 

 

0,015 

 

0,015 

 

- 

 

0,015 

Routing Facet 

 
History  

 

 

0,019 

 

0,025 

 

0,019 

 

0,015 

 
Favourites 

 

 

0,019 

 

- 

 

0,019 

 

0,020 

Mode 

(Pedestrian, 
Car etc.) 

 

0,018 

 

0,025 

 

0,019 

 

0,020 

 

Reverse 
 

 

0,018 

 

0,025 

 

0,019 

 

0,020 

Information Facet 

POI 
position 

0,038 0,038 0,038 0,038 

POI 

detailed 
information 

 

0,038 

 

0,038 

 

0,038 

 

0,038 

Purchasing Facet 

PoS 

detailed 
information 

 

0,038 

 

0,038 

 

0,038 

 

0,038 

Results of this particular experiment demonstrate the fact 
that the evaluation based on both the users and the evaluator, in 
defining the correlation function, are largely yielded almost the 
same ordering of system components/function (Table IX). As 
far as Functionality is concerned, the most basic 
functions/components were highly rated thus analysts, 
designers and engineers should attach great importance to their 
quality analysis and design. Considering basic user 
requirements, locating ones position searching and managing 
POIs and creating alternative routes were positively evaluated. 
Excluding usability, there were no significant differences 
between the results from the users‟ and evaluator‟s correlation 
estimates. The most valuable functions/component were the 
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indication of POIs, while followed by the presentations of the 
route through maps for users and POI search. The most 
efficient and reliable function/components were the provision 
of information on points of interest. Therefore, the most 
qualitative components are those that serve the basic functions 
expected to support a navigation application. 

The overall conclusion from this experiment was that the 
specific application provides all the necessary functions for the 
large majority of users, and is deemed reliable (except from 
cases where the position of the user was not pinpointed with 
the same accuracy, re-routing algorithms took much longer 
time to calculate alternatives than anticipated and real-time 
data was not available). Usability seemed to be a concern 
especially for users with small screen devices where 
information overload seemed to be a problem, especially when 
moving. Users also rely more and more on additional 
information for POI/PoS, especially on other peoples‟ opinion 
and ratings. A careful interpretation of the results produces user 
requirement categorised by a formal qualitative perspective and 
thus helps designers of an existing app to develop a better new 
version. 

TABLE VIII. 3RD
 LEVEL COMPOSITE SIGNIFICANCE WEIGHTS VALUES 

ISO9126 

 

Level 3  

Characteristics 

Functionality Usability Performance Reliability 

 Composite Significance Weight (Wσ) 

Presentation Facet 

Maps -3D 

road view 
0,038 0,038 0,019 0,019 

Maps-

Satellite 
view 

 

0,06 

 

0,008 

 

0,008 

 

0,008 

Maps -

traffic 
information 

 

0,04 

 

0,008 

 

0,008 

 

0,006 

Maps -

friends close 

by 

 
0,06 

 
0,008 

 
0,008 

 
0,006 

User status 

info (speed, 

direction, 
coordinates) 

 
0,005 

 

 

- 

 

- 

 

- 

Navigation Facet 

Change 
map view 

angle 

 

0,012 

 

0,013 

 

0,013 

 

0,013 

Routing Facet 

Routing to 

friend 

position  

 
0,008 

 
0,010 

 
0,013 

 
0,013 

Re-routing 

(user on the 

move) 

 
0,009 

 
0,010 

 
0,013 

 
0,013 

Information Facet 

Update 

moving 
POIs 

position 

 
0,009 

 
0,013 

 
0,017 

 
0,013 

V. DISCUSSION AND CONCLUSIONS 

Systems that use location based sub-systems combine 
software applications, hardware and networks to provide a high 
level of interaction with the user. LBS-enabled services are 
aimed at a broad spectrum of mobile users and thus, the 
capture, organisation, classification and satisfaction of user 
requirements during the analysis and (re-)design phases are a 
challenge. 

Users interacting with such systems seek ease of use, fast 
responses, autonomy, financial gain, enjoyable navigation 
experience tailored to their personal needs. The degree to 
which user requirements are satisfied affects the success of a 
system and characterize its quality of use. The quality of LBS-
enabled systems can be evaluated against quality of 
applications that support the system and quality services 
provided by the system. Evaluating systems based on quality is 
a means to derive (ever-changing) user requirements than may, 
in turn, be used to re-design a system or design a new one. To 
this end, evaluation can be approached using two 
complementary perspectives: the evaluation of the functions 
supported by the software and the evaluation of the services 
provided to the user. The evaluation of software functions 
requires specialized knowledge and can be performed by 
software engineers who can also act as evaluators. Experts are 
able to contribute to the hierarchical analysis of quality from 
general to partial. However, the user of exerts will not suffice, 
software must also be evaluated by the final users during its 
use. 

TABLE IX. THE TOP-3 QUALITY FUNCTIONS PER FACET 

 

Facet 

 

Top 3 

Function/Component 

Correlation  

(Users) 

Correlation  

(Experts) 

 P
r
e
se

n
ta

ti
o

n
 

1 

 
Map (routing) Map (routing) 

2 

 
Map (POI) Map (POI) 

3 

 
Map (road view) 

Text info 

(POI/user info tags) 

 N
a

v
ig

a
ti

o
n

 

1 

 
Move within map Move within map 

2 

 
Focus  Hide/Show POIs 

3 

 
Change map view angle 

Change map view 

angle 

 R
o

u
ti

n
g
 

1 
 

Search for POI/PoS Search for POI/PoS 

2 

 
Reverse Reverse 

3 
 

Favourites 
Mode 
(Pedestrian, Car etc.) 

 In
fo

r
m

a
ti

o
n

 

1 
 

POI position POI position 

2 

 
POI information POI information 

3 
 

Update moving POIs 
position 

POI detailed 
information 
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In this paper we presented a Quality Model that identifies 
and analyzes the basic components of location-based enabled 
e-commerce software, and determines their correlation to ISO 
9126 quality features. The model‟s goal is to detailed analysis 
of the quality of the user‟s requirements specifically for the 
LBS sub-system. It analyzes the system into 
components/functions, which are in turn categorised into 
aspects of interaction (facets) with the user and levels of 
significance. The next step involves the mapping of the 
components to the four external quality sub-characteristics of 
the ISO9126 standard for quality evaluation, via the definition 
of a suitable correlation function. The mathematical foundation 
of the model permits the calculation of values for these weights 
that depict the importance of specific system features to the 
designers or to the users. Goal-oriented design is supported 
when evaluators set quality targets (weights) to facets, levels of 
significance and or quality characteristics. Users express their 
requirements by setting (through evaluation) the weights for 
functions and sub-quality characteristics. The use of formal 
standards for the evaluation of functions/components also 
enables the use of a common vocabulary across analysis, 
design and evaluation teams. 
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Abstract—The choice of the tools and programming 

technologies for information systems creation is relevant. For 

every projected system, it is necessary to define a number of 

criteria for development environment, used libraries and 

technologies. The paper describes the choice of technological 

solutions using the example of the developed web-based platform 

of the Russian Academy of Education. This platform is used to 

provide information support for the activities of psychologists in 

their research (including population and longitudinal 

researches). There are following system features: large scale and 

significant amount of developing time that needs implementation 

and ensuring the guaranteed computing reliability of a wide 

range of digital tools used in psychological research; ensuring 

functioning in different environments  when conducting mass 

research in schools that have different characteristics of 

computing resources and communication channels; possibility of 

services scaling; security and privacy of data; use of technologies 

and programming tools that would ensure the compatibility and 

conversion of data with other tools of psychological research 

processing. Some criteria were introduced for the developed 

system. These criteria take into account the feature of the 

functioning and life cycle of the software. A specific example 

shows the selection of appropriate technological solutions. 

Keywords—Psychological research tools; web-based platform; 

choice of the tools and programming technologies 

I. INTRODUCTION 

Currently, computer technologies are actively used for data 
collection in the field of education. In recent years, web-based 
technologies are going to be widely known for psychological 
researches. Computers are used not only for questionnaires 
automation, but also for complex cognitive tests, that contains 
different graphics. One of the first attempts for cognitive tests 
automation was undertaken in the TAPAC (Totally 
Automated Psychological Assessment Console [1]) system 
that consisted of a console for test subject’s answers, tape 
recoder and projector. Since then, a number of technological 
resources for psychological testing automation have increased. 
Internet technologies development radically changed 
possibility for data collection. First, they make it possible to 
increase the data set of research. Secondly, web-based 
technologies reduce the time of data collection and the cost of 
studies [2]. The development of modern computing 
technologies provides new opportunities for organizing large-
scale population studies of the psychological characteristics of 
students. The results of these studies can be used for the 
national standardization of psychometric tools. 

In addition, large accumulated data sets can become the 
basis for machine learning mechanisms and other approaches 
using artificial intelligence. Accumulation of data from 
population studies into a single system can allow a 
breakthrough in the development of systems for automated 
intellectual analysis of behavior data. 

The issue of selecting methodological tools for online and 
offline research includes several items. 

First, any selection presupposes the existence of generally 
well-defined criteria, on the basis of which a decision can be 
made to include or not to include techniques in the final 
toolkit. 

Secondly, an important factor in the ongoing research is 
the separation of them into online and offline methods. 
Creation of new research tools based on web technologies will 
allow creating not only complex experimental psychological 
models, but also increase the statistical power of the received 
data due to the expansion of research samples. The choice of 
methods based on this division, on the one hand, imposes 
certain restrictions on the selection of tools, on the other hand, 
allows to focus on the strengths and weaknesses of the 
methods used. 

The selection of methodological tools in the field of 
education and psychology has a number of common for 
methods of studying the behavior of criteria (requirements for 
reliability and validity of methods, etc.), and specific 
parameters (related to the field of application). Common 
criteria for the selection of tools include generally accepted 
requirements for the reliability of psychological testing tools. 
These include: 

 Assessment of the quality of testing, which includes 
primarily an analysis of the knowledge, skills, abilities 
or individual characteristics that need to be assessed; 
quality assessment involves the construction of a 
specific goal and test criteria.  

 Validity of the tool (validity and suitability of 
application of methods and results of research in 
specific conditions). 

 The reliability of the tool (the possibility of obtaining 
identical results in subjects in different cases). 
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 The reasonableness of the methodology, the presence of 
an adequate psychological theory, which underlies the 
methodology. 

 The conformity of the methodological tool to the 
cultural norms of the estimated population. This is one 
of the important indicators, which is often 
underestimated, assumes the account of the so-called 
"bayes" or hidden context, understood by the testing 
participant in the answers to the questions of the 
methods, depending on the cultural norms. This 
includes the equality of all participants in testing, the 
absence of harassment on the basis of gender, national, 
religious grounds, any issues that may somehow hurt 
feelings or adversely affect a participant.  

 The existence of an explicit empirical mechanism for 
interpreting assessments of the subject, such as 
population norms, criteria for determining clinical 
groups and criteria for classifying individuals. 

 The quality of administrative, interpretive and technical 
guidelines. The presence of a clear procedure for the 
conduct and interpretation of individual techniques, as 
well as batteries in general. Uniformity in the 
interpretation of the results obtained and their use. 

 The basis for conclusions about broader underlying 
behaviors and attributes from the pattern of behavior. 

 Ease of use of the test material. 

Amazon Mechanical Turk platform was the first widely 
used web-based psychological tool. This platform allowed 
researchers for a small amount of time to hire individual 
participants to fill out individual psychological techniques 
online. MTurk was used mainly by researchers from the 
United States. It was shown that MTurk samples do not fully 
correspond to the characteristics of the US population. For 
example, the population of MTurk was mostly white and 
female, and also more educated and younger than the US 
population as a whole. However, the quality of the data 
obtained remained fairly good [3]. MTurk was successfully 
used to study the attention [4], creativity, dishonest behavior 
[5] and sexual attitudes [6]. It has been shown that MTurk can 
be a valuable tool even for working with a clinical population 
[7]. To date, the Russian-language Yandex.Tolok platform, 
similar to the MTurk platform, has been developed. After the 
success of MTurk, new technologies began to appear, but the 
approach has changed. While MTurk was an online 
marketplace with an audience of its own, new tools provided 
only tools for creating research, which could then be 
distributed over the Internet, while the researcher himself had 
to provide a sample. Google Forms service (Google Inc.) was 
one of the most famous tools of this type. This free software 
was designed to create web surveys. Every researcher could 
create his own questionnaire, for which he was given a unique 
link that he could distribute on the Internet. Google Forms 
also provided simple analytics for researchers. Its openness 
and brand Google made it ubiquitous for online surveys, 
especially among students. However, Google Forms does not 
have a number of functions that play an important role in 
psychological research. For example, an analysis of the 

response time characteristics based on the Google Form 
Service is not possible. There are also problems with storing 
the collected data. In this regard, for psychological needs, 
additional products have been developed. Among the most 
recognized we can mention Survey Monkey, Qualtrics, 
LimeSurvey  or EnKlikAnketa. Some of these products are 
paid, or at least shareware (shareware: SurveyMonkey, 
Qualtrics), some of them are free (EnKlikAnketa). These 
services can provide many useful functions for researchers. 
For example, the Slovenian service EnKlikAnketa offers 
assistance in correcting methodological deficiencies in the 
development of surveys. It also allows to collect a lot of 
metadata, such as the site from which the respondent went to 
fill out the survey, the time spent on the poll, or the 
characteristics of the browser and operating system of the 
computer on which the respondent was working. 

To date, this type of services has almost replaced 
traditional research using paper forms. However, they can 
only be used for questionnaires or knowledge tests (q-type 
data according to Cattell [8]), whereas studies in the field, for 
example, of individual differences in cognitive or control 
functions require a wider functional. In these areas, a class of 
modern computerized technologies is being developed. 
Computerized presentation of tests is convenient because of 
several factors. First, it helps to automatically control the 
process of presenting tasks, thereby reducing errors related to 
the human factor. Secondly, computerized tools of this type 
can record aspects of performance with accuracy not available 
for other methods. Among such characteristics of the tests, 
one can single out an estimate of the reaction time, an estimate 
of the exact spatial position of the cursor on the screen, and 
others. Various cognitive tests are often organized into 
batteries that are designed for a comprehensive assessment of 
the cognitive domain. Widely used cognitive characteristics 
include general cognitive abilities, working memory [9], 
spatial or mathematical abilities [10] Most of these batteries 
have been developed for clinical use NAB [11]. However, 
they have also been used successfully to study regulatory 
samples [12] , as well as for research in the field of behavioral 
genetics [13]. 

The computerized application of cognitive tests is 
becoming more accessible to researchers in the field of 
psychology. First, there are already free software solutions, 
such as PsychoPy (http://www.psychopy.org/), which allow 
psychologists to develop their own tests in the absence of 
advanced programming skills. Some of the applications of this 
type even contain their own battery tests. For example, there is 
a programming language for creating tests for psychology 
(PEBL, http://pebl.sourceforge.net/). It requires more skills to 
create a specific test than PsychoPy, however, a large set of 
pre-programmed executables that can measure a wide range of 
characteristics is freely available to it. 

At present, the main limitation of automatic batteries is 
their possibility to be controlled only autonomously with the 
help of downloaded and pre-installed software. The 
psychological community tends not to trust the accuracy of the 
tests conducted online, due to potential side variables, such as 
the technical properties of personal computers or respondents' 
monitors. However, the quantification of technical noise 
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shows that at least for some types of tasks, web experiments 
can be an acceptable source of data [14]. Thus, the next 
logical step for computerized cognitive tests is to distribute via 
the Internet in the same way that it happened with the 
questionnaires. In accordance with this, the PsychoPy team, 
for example, recently presented the possibility of launching 
experiments in a web browser. 

Summarizing, it is possible to formulate the main 
advantages of computerized and web technologies for research 
in the field of psychology. The main advantages are: 

 accessibility for large-scale research; 

 the increase in reliability and the potential for 
generalization of the results obtained; 

 lower costs for equipment of premises for experiments; 

 the opportunity to avoid all the troubles associated with 
the use of laboratories: (booking, limited space, the 
need for expensive specialized equipment, etc.); 

 the ability to provide tools around the clock without any 
time limits; 

 the possibility of open research, with a fully voluntary 
participation, which usually improves the motivation of 
respondents. 

It is also necessary to remember the potential difficulties 
associated with this type of research. Most of the difficulties 
can be related to technical control over the comparability of 
tests conducted on computers with different system 
characteristics. In addition, the researcher's control over the 
progress of the test is reduced (the research participant can 
perform tasks alone without additional supervision). 

At present, many tools are used for software development. 
These tools differ in their functionalities and programming 
convenience, as well as they are not without disadvantages, 
that often appear only in development stage, when system 
extension or modules integrating. Therefore, it is an important 
task to choose toolset and programming technologies in the 
planning stage. This choice should satisfy the software 
requirements and programming process. In this case, it is 
necessary to consider the parameters of the technologies [15], 
the guaranteed quality of data processing [16], reliability with 
extension [17] etc. 

The aim of the paper is to describe the choice process of 
the technological solutions on the example of the being 
developed digital web-based platform. The platform provides 
information support for psychologists’ activities in conducting 
research (including population and longitudinal researches) 
[12, 18]. 

Software architecture is not only a structural basis for 
system components and their connections describing, but also 
determines the approaches to development and environment. 
The architecture description should include answers to the 
questions that arose during the system designing.Described 
service is web-based platform that includes server and client 
sides. Therefore, one of the main tasks is to choose the 
programming language and technologies that are most suitable 

for components development [19].The platform should work 
in most browsers, including mobile devices, without installing 
any plug-ins or extensions. Therefore, it is necessary to choose 
the solutions that will not make any certain restrictions or need 
installing additional plug-ins and libraries.The requirements 
for server-side components are less restrictive. However, it is 
necessary to take into account the features of the technological 
solutions and the complexity of the result software. 

Therefore, there are following system features: 

 significant amount of developing time that needs 
implementation and ensuring the guaranteed computing 
reliability of a wide range of digital tools used in 
psychological research; 

 ensuring functioning in different environments  when 
conducting mass research in schools that have different 
characteristics of computing resources and 
communication channels; 

 possibility of services scaling; 

 security and privacy of data; 

 use of technologies and programming tools that would 
ensure the compatibility and conversion of data with 
other tools of psychological research processing. 

To achieve effective solution a number of techniques were 
used. The primary stage included architecture requirement 
analysis. The aim of this stage is to identify the main use case, 
functional and non-functional requirements for the web-based 
platform [20]. 

Based on the received information, architecture synthesis 
was carried out. The reason is to determine a set of coupled 
components of the system, their connections, the most 
effective ways of data exchanging.To choose concrete 
programming language and technologies usable for web-based 
platform development their study and comparing were carried 
out. It was completed in the context of the formed 
architecture, existing requirements and constraints. As for 
programming languages for browser applications, the ability 
of application delivering without the need for installation 
additional software was evaluated. Frameworks are considered 
for their active application in projects, their community and 
relevance of the task. It is worth to note that the direct 
comparison of frameworks will not give concrete result. 
However, a number of these frameworks are more suitable due 
to better scalability, less costs for study and more ready-made 
modules. 

The paper includes following ensuing sections. The IIand 
III parts describe the features of the being developed system 
architecture and its main components. In the IV part, criteria 
are introduced for the client and server sides of the 
application. The section V describes the choosing of the 
appropriate technological solutions. 

II. PLATFORM ARCHITECTURE DESCRIPTION 

For the formation of an adequate architectural solution, a 
number of methods have been applied. The initial phase 
included the architectural requirement analysis, in order to 
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identify the main uses, functional and non-functional 
requirements for the platform [20]. In addition, to clarify the 
requirements, unstructured interviews of the pedagogical staff 
were used to reveal the degree of variation in the technical 
characteristics of software and hardware in Russian schools. 

From the perspective of the end-user, the project will 
consist of two main components: the researcher's private 
account (Fig. 1) and offline applications for offline 
experiments (Fig. 2). 

Given the fact that the number of users will grow over 
time, the web service should be scalable horizontally (Fig. 3). 
Every API node should include a multi-level architecture. In 
combination with Object-DocumentMapper (ODM), it will 
provide more flexibility than monolithic architecture. 

Experimental and intensive data algorithms for 
demographic research should be separated from the main 
service, as well as from administrative functions (Fig. 4). 
From a security perspective, the administration panel can be 
used as a separate service on the intranet. 

 
Fig. 1. An Independent Researcher Tool. 

 

Fig. 2. Tools for Online and Offline Experiments. 
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Fig. 3. Scalable API Server for Unified Data Access and Management. 

 
Fig. 4. Isolated Analytical Tools for Population Studies. 

In addition to scaling the algorithmic part, data storage 
should also be scalable [21, 22]. The best approach for the 
project is the combination of sharding and replication 
(Fig. 5).Sharding allows to distribute data between different 
physical servers (shards) based on the value of some key, so 
that the entities are grouped into data set for this 
key.Replication allows to copy data between several servers, 
among which one server (master) for data saving, and others 
(slave) - for reading.Thus, sharding can provide a system with 
high I/O performance, while replication can help to ensure the 
availability of the service. 

 
Fig. 5. Horizontal Scaling of Storage by Means of Sharding and Replication. 

III. DESCRIPTION OF PLATFORM COMPONENTS 

The architecture of the being developed platform for 
psychological research was chosen to be multi-component, 
which provides more flexibility than monolithic. 

Monolithic architectures have a number of disadvantages: 

 the larger the system, the more difficult it is to maintain 
it and make changes; 

 with a large system, changing a small portion of the 
code can cause errors in the entire system; 

 after each code change, it is necessary to test the entire 
system for errors. 

Unlike monolithic, the use of multi-component architecture 
gives the following advantages: 

 writing and maintaining smaller parts is easier than one 
large system; 

 it is easier to distribute the developers to write a specific 
part of the system; 

 the system can be heterogeneous, because for each 

component it is possible to use own languages and 
technologies, depending on the task; 

 easier to upgrade because only the required component 
is affected; 

 the system becomes more fault-tolerant, since in the 
event of failure of one and the components, others may 
still be working. 

Thus, the choice in favor of a multi-component 
architecture is justified in view of a number of advantages 
over the monolithic and the most suitable taking into account 
the requirements for the developed platform. 

Fig. 6 shows the scheme of the platform architecture for 
psychological research. The architecture is divided into 
separate components that can work independently and 
communicate among themselves using the REST API. 
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Fig. 6. Schematic of a Multi-Component Platform Architecture. 

«APIServer» is the main core of the system, which is a 
RESTAPI server and is responsible for working with the data 
store, as well as for performing various service functions. 

«Onlinewebservices» are components that should be 
accessible from the Internet. They are the main online part of 
the platform being developed, among which are the online test 
player, the online test designer, the researcher's personal area 
and the personal area of the examinee. 

«Externalapplication» is separate application, such as 
desktop and mobile. Unlike the online version of the test 
player, the feature of the applications is that the process of 
passing these tests should work without connecting to the 
Internet. In this regard, the data for the tests should be loaded 
in advance, and after passing the tests the subject is uploaded 
back to the server. 

«Privatewebservices (intranet)» are separate services, 
including the Platform Administration Panel and the 
Population Analysis Toolbar. The feature of these services is 
their need to be isolated from direct access from the Internet 
for a greater security guarantee. It is also worth noting that 
these services communicate with their own RESTAPI, which 
includes administrative methods, which should not be 
accessible from the Internet. 

To carry out psychological research, many tests are used, 
which can include necessary materials, for example, images or 
files. 

Thus, for storage and transmission of tests, a batch 
approach is relevant, which will allow storing and transferring 
data in one file. The use of the package is also important for 
transferring data to the client part of the application, where it 
cannot always be guaranteed access to the Internet. It includes 
both an online application and a desktop application that will 

be used in schools, as well as an application for mobile 
devices. It is possible to draw an analogy of the test suite with 
data for city maps, which are downloaded as a package and 
then unpacked onto the device. 

Packages will be used both for sending psychological tests 
to the application and for obtaining test results and sending 
them to the server. 

Using a package for data transferring to online applications 
in the client browser is justified by following reasons: 

 one request to the server is used, instead of several, 
which minimizes the load on creating an HTTP 
connection; 

 the client side does not depend on the server at the time 
of passing the test; 

 in the case of Internet disconnection, the user can 
complete his research; 

 logging time on the client side minimizes the errors of 
the record; 

 it is easier to track the degree of workload of the 
package and to inform the user about it. 

Fig. 7 shows the structure of the package for storing the 
tests. It shows that the package is complete, includes 
information and description of this package, as well as the 
tests themselves. There should be at least one test in the 
package. The test includes data on its description, as well as 
images and files, if they are needed. 

 
Fig. 7. Diagram of the Structure of the Package for Storing and Transferring 

Tests. 

The test should be described using a special JSON Schema 
standard, the structure of which is approved in advance. Based 
on this structure, the test will be validated. 

Using JSON Schema avoids a number of problems and has 
the following advantages: 

 no need to manually check the contents of the 
documents; 

 no need to create own validators with a variety of 
configurations and takes care of the support of these 
decisions; 

 due to a single standard, the process of integration and 
support of validation in various components of the 
platform is simplified, such as online test player and 
desktop applications; 

 the change in the scheme does not require the 
replacement of the validator code; 
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 it is possible to describe the psychological test manually 
without the help of additional tools, which will be a 
plus at an early stage of development, when the test 
designer is not yet available; 

 there are a large number of implementations for various 
programming languages and platforms. 

Based on the requirements to the platform for digital 
psychological research, a list of virtual machines required for 
their deployment on the server was generated (Table I). 

TABLE I.  VIRTUAL MACHINES 

Purpose of the VM 
Number of 

VM (pcs) 
OS Version 

RAM 

(GB) 

CPU 

(pcs) 

API server 2 CentOS 7.3 8 4 

Personal cabinet of a 

psychologist 
1 CentOS 7.3 2 1 

Online survey system 1 CentOS 7.3 2 1 

Internet portal 1 CentOS 7.3 2 1 

Intranet administration 
system 

1 CentOS 7.3 2 1 

Intranet-system of 
analysis of population 

data 

1 CentOS 7.3 2 1 

MongoDB request router 1 CentOS 7.3 1 2 

MongoDB configuration 

server 
1 CentOS 7.3 1 2 

MongoDB shards 3 CentOS 7.3 2 2 

Stage-server 1 CentOS 7.3 8 4 

Jenkins Continuous 

Integration System 
1 CentOS 7.3 4 2 

DNS, DHCP 1 

CentOS 7.3 or 

win 2012r2 if 
there is a 

subscription 

4 2 

Backup virtual machines 6 

CentOS 7.3 or 
win 2012r2 if 

there is a 

subscription 

  

IV. THE CHOICE OF TECHNOLOGICAL SOLUTIONS FOR THE 

DEVELOPMENT OF THE CLIENT PART 

Based on the information received, architecture synthesis 
was carried out to determine a set of loosely coupled 
components of the system, their connections, and the most 
effective ways of exchanging data. 

To choose the programming languages and technologies 
solutions for the platform development, research and 
comparison were conducted. It was carried out in the context 
of the formed architecture, requirements and constraints. 

For the programming languages and technologies analysis, 
reports and materials of services such as StackOverflow and 
GitHub, which are the most authoritative in the software 
development environment, were studied. 

With regard to programming languages for browser 
applications, application delivery capabilities are evaluated 
without the need for additional software. 

Frameworks are considered for their active application in 
projects, the size of the community of developers, the 
relevance of the task and the time on the market. 

It should be noted that direct comparison of frameworks 
for development will not yield results, since each of them will 
allow to reach the final result. Nevertheless, a number of them 
should be considered more suitable due to better scalability, 
less training costs and more ready-made modules. 

As a result of the consideration of JavaScript, Java applets 
and Adobe Flash platform from the point of view of 
applicability for code execution in the browser, it was found 
out that only JavaScript can be considered applicable. 

This is due not only to the fact that JavaScript is used in 
many areas (client browsers, server part, mobile platforms), as 
well as the desktop applications. Java applet technology, like 
Adobe Flash technology, requires the installation of additional 
components in the user's system. Moreover, depending on the 
operating system and the browser, the installation and 
configuration process may vary. 

Due to the great variability of the hardware and software in 
schools, the use of these two technologies is not advisable, 
since this can complicate the process of conducting mass 
research. It should be noted that in browsers on mobile 
devices Adobe Flash and Java applets are not supported. It's 
also worth noting that Adobe Flash rejects HTML5, which can 
work with multimedia (video and audio). 

Thus, the choice in favor of the JavaScript language for the 
development of the client part becomes obvious and there is 
no alternative solution under the given conditions at the 
current moment. JavaScript is supported by all common 
browsers and is included in them by default. 

Developing large Single-Page Applications (SPA) based 
on pure JavaScript on the client side is a difficult and 
inefficient process, so it is needed to use frameworks that 
define the application structure and have a basic set of 
components [23-25]. 

It should be noted that almost all modern frameworks have 
similar functionality and are able to solve the task. Thus, the 
choice should first of all be based not on the functional of the 
framework, but on the requirements and objectives within the 
framework of a particular project. 

The most famous frameworks were selected for 
consideration, including Backbone.js, AngularJS 1, 
AngularJS 2, React, Ember.js, Vue.js and Polymer. Table II 
shows the advantages and disadvantages of these frameworks, 
taking into account the applicability to the developed 
platform. 

Backbone.js is ill-suited for developing large projects, as 
there are no necessary components for implementing complex 
functionality. Thus, according to the authors of the article, the 
use of this framework is inexpedient in view of the fact that it 
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does not have sufficient functionality, and there are also 
alternative solutions. 

TABLE II.  ADVANTAGES AND DISADVANTAGES OF FRONT END 

FRAMEWORKS 

Framework Advantages Disadvantages 

Backbone.js 

[26] 

Compact 

Simple structure 
Steep learning curve 

Rich documentation 

Supports REST 

Does not support two-way 
data binding. Requires 

additional components to 

implement complex 
functionality. Bad for large 

projects 

AngularJS 1 

[27] 

High popularity 
Steep learning curve 

Rich documentation 

Great community 
Many ready-made solutions 

It is part of the MEAN 

stack (MongoDB, 
Express.JS, AngularJS, 

NodeJS) 

Supports REST 
High speed development 

Supports two-way data 

binding 

It is believed to be outdated, 
since there is an AngularJS 2 

Not compatible with 

AngularJS 2. The speed of 
work decreases with a 

sufficiently large amount of 

data 

AngularJS 2 
[28] 

Rich documentation 

Great community 

Has a large number of 
functions 

Supports REST 

There are Angular 
Universal for solving 

problems of search engine 

optimization (rendering of 
pages on the server) 

Supports two-way data 

binding 

Uses TypeScript to compile 

in JavaScript. Less steep 

learning curve compared to 
AngularJS 1. It is necessary 

to take many actions to solve 

even a small functional 

React [29] 

Compact 

High performance 
Good documentation 

Suitable for large and 
complex projects with a 

high degree of load 

Requires additional 
implementation on the server 

for working with data (for 

example, Flux or Redux). Not 
supported by REST. Not 

compatible with libraries that 
modify the DOM. Less steep 

learning curve. Complex 

approach to development, 
unusual for beginners 

Ember.js 

[30,31] 

Rich documentation 
Large ecosystem 

Suitable for complex and 

large applications 

Supports REST 

Supports two-way data 

binding 

It is considered to be 

monolithic in comparison 

with other frameworks. There 
is no reuse of components at 

the controller level. Less 

steep learning curve. Heavy 
structure. Too big for small 

projects 

Vue.js [29] 

Very rapidly growing 
popularity 

Steep learning curve Few 

dependencies 
Good performance 

Rich documentation 

Good ecosystem 
Supports two-way data 

binding 

A fairly young framework. 
Developed mainly by one 

person. Not many projects 

were done. No "out of the 
box" REST support (there is 

an Axios library) 

Polymer [32] 

New and promising 

technology Web 

Components 
High speed of work 

Too young solution. Great 

risks when using. Few ready 

solutions and examples. Less 
steep learning curve 

Polymer is a library that is based on a fairly new 
technology Web Components technology. The W3C 
specification for this technology is not yet complete. There 
may be any problems with browser support, problems in 
stability of work, and also a large threshold of entry for 
developers. In this regard, the use of this framework was 
decided to be abandoned due to possible risks. 

React, unlike others, is a library and does not allow to 
create a web application, since it is designed to create a View 
part and should work with data on the server, for example, in 
conjunction with Flux or Redux. Therefore, React is difficult 
to understand, has an unusual structure, which complicates the 
understanding of the application as a whole, and also has a 
large entry threshold for novice developers. According to the 
authors, React is more difficult to make a quick prototype and 
support the solution than on another framework. 

AngularJS 1, AngularJS 2, Ember.js and Vue.js have two-
way data binding, the ability to build large systems, good 
documentation and community. The choice will be made 
between these frameworks. 

Ember.js has a complex project structure and a large entry 
threshold for novice developers, and in case of going beyond 
the standard use is cumbersome and not flexible. In addition, 
the framework is less popular than AngularJS and Vue.js. 

Vue.js version 2 is currently the fastest growing popular 
framework, it took the best solutions from Ember.js, React and 
AngularJS, and also has good performance. Another important 
factor is that Vue.js does not support REST and requires an 
additional Axios library for this. In addition, the framework is 
young and is developed mainly by one person, so its use can 
lead to greater risks. 

As a result, the most appropriate for developing a platform 
for psychological research is AngularJS 1 and AngularJS 2. 
AngularJS 1 is a fairly simple framework for mastering and 
understanding, has a low entry threshold with a rich set of 
functions. AngularJS 2 is a parallel project with AngularJS 1 
and is developed separately. AngularJS 2 greatly complicated, 
for writing the simplest application requires much more 
action. In addition, it is written in TypeScript, which will 
require additional knowledge from the developers. 

Taking into account what was written above, as well as the 
fact that the developed platform for psychological research has 
a limitation in resources and involves novice developers, and 
also the most appropriate solution for the current moment, 
according to the authors of the article, is AngularJS 1. In 
addition, AngularJS 1 has more popularity than other 
frameworks, according to GitHub and patent analysis [33]. 

V. SELECTION OF TECHNOLOGICAL SOLUTIONS FOR THE 

DEVELOPMENT OF THE SERVER PART 

The development of the server part of the platform allows  
to choose from a fairly wide range of technologies, in 
comparison with the client part. This is primarily due to the 
fact that server technologies depend on the preferences of 
developers, equipment and requirements for the project, while 
client technologies are severely limited. The choice of 
technological solutions for the development of server 
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components is better to start not with programming languages, 
but with consideration of frameworks because they set the 
basic structure for the development of the application, as it 
was written above. Table III presents the features, advantages 
and disadvantages of the most suitable frameworks for the 
development of the server part of the platform. 

TABLE III.  ADVANTAGES AND DISADVANTAGES OF SERVER-SIDE 

FRAMEWORKS 

Framework 
Language 

used 
Advantages Disadvantages 

Laravel, 

Symfony 
[34] 

PHP 

Steep learning curve 

A large number of PHP 
developers 

Blocking IO calls 
PHP interpreter has 

low performance 

No paid support 

Django [35] Python 

Steep learning curve 

Generating the 

administration panel for 

relational databases 

Blocking IO calls 

Does not support 

NoSQL solutions 

out of the box 

Ruby on 

Rails [36] 
Ruby 

Steep learning curve 

 

In the development 
community, there 

are references to 

scaling problems 
under increasing 

load. Blocking IO 

calls 

Express.js 

[33] 

JavaScript 

(Node.js) 

Not blocking by default 
(asynchronous) 

Steep learning curve 

 

Long-term support 

of the project has 

difficulties 
(complexity of 

refactoring). 

Development in 

large groups can be 

difficult 

Loopback 

[37] 

JavaScript 

(Node.js) 

Not blocking by default 

(asynchronous) 

Generating the Preview 
Panel and Working with 

the REST API 

Declarative approach to 
the generation of the 

REST API 

The generated API 

does not contain 

methods for mass 
update of related 

entities 

Play [38] 
Scala / 
Java 

Not blocking by default 
(asynchronous) 

Well scaled even with 
blocking code 

Strict typing simplifies 

refactoring 

Slow compilation 
New versions of the 

framework require 

improvements in 
the final software 

Vaadin [39] Java 

Contains the library of 

pre-made UI elements 
Frontend code is 

generated based on the 
server 

Strict typing simplifies 

refactoring 

Blocking by default 

Slow compilation 
High threshold of 

occurrence 
The development of 

new UI elements is 

time-consuming 
There is no full 

control over the 

Frontend code 

ASP .NET 

MVC [40] 
C# 

Strict typing simplifies 

refactoring 

Lock-in to the 
Windows platform 

Need to purchase 

Windows Server 
licenses for 

deployment 

Since it was determined that a high degree of project 
scalability is required, attention should be paid to non-
blocking I/O frameworks. In this regard, it is necessary to 
exclude Laravel, Symfony, Django and Ruby on Rails from 
consideration. Also, due to the complexities of implementing 
non-blocking I/O and custom interfaces, the Vaadin 
framework is not suitable for the project. 

ASP .NET MVC imposes additional restrictions on the 
infrastructure in the absence of significant advantages, so the 
framework should be excluded from further consideration. 
Thus, the main choice will be made between the Express.js, 
Loopback and Play frameworks. 

An important factor is the programming language on 
which the framework is written. Express.js and Loopback are 
written in Node.js (JavaScript), while Play is developed on 
Java. In the case of JavaScript, a single syntax will be used for 
both the client and server parts. This will increase the 
effectiveness of the development of the platform, since the 
developer will need to know not two, but only one 
programming language, which is an advantage in the 
conditions of a small number of developers. In addition, it 
allows to combine part of the learning process and to reduce 
the overall threshold of entry, which will affect the time of 
training of new professionals who will participate in the 
development of the platform. Also, JavaScript is the most 
popular language in the world according to the statistics of 
such large services as GitHub and StackOverflow. In this 
regard, according to the article authors opinion, it is more 
expedient to use the Express.js and Loopback frameworks 
than Play Framework. 

Of the remaining two frameworks, the choice in favor of 
Loopback is more appropriate for a number of reasons: 

 Loopback offers a number of patterns that will help 
maintain the proper level of support for the code base as 
it increases; 

 The framework is based on Express.js, which will 
enable all its functional components; 

 Loopback offers functionality for simplified API 
generation, which greatly reduces the amount of labor 
involved in development. 

All of the above mentioned, according to the authors of the 
article, is more significant than the steepest learning curve. 
Thus, the choice is stopped on the Loopback framework. 

VI. DISCUSSION 

With the use of previously described technologies the 
following key components of the platform were developed: 
API Server, Researcher Account, Test Player. Fig. 8 shows the 
page example of research project list. The example of test 
visualization for research participant is showed in Fig. 9. 

The platform prototype is being tested in trial production. 
At the moment, the service functionality is partially 
implemented, but it is already possible to collect data using 
tests such as Dark Triad, Big Five and a number of techniques 
for assessing spatial thinking. 
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Fig. 8. Researcher Account Page. 

 

Fig. 9. Pychological Dark Triad Test Visualization. 
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VII. CONCLUSION 

The guaranteed quality of disturbed system functioning, 
their effective and success work over a number of years, the 
scaling ability and connection to different platform are laid at 
the system designing stage. The chaotic development that was 
popular ten years ago belonged to the past. There ara 
following  reasons: often to the process of developing 
completion and software launching used technologies have 
become outdated. New approaches require careful and 
comprehensive documenting of the design and implementation 
process. The following concepts are widely used: ecosystem 
of programming languages, automated systems and 
development tools that allow designing software that is able to 
ensure the quality and reliability of the tasks. 

The paper described a concrete example of  the 
development process of the digital web-based platform for 
psychological research. The choosing of technologies for 
client and server part was showed. Currently, the system kern 
is developed and being tested in one of the education 
institution for software support for psychological research. 
Developed system showed an adequate choice of software 
technologies. The system successfully operates in test mode. 

In recent years, significant changes in the approaches to 
the study of problems of education have occurred in the world 
science. Rapidly developing high-tech methods of studying a 
person expand the possibilities for studying the mental 
development and learning of students. Research in this field 
becomes interdisciplinary and actively assimilates the 
approaches and methods of the whole series of other sciences. 
The use of new technologies of human study forms a huge 
amount of data even on small samples. Providing the 
conditions for training requires taking into account the age and 
individual psychological features of modern students. To solve 
this problem, population studies are needed, which are the 
basis for determining contemporary age norms of the student 
's mental development and national standardization of 
psychological diagnostic methods. 

Significant individual differences exist in activities related 
to various forms of education (primarily, schooling). These 
differences are associated with both general cognitive abilities 
and private cognitive functions: motivation, emotions in 
response to the learning process, school and family 
environment. This determines the importance of researching 
individual differences for all fundamental learning problems. 
Each person has a unique genetic profile, which in turn forms 
individual psychological characteristics. The environment 
adapts to genes with the participation of parents, school and 
students themselves. 

The complex nature of the interaction of genetic and 
environmental factors of individual differences at the 
psychological and psychophysiological levels requires the 
selection of adequate tools for conducting research. 

The concept of the architecture of the web-based platform 
is formulated. A scalable multicomponent architecture is 
proposed. Scalability of the data warehouse is provided by 
technologies of sharding and replication. A list of virtual 
machines for deployment on the server has been generated. 

Web-based platform is divided into server part (REST API 
server and data warehouse), public part (online test player, 
online test designer, researcher's personal profile and personal 
profile), private part (administration panel and data analysis 
panel) and external applications (desktop and mobile). In 
terms of security, the private part is used as a separate service 
on the intranet and has its own REST API. To implement the 
architectural aspects, the most appropriate technologies were 
chosen in the given task: JavaScript language that will be used 
to implement most of the software components, AngularJS 
framework for the client part of the online application, 
Loopback (Node.js) framework for implementing the API 
server that provides a single access point for all other 
components of the platform.The result of the techniques 
applying is implemented programmatically in the prototype 
platform, which is being tested in production trial. 
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Abstract—Big Data technologies promise to have a 

transformative impact in healthcare, public health, and medical 

research, among other application areas. Several intelligent 

machine learning techniques were designed and used to provide 

big data predictive analytics solutions for different illness. 

Nevertheless, there is no published research for prediction of 

allergy and respiratory system diseases. However, the impact of 

research and the finding of different cases is conducive to 

progress and further development of this. One of the goals of this 

paper is to devise a systematic mapping study, to explore and 

analyze existing research about disease prediction in healthcare 

information. According to the realized investigation of published 

research from 2012 up to today, we are focusing our research on 

studies that have been published around big data analytics. With 

this high number of secondary studies, it is important to conduct 

a review and provide an overview of the research situation and 

current developments in this area. 

Keywords—Big data; algorithms; data analytics; healthcare; 

disease prediction; data mining 

I. INTRODUCTION 

Advancements in Information Technology have proven 
monumental in improving the quality of live throughout many 
dimensions. Medical Sciences is no exclusion to this relentless 
evolution. Internet, robots/ AI, and telemedicine have been 
very important in science when it is about adopting the 
medical science and profession with this trend; yet it is often 
argued that when it comes to critical thinking, no AI can beat 
the instincts of an experienced Doctor [1]. Insofar as 
„preparing for the future‟ is concerned, Data Analytics have 
proven a highly reliable source of information in a plethora of 
sciences, and since „all data is equal‟ for the AI, prognosis of 
health conditions and eventual epidemics using Big Data is 
particularly attainable, and immensely important. 

Based on this premise, we are focusing our research on 
finding a suitable data mining algorithm for using Big Data to 
predict diseases. We believe that analyzing big data sets will 
lead to finding causes that lead to respiratory disease and 
allergies to populations in the future. 

In this paper, we first introduce the methodology used, and 
the research questions defined. Secondly, we give a 
classification scheme of the fields of interest, big data, data 
mining, data sets, and optimization. Afterwards, we provide 
answers to five research questions and two are proposed as 
future aim research. On the discussion part, the time series of 
papers relating to health information field of interest have 

been included. As a future research we have proposed big data 
analytics and data mining learning algorithms. 

II. METHODOLOGY 

The main goal of this mapping study is to define each step 
of research fields answer the research questions based on 
analyzed articles [2]. The idea was to collect a series of 
publications in the field of interest, to determine the coverage 
of the research field. For categorization of reports and 
different results, we needed the structure and for that we had 
taken a systematic approach. It shows results by using the 
visual summary and a map. We have used different research 
questions that must be defined to obtain these objectives in a 
systematic manner. The main purpose of a structured mapping 
study is to present an overview of a certain research area as 
well as to identify research gaps. A systematic literature 
review is another kind of secondary study that answers 
specific research questions by identifying, analyzing and 
interpreting relevant evidence. The process begins with the 
definition of research questions, from which we can arrive to a 
research scope. The next step is to conduct the actual search 
by retrieving all papers that may be remotely related to the 
field. Then comes the screening of the papers, with the 
objective to filter all the relevant papers. The classification 
scheme is based on key wording by reading the abstracts. In 
the end is to extract the data and to show results. 

A. Research Questions and Search Strategy 

 What is the principle of interest discussed in the 
papers?   

 What type of framework is used for Big Data? 

 How publications have evolved over time? What the 
research and publication trends are? 

 Which methods are used previously? 

 Which algorithms are used for processing Big Data? 

Most of the explored research publications are extracted 
from digital libraries as IEEE-Xplore, ACM, and some of 
articles are from Springer and IJIRCCE. The search strings in 
Table I are used to search in digital libraries. 

Large number of articles appeared on different search 
strings. Have been selected just the ones that we saw 
reasonable to include as more appropriate and help achieve 
our goal. Most of papers have been published in recent years. 
In the Fig. 1 are shown the number of published papers by 
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year. The papers that have been published last year are from 
the first half of 2017. From the selected papers, further 
analysis is conducted and in this study papers related to Map-
Reduce and Big Data, health information, data mining and 
prediction are included. As a result, after removing duplicates 
and irrelevant papers, only 119 articles have been filtered. 

TABLE I. NUMBER OF PAPERS BY MAIN FIELD OF INTEREST 

No. Search String No. of papers 

SS1 

((("Abstract”: Map Reduce) OR "Abstract”: 

big data) AND "Abstract”: health 

information) 

217 

SS2 
((("Map Reduce") OR " big data ") AND 

health information) AND data mining 
133 

SS3 

((((("map reduce framework ") OR " big data 

") AND health information) AND data 

mining) AND prediction 

69 

III. CLASSIFICATION SCHEME 

The classification scheme is presented in three columns 
where we include the main fields of interests related to the 
research (Fig. 1). The Big Data analytics are the main fields 
on which we will focus to propose a more suitable algorithm 
in the future. The field of interests are defined in the first 
column to come up with framework types. And the third 
column is for different big data processing algorithms. Based 
on the analysis from the collected papers, we have found the 
research gap in the „big data analytics„, in which further 
contribution is expected from the research community. The 
third column shows different algorithms for processing big 
data is random walks that needs to be fulfilled in order the 
future goals be verified. More details are presented in research 
questions in the results part. Additionally, we classified papers 
according to the field of interest. 

 
Fig. 1. Classification Schema. 

IV. RESULTS 

Each article was classified into the categories of each facet 
in order to answer the six research questions. The results of 
the systematic mapping study are presented as follows. 

A. RQ1: What are the Principle of Interest Discussed in the 

Papers? 

This question deals with the main field of interest that is 
investigated in each of the papers. We are interested in Big 
Data, but since we used several search strings, we got several 
results. In order to answer this question, we created the „Field 
of Interest‟ classification for the papers. 

From Table II, we can observe that about 58% of the 
papers have as main focus in the big data that refers to data 
sets and flows large enough that pose significant challenges 
when using commonly available tools and infrastructures for 
collecting, managing and processing the data within a 
tolerable amount of time. 

The second most mentioned area is data mining with 
almost 21%. This category of papers includes tasks actions 
like as data extraction techniques and driving manual tools 
needed to adapt to new technologies to overcome time 
constraints. 

TABLE II. NUMBER OF PAPERS BY MAIN FIELD OF INTEREST 

Field of interest 
Number 

of papers 

Percentage 

 

Big Data 69 58% 

Data mining 25 21% 

Data sets 15 13% 

Optimization

  
10 8% 

B. RQ2: What Type of Framework is used for Big Data? 

A lot of proposals that we have searched during the 
research have been focused in MapReduce approach [3]. 
MapReduce paradigm has been used to implement 
Classification techniques. The data that is processed and 
disseminated in a cloud computing infrastructure is very 
convenient and very effective to accelerate the process of 
knowledge generation. 

Here are two types of frameworks: 

1) Hadoop–provides its own file system called HDFS 

(Hadoop Distributed File System). To find the solution of the 

data text in a Hadoop shows us that all the data are performing 

parallel operation in different clusters. 

Hadoop also will keep the multiple copies of data in case 
of hardware failure [4]. 

2) The second framework is A MapReduce that consists 

of two functions: map and Reduce. These two functions take a 

set of important pairs/value data and generate a set of output 

key/value pairs when a Map Reduce job is given to the cluster. 

The job is divided in two pieces into map tasks and reduce 

tasks, where each Map task will process one block of input 

data. A Hadoop cluster takes slave nodes to execute Map and 
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reduce task.  The slave node it is capable to except number of 

map and Reduce tasks and execute simultaneously. A slave 

node sends a signal to master node in a given period of time. 

To accept the signal it will request the master node to slave. 

The Map function waits for worker node that shows input key 

and value pairs outside of the block [5]. 

From the investigation of our papers, we found out the 
results in Table III, according to which the mass of the papers 
use Map Reduce framework (45%). The rest of the papers deal 
with Hadoop, about 55%. 

TABLE III. NUMBER OF PAPERS BY FRAMEWORK TYPE 

Framework 

Type 

Number of 

papers 
Percentage 

Map Reduce 54 45% 

Hadoop 65 55% 

C. RQ3. How Publications have Evolved Over Time? What 

the Research and Publication Trends are? 

While studying the year of publication for each paper, we 
notice that the time ranges between 2013 and 2017. The 
majority of the papers (31.93%) have been published in 2017 
In fact if we look at graph in Fig. 2, we notice that the lot of 
papers increases from year to year. 

 
Fig. 2. Number of Papers per Year. 

D. RQ4: Which Methods are used Previously to Process a Big 

Data Analysis? 

In recent years, big data analytics is so important to heath 
care.  Big data analytics is a very broad area that deals with 
the collection, storage and analysis of immense data sets to 
trace the unknown patterns and other key information. The 
data that are very important it can help us recognize the data 
that are integral component to the future business decisions.  
The second research question is concerned with the different 
methods that have been used in big data analytics. 

Omar El-Gayar and PremTimsina [6] have proposed a 
model on Evidence Based Medicine and Big Data Analytics. 
The main purpose of the system is to improve the cost across 
the applications of business intelligence big data analytics. 

Samir El-Masri et al. [7] in this paper the authors have 
designed a model for clinical Decision Support System. The 
model is described as an Adaptive Evidence based Medicine. 
Using this model, the patient data from Electronic Health 
Record (EHR) was collected in a data warehouse. The Clinical 
Practice Guidelines (CPG‟s) were taken and CPG rules were 
generated using an automated converter. These rules were 
applied on the data obtained from the warehouse and the 
standardized data was stored in the knowledge base. The 
inference engine processed the questions from the physician 
and searched the knowledge base for the most applicable 
guideline. The model lacked in handling distributed nature of 
the process, that is, the CDSS that were geographically 
distributed could not interact with each other. The rules 
required to be standardized before processing, there increasing 
the time complexity of the system. 

Sankaranarayanan. S and Pramananda Perumal. T. [8] 
have invented a model for Diabetic prognosis using Data 
Mining techniques. The two major data mining algorithms 
Apriori and FPGrowth were applied on Diabetes Mellitus 
dataset to generate association rules. Frequent item sets were 
mined after which rules were generated using support and 
confidence threshold values. This model was not generic to 
diagnose variety of diseases. Accuracy of the prediction was 
not guaranteed, and the model was not scalable to support 
voluminous health records. 

Mohamed Abouzahra et al. [9] have implemented a model 
on integrating data from Electronic Health Record (HER) to 
improve Clinical Decision making for Inflammatory Bowel 
disease. This model accumulated fragmented data of a patient 
that can take from different EHR systems. Analytical 
techniques were applied to this data to identify useful patterns. 
These techniques were based on physicians‟ input, literature, 
and existing guidelines to identify possible relationships 
between different components of patients‟ data. Predictive 
methods were used to predict future outcome of the patient 
and facilitated the diagnosis of disease. The patients‟ privacy 
and information security issues were not treated properly. 

E. RQ5: Which Algorithms are used for Processing Big 

Data? 

One important part of our research is to find out which 
algorithms are used for processing big data analytics.  J. Qiu et 
al. has presented different machine learning algorithms for big 
data processing [10]. The first one is representation learning or 
feature learning which deals with learning data representations 
that make the data analysis process easier. It is found that the 
performances of the machine learning algorithms are strongly 
influenced by the selection of data representation (or features) 
[11]. Feature selection (variable selection) techniques are used 
to find those features of data which are most relevant for use 
in model construction. Feature extraction techniques transform 
the high dimensional data into a low dimensional space. In 
space metric learning, the function of distance is constructed 
to calculate the distance between different points of a data set.   
Table IV represents a list of some of the algorithms that are 
used in different research papers. The authors mentioned 
about another hot learning technique called deep learning in 
their paper. 
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TABLE IV. DIFFERENT ALGORITHMS SUMMARY 

Algorithms Used 

Random Walks 

Distributed Hash Tables,  

Bulk Synchronous Parallel (BSP) 

Random walk is designed to address 
wide range of problems in mobile and 

sensor networks. 

For every machine to know that 

information resides is used the hash 

table. 

The BSP computer is compiled of a 

set of processors connected by a 
communication network 

CART, 

Recursive Partition Trees 
Decision tree algorithms 

K- Nearest neighbor,  

Bayesian, SVM,  ANN,    

 K-means, 

A survey was done on the various 

machine Algorithms for classification, 
prediction 

and modelling 

MapReduce, 

Linear regression 

The main objective was to improvise 

the accuracy of rainfall forecasting. 

V. DISCUSSION 

After analyzing the 119 papers, our focus is to explore and 
to design an algorithm that will analyze and make prediction 
from the data sets, in different platforms. The idea is that in 
modern big data research, the suitability of different 
algorithms is solely dependent on the data characteristics. 
Therefore, there is a need for further in-depth analysis to find 
the suitable supervised and unsupervised machine learning 
algorithms to derive meaningful facts and actionable insights 
from HIS data. 

J.L. Berral-Garcia has presented a paper describing the 
frequently used machine learning algorithms for big data 
analytics [12].   Several algorithms are used for performing 
modeling, prediction and clustering tasks. Decision tree 
algorithms (like CART, Recursive Partition Trees or M5), K-
Nearest neighbors algorithms, Bayesian algorithms (using 
Byes theorem), and Support vector machines (SVM), 
Artificial Neural Network, K-means, DBSCAN algorithms, 
etc are presented in this paper. Several execution frameworks - 
Map-Reduce Frameworks (Apache Hadoop and Spark) were 
also mentioned. The implementations of the previously 
discussed algorithms are made available to the public through 
different tools, platforms and libraries such as R-cran, Python 
Sci-Kit, Weka, MOA, Elastic Search, Kibana etc. M. U. 
Bokhari et al. presented a three layered architecture model for 
storing and analyzing big data [13]. The three layers are data 
gathering layer, data storing layer and data analysis & report 
generation layer. In order to gather and handle the huge 
volume of big data coming from high speed sources such as 
sensors or social media, a cluster of high speed nodes or 
severs are kept in the data gathering layer. The data storage 
layer is responsible for storing the big data. The Hadoop 
Distributed File System (HDFS) can be used for data storage 
[14]. Principal Component Analysis, Singular Value 
Decomposition and tensor-based approaches are useful for 
feature extraction. For feature selection, filter-based and 
wrapper-based methods are helpful. All these are 
dimensionality reduction techniques. The authors compared 
different techniques for performing data mining tasks. Logistic 

regression, cox regression, local regression techniques are 
simple to interpret, but are prone to outliers. The authors 
discussed about the useful platforms for big data analytics. 
Apache Hadoop, IBM Platform, Apache Spark Streaming, 
Tableau, and other visual analytics tools are highly impactful 
platforms for providing big data analytics solutions. Two real 
world case studies such as integrative /omics data for the 
improved understanding of cancer mechanisms, and the 
incorporation of genomic knowledge into the EHR system for 
improved patient diagnosis and care were done to discuss the 
usefulness of biomedical big data analytics for precision 
medicine. Multi-omic TCGA [15] data and EHR data were 
used to conduct this study. Since we wanted to find the gap of 
where and how we can design an algorithm that will analyze 
and predict the data sets, in different platform. We will 
consider it for future goals and analysis. 

VI. FUTURE RESEARCH 

Our main objective in the recent future will be to analyze 
the different approaches and concepts previously used, 
determining which algorithms could potentially be appropriate 
for finding causes of respiratory diseases and allergies. These 
algorithms will be applied to data health information about 
patients and check what kind of prediction can be derived, 
how accurate are the predictions of each of these algorithms. 
Based on this, we want to derive a method that could provide 
satisfactory results in term of predicting disease trends. 

Although we base on previous research, it should be 
remarked that it is a first attempt to suggest a concrete and 
detailed algorithm that will be implemented in the Kosovo 
Health Information System. 

Two research questions proposed as future research are: 

 Where does health big data come from?  

 What value will give this algorithm in HIS? 

 How can healthcare systems benefit from big data 
analytics? 

VII. CONCLUSION 

Big Data presents a unique discipline, which should have 
the most important role in the latest technology developments. 
We presented the different algorithms and technologies that 
are used in predicting diseases. 

Although the main objective of this research is to apply 
existing algorithms in the prediction of a different disease, it is 
important to support it by practical example, limited to the 
data that can be made available on Kosovo Health. The 
collection, filtering, normalizing and processing of the data 
itself is an important problem – hence our focus on data 
mining and big data processing techniques. 

In addition, it will serve as a recommended model for 
research and for further development of this field of research. 
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Abstract—Optical analysis techniques are used recently to 

detect and identify the objects from a large scale of images. 

Hyperspectral imaging technique is also one of them. Vision of 

human eye is based on three basic color (red, green and blue) 

bands, but spectral imaging divides the vision into many more 

bands. Hyperspectral remote sensors achieve imagery data in the 

form of hundreds of adjoining spectral bands. In this paper, our 

purpose is to illustrate the fundamental concept, hyperspectral 

remote sensing, remotely sensed information, methods for 

hyperspectral imaging and applications based on hyperspectral 

imaging. Moreover, in the forensic context, the novel methods 

involving deep neural networks are elaborated in this paper. The 

proposed idea can be useful for further research in the field of 

hyperspectral imaging using deep learning. 

Keywords—Deep learning; electromagnetic spectrum; 

hyperspectral imaging; imaging spectroscopy; multispectral 

imaging; remote sensing 

I. INTRODUCTION 

In hyperspectral, the term ―hyper‖ means ―too many‖ and 
it refers to the huge amount of measured wavelength bands. 
Hyperspectral images are used to provide sufficient spectral 
information to recognize and differentiate spectrally 
distinctive materials. Optical analysis techniques are used to 
detect and identify the objects from a large scale of images. 
Hyperspectral imaging technique is one of them. Vision of 
human eye is based on three basic colors (red, green and blue) 
bands, but spectral imaging divides the vision into many more 
bands. Hyperspectral remote sensors achieve imagery data in 
the form of hundreds of adjoining spectral bands. 

The collective data is used to obtain a constant spectrum 
for each imagery pixel mentioned in Fig. 1. After tuning the 
sensor, terrain and atmospheric belongings are applied [1]. 
These imagery spectrums can be analyzed with laboratory or 
field reflectance spectra to know and map surface materials 
such as specific kind of plants or indicative minerals with ore 
deposits. 

Imaging spectrometers are instruments used to produce 
hyperspectral images. The remote imaging and spectroscopy 
are two basic technologies used to develop the hyperspectral 
sensors. Spectroscopy is a field of study about light emission 
or reflection from different materials and the changes occurred 
in energy with wavelength. 

In the field of optical remote sensing, spectroscopy acts 

with the spectra of sunlight that is scattered by objects at or 
inside the earth. Remote images are planned to capture and 
calculate the light returned from adjoining areas on the surface 
of earth. Hyperspectral imaging can be applied to various 
applications including medicines, biogeochemistry, 
biophysics, industrial monitoring and remote sensing to collect 
the information for analysis. 

Chinese Academy of Science played a vital role in the 
field of hyperspectral imaging and developed two outstanding 
imagers, one of them is known as Push broom Hyperspectral 
Imager (PHI) and another one is Operative Modular Imaging 
Spectrometer (OMIS). In 2000, another invention about 
imaging came out in the form of Hyperspectral Digital 
Camera (HSDC)which supports limited spectral bands with 
high quality of spectral resolution [2]. HSDC plays a flexible 
role for different observation objects and applications 
including environmental and agricultural monitoring. 

Analysis of Hyperspectral imager can be performed by two 
different ways one of them is perspective of spectral analysis 
and another is based on image processing. It is more important 
that the data should be well organized before selection of any 
kind of approach. In spectroscopic analysis, the spectra should 
be extracted by region of interest that is usually calculated by 
three different ways such as threshold an image with single 
waveband, ratio or difference image. In image processing, few 
images are selected from the collection of images for rapid 
computation. Selection of those images is based on the 
importance of their wavelength for shifting carefully. In Fig. 2 
[3] for careful shifting, spectra provides an option for peaks 
and valleys whether in [4] based on original or preprocessed 
format. 

There are several other methods to achieve the same goal, 
for example, partial least square regression and principal 
component analysis. Additionally, some data compression 
techniques such as singular value decomposition and Fourier 
transform are used for the process of more images to increase 
the ability of hyperspectral imaging [5]. After the achievement 
of healthy data, the next step is to make dependent 
standardized models. Before implementation of Chemometric 
algorithm, it is compulsory to overcome the noisy data to 
increase the quality of signals. Moreover, image processing 
includes filtering and binning, which can increase the quality 
of data. In calibration model, the same routine is followed by 
spectroscopy and spectral analysis as shown in Fig. 2. 
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Fig. 1. Measurement of hyperspectral remote sensor. 

 

Fig. 2. Flowchart of hyperspectral imaging processing. 

In this model different techniques such as principal 
component analysis, partial least square discriminate analysis, 
fisher’s linear discriminate technique, support vector machine, 

artificial neural network and fuzzy inference are offered [3]. 
As a result prediction map can be progressed with the use of 
post- processing techniques and the information is achieved. 
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The rest of the paper is organized as: related work of the 
study is discussed in Section II. Study findings are reported in 
Section III, and Section IV covers the future work of the 
study. The applications of hyperspectral imaging are explained 
in Section V. Finally, the findings are concluded in 
Section VI. 

II. RELATED WORK 

Light emitted by sun strikes on the molecules, causing in 
absorption and reflection of light which depends on the 
structure or architecture of molecules. The wavelength of 
absorption or reflection of atomic bonds and molecule makes 
detection or identification of a specific object. To collect the 
amount of light reflected by a specific object or earth surface 
is used for identification of that object. There are different 
types of sensors used to collect the scattered data including 
truck-mounted sensor, airborne sensor and satellite-based 
sensor. With the help of fast computers and development of 
sensors, the immense research [6] is being carried out in the 
field of ―Hyperspectral remote sensing‖. 

In [7], Sun, L et al. introduced a novel approach based on 
supervised classification for hyperspectral imaging. 
Supervised classification model includes a spatially weighted 
random fields and spectral data reliability. To progress the 
quality of classification, the real labels of training data 
samples are fixed as a constraint in the model of proposed 
approach. In [8], Sun, L. et al. introduced noise (deadlines, 
strip noises, impulse and Gaussian) reduction technique for 
hyperspectral imaging with the use of low-rank representation 
on the spectral image. According to the proposed technique 
spectral space of hyperspectral image recline in the low-rank 
subspace. The low rank representation based on spectral space 
was oppressed by nuclear norm of image with the spectral 
dimension. It causes potential for the removal of deadlines, 
strips, sparse noise and Gaussian noise on the level of each 
band. 

In the field of image classification, high dimensionality of 
imaging data is a challenge. Hyperspectral imaging data also 
contains high dimensionality, so the spatial-spectral 
classification methods are demands for computational view 
point. In [9], Wu, Z. et al. introduced a novel technique for 
parallel implementation of spatial-spectral classification on the 
basis of adaptive random fields. In this technique, logistic 
regression classifier is used for spectral information. In this 
research, graphics processing units are used for parallel 
implementation. GPU sets the work allocation, input and 
output between the CPU and the graphics processing unit 
having fully computational control of GPUs with low latency 
and high bandwidth of shared memory. 

In [10], Sun, L. et al. introduced a novel approach for 
noise reduction in the hyperspectral images. Noise reduction 
technique is based on the super pixel-based low level rank of 
representation for hyperspectral imaging. Under the model of 
a linear mixture, the hyperspectral cube is considered as a low 
rank in the spectral area, which is divided HSI data into the 
sub-matrices of lower ranks. 

In 1985, a technique named as ―Imaging spectrometry‖ 
was used for the remote sensing of the earth. In addition, there 

was a motivation for the development of digital image 
processing methodologies by multispectral data analysis [11]. 
In the early stage, Goetz et al. [6] defined Hyperspectral 
remote sensing as ―The collection of images in dozens to 
hundreds of adjacent registered spectral bands so that for 
every cell of an image a glowing spectrum can be calculated.‖ 
According to this definition, spectral regions of VIS (visible), 
NIR (Near Infrared), SWIR (Shortwave Infrared), MWIR 
(Midwave Infrared), LWIR (Longwave Infrared) and UV 
(Ultraviolet) are covered. 

A. Hyperspectral Remote Sensing 

The hyperspectral sensor is used to study soil science, 
geology, mining, land use, and hydrology to map and identify 
geometric and chemical patterns of land. Information obtained 
by hyperspectral sensor is used to identify valuable minerals 
and petroleum. Imaging spectroscopy is a technique used to 
absorb specific features of chemical bonds in minerals. 
Material mapping includes water, ice, snow, mineral mixtures, 
vegetation, environmental materials, atmospheric gases, and 
man-made materials. Hyperspectral airborne scanners were 
used in 1998 to identify rocks and soils containing 
hydrocarbon [12]. This experiment was named as ―Pro Smart 
Experiment‖ managed by German Aerospace Center to test 
the Hyperspectral ―HyMap‖ designed by the Australian 
Company Integrated Spectronics Ltd. In Hyperspectral data 
analysis, several factors are involved to make it complex for 
refined techniques and algorithms. 

To demonstrate the hyperspectral data analysis, themes are 
managed in six main areas including un-mixing, data fusion, 
target detection, physical parameter retrieval, classification 
and fast computing based on image processing, machine 
learning, and signal processing. According to [13], researchers 
described all the areas one by one in the paper. In the data 
fusion, various strategies are defined including restoration of 
the signal to noise ratio (SNR) and spatialresolution, spectral 
data fusion to overcome high spectral redundancy, spatial data 
fusion used to enhance the resolution of imaging sensor at the 
sub-pixel level. There is another sensor named as ―Dual push 
broom hyperspectral sensor‖ which contains two various 
devices (covers different wavelengths) that are normally 
attached to the similar bench. ―Co-registration of pixels‖ and 
―Peer of the field of view‖ are problems lead by this 
configuration called Bore sight Effect. To observe and detect 
spectral phenomena, A. Brook et al. [14] proposed a prior to 
its correction with the use of Bore sight Effect that is used to 
provide supplementary information not located in the 
corrected images. 

B. Remotely Sensed Data 

Hyperspectral sensors collect the data from the surface of 
the earth with the help of different parameters. It is important 
to measure the accurate values of identified objects. There are 
a lot of methods and techniques, developed to measure the 
values of vegetation.  Some techniques show that the results 
can be obtained in highly accurate form but few techniques 
show the results in moderately accurate form. 

In [15], Mutanga et al. studied on a small number of 
chemicals, for example, chlorophyll and another kind of 
pigments. The pigments including carotenes and chlorophyll 
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are identifiable with 80 per cent accuracy in sample fields. 
Nitrogen can also be detected with accuracy. But the other 
nutrients namely magnesium, calcium, sodium, potassium, and 
phosphorus have less notified by Mutanga et al. in his 
research. Even though this is very expensive for projects to 
analyze with a lot of samples, the impending of remote 
sensing is not totally oppressed. In the [16], research related 
with Geoinformation science and earth analysis for modeling 
and management of environment designed a remote sensing 
data model in which ―spot vegetation‖ concerned with geo-
referenced and  ―Corine land cover data‖ concerned with 
study area that provides qualitative and quantitative 
information of earth surface. This research work used datasets 
with some characteristics including geometric accuracy better 
than 100 m, thematic accuracy greater than 85 percent, and 
spatial resolution of 30m. 

For the development of South African Imaging 
Spectroscopy Landscape, an overview is explained in brief 
about analysis techniques and challenges [17]. According to 
African research and application, indicators can be derived by 
the full width of the spectral response for example slopes, 
integrals, and curve derivatives. The purpose is to identify 
data source from the imaging spectroscopy, in which spectral 
attributes are required to notify an application of interest. 
According to [18], object-based classification approach is used 
to classify the remotely sensed data. In 2000, Walter and 
Fritsch introduced a concept using multispectral remote 
sensing data to automatically revise the geographical 
information system databases. In object-based classification, 
not only single pixel is classified but the group of pixels is 
also classified based on geographical information system 
database.  This approach depends on two main steps, the first 
step is based on supervised likelihood classification and the 
second step is based on matching of existing GIS objects with 
classified objects to detect the change occurred or to identify 
the faulty data. This approach develops and makes the better 
result of the classification. At the end, the result is obtained in 
the form of fully classified, partly classified and not found by 
the use of a threshold, iteratively defined by a user. In [19], a 
surface bidirectional reflectance model has been designed. The 
model is applicable for heterogeneous surfaces and follows a 
semi-empirical approach. There are three parameters used to 
describe the nature of the surface and these parameters are 
used in the effective algorithm of correction and processing 
the remote sensing data. The model based on surface 
bidirectional reflectance is collection of two basic processes, 
one of them is to diffuse reflection component which explains 
the geometrical structure on surface and also understands the 
shadow effects while the second process defines the volume 
scattering properties obtained by isolated surfaces. Invisible 
and near-infrared spectral bands, model and situ annotations 
demonstrate the better association for common investigated 
surface types. The model is good to reduce the largely 
unwanted variations related to surface bidirectional results in 
remotely sensed data. 

U.C. Benz et al. [20] proposed object-oriented analysis 
associated with fuzzy methods to implement information and 
explained workflow from remote sensing imagery to graphical 
information system. During proposed method, software named 

as ―eCognition‖ is used to offer the suitable connection 
between remote sensing imagery and graphical information 
system. Thus object-oriented technique can provide powerful 
automatic and semiautomatic evaluation to allocate practiced 
knowledge to GIS. 

III. DISCUSSIONS 

Hyperspectral imagery process follows some methods to 
accomplish the proposed task. These methods contain study 
area, which means where experiment is performed; field 
sampling, meaning the sample data gathered from study area; 
Chemical analysis, which means evaluation of chemical 
compounds and Spectral processing, which means to perform 
operation on sample of spectra to overcome noisy data, 
statistical formulas are used for prediction of parameters. D. 
Liao et al. [21] proposed method to visualize hyperspectral 
image in normal color by the coordination of HSI and high 
resolution image through multiple alignments. Manifold 
alignment identifies the matching color points and displays it 
into pair wise alignment, while the spaces between them play 
the role of bridges.  Association of hyperspectral imaging and 
RGB image generates a spatial image in the natural format.  
This approach has advantage of flexibility that’s why it can be 
applied for different scenario. The same approach is also well 
known because of user’s customization, in which user can 
scan visual resultant bands according to the specified interest. 
Chemometric and spectroscopy areas provided methods and 
analysis tools including ―Partial Least Squares Regression 
Analysis‖ and ―Principal Component‖, which are useful for 
the process of hyperspectral image [22]. Workflow of 
hyperspectral image processing is different from the workflow 
of color image processing but both data types are multivariate 
and multidimensional. Hyperspectral imaging methods such as 
image acquisition, spectral and spatial preprocessing, 
dimensionality reduction, calibration, feature extraction and 
selection are used for HSI processing as shown in Fig. 2. Push 
broom line scanner is commonly used as distributed 
hyperspectral imaging sensor. Push broom scans all 
wavelength data points with the same spatial coordinates.  In 
the hyperspectral imaging system, calibration is a method that 
ensures the repeatability and accuracy of results gained by 
hyperspectral imaging data. Calibration is a procedure that 
connects wavelengths with band numbers. Spatial calibration 
is a method of measuring the correlation of each image pixel 
such as meters. Spatial preprocessing is also a method used in 
hyperspectral imaging to minimize the noisy data from the 
images. Spatial post-processing is considered more valuable 
than spatial preprocessing because prediction and 
classification images are common images that need spatial 
manipulation, interpretation and pattern identification. Spatial 
sampling and Region of Interest (ROI) is a basic method of 
hyperspectral imaging used to mention the study area or 
location of interest for hyperspectral sensors. Spatial sampling 
can also be considered as background masking produced by 
binary images [22]. Transformation to absorbance is also used 
during reflectance or transmittance of data for analysis [23]. 
Hyperspectral imaging contains noisy data during scanning a 
large scale of image. To reduce noisy data, de-noising 
algorithm is performed in the spectral domain of hyperspectral 
imaging [24].  Feature extraction is also essential method used 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

55 | P a g e  

www.ijacsa.thesai.org 

to transform the existing features to a set of new features. 
Selection of subset from input feature without transformation 
is called selection extraction. It is also called feature subset 
selection. Mosaic based images [25] which are merged into a 
particular hyperspectral image, is used for the data analysis 
and classification algorithms. 

In [26], affinity propagation method is used for the 
selection of bands in hyperspectral imaging. In this method 
centered based clustering approach is used to classify the 
similar color bands. AP is applied by factor graph and then 
operation performed by the centralized data points through 
message passing until an appropriate set of bands is achieved. 
The presentation of band selection is analyzed by the 
classification of a pixel inside the specific image. 
Classification of pixels is better performed by affinity 
propagation instead of all other approaches. Unlike 
conventional methods of clustering named as K-means, 
agglomerative clustering, a proposed technique (AP) obtained 
better results of band selection through message passing 
method. Hyperspectral imaging contains massive information 
of colored bands. Collection of colored bands can have noisy 
data that is considered to remove before processing. During 
preprocessing manual band removal technique is used to 
remove the noisy data.  In [27], problem related with MBR is 
identified, because during MBR an important data can also be 
removed. For this problem, a proposed technique is introduced 
to automatically select the noisy bands instead of MBR 
selection. In the proposed technique, first wavelet reduction is 
applied to de-noise the bands of specified image and then 
Affinity Propagation approach is used to classify the 

representative bands from the noisy data with a smart way. To 
overcome noisy data in an efficient way, two sensors are 
applied, so the experimental results show that proposed 
technique is better performed than Manual Band Removal 
technique. 

To overcome the noisy data from hyperspectral images is 
also introduced by [28], a proposed technique of sparse 
representation based on noise reduction method. This 
technique depends on a non-noisy component which can be 
sparsely decayed over redundant dictionary rather than a noisy 
component. The paper shows the correlation of spectral-spatial 
structure of HSI by use of three dimensional blocks instead of 
two dimensional patches for sparse representation. Gaussian 
and Poisson noise models are collectively used for signal-
dependent and signal independent noises in hyperspectral 
imagery. The proposed technique is good for virtual and real 
data sets of HS remote sensing. 

Naganathan et al. [29] proposed meat tenderness for the 
satisfaction of consumers. Purpose of this proposal was to 
build up and test a near infrared/visible hyperspectral imaging 
system to guess tenderness of cooked beef by hyperspectral 
images. For this purpose, a push-broom hyperspectral imaging 
system associated with diffuse floodlighting system was 
designed and standardized. Three tenderness categories 
including tender, intermediate and tough were used to identify 
the features of meat tenderness. Statistical textual features 
obtained from Slice Shear Force (SSF) analysis are used in 
―canonical discriminate model‖ for prediction. The results 
signify that hyperspectral imaging played a vital role in the 
prediction of meat tenderness. 

 
Fig. 3. Schematic diagram of the ISL hyperspectral imaging system. 
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TABLE I.  DETECTION RESULTS OF SKIN TUMOR 

 

Image 

No. of 

Real 

Tumors 

No. of 

Detections 

No. of False 

Positives 
No. of Missing 

1 3 3 1 0 

2 3 3 0 0 

3 1 1 1 0 

4 3 2 1 1 

5 4 4 1 0 

6 2 1 1 1 

7(2) 3 3 1 0 

8(2) 7 5 3 2 

9(2) 3 3 3 0 

10 12 6 0 6 

Total 41 31(76%) 12(28%) 10(24%) 

Hyperspectral Imaging system is used for detection of skin 
tumor [30] , in which first of all the carcass of chicken is 
analyzed for the usage of spectral information as shown in 
Fig. 3, and results are applied for the detection of skin tumor 
as shown in Table I. 

There was a little deficiency about detection that tumor 
less than 3 millimeters in diameter could not be identified. 
This step in research opens a gate for the detection of tumors 
by hyperspectral imaging and can also be improved for 
computational complexity. 

In the field of poultry farms, hyperspectral imaging is used 
to design a rapid, accurate and non-distractive method to 
detect the embryo and fertility improvement in eggs [31].  A 
near infrared spectral imaging system was introduced for the 
identification of fertility and early embryo improvement. For 
the experiment, totally 174 white shell eggs were used 
including 18 infertile eggs and 156 fertile eggs incubated for 4 
days. During the inspection by hyperspectral imaging, eggs 
were categorized into two parts one for fertile and other for 
infertile and the dataset of each category is different with the 
day of incubation. Gabor filter used to extract the image 
texture information of eggs. K means clustering technique is 
also applied to cluster out the data and top results were 
achieved as 84.1% at day 4, 81.8% at day 3, 74.1% at day 2 
and 100 % at day 0. The result shows that last three bands 
were used for detection because of maximum response of 
spectral transmission and can be applied for real-time 
detection system for early embryo and fertility of chicken 
eggs. In the field of hyperspectral imaging, a large number of 
researchers are focused to design different kinds of spectral-
spatial techniques while remaining are paying attention 
towards experimental development [32]. To evaluate the 
hyperspectral imaging classification techniques, it needs the 
reliable plan of testing including suitable standardized data 
sets, sampling procedure for training and testing data, and fair 

analysis standard [33]. J. Liang et al. [34], proposed random 
sampling approach for spatial-spectral techniques to decrease 
the overlapping between testing and training samples and offer 
more intention and precise evaluation. Random sampling 
approach [35] is often used because it cares all tagged data 
evenly and every sample is picked with the similar likelihood. 

In [36], there is a review of hyperspectral imaging analysis 
with different techniques. In [36], Artificial Neural Network, 
Auto-Encoder, Stack Auto-Encoder, Conventional Neural 
Network and deep leaning is discussed for the analysis of 
Hyperspectral Imaging. After comparison of all these 
techniques and getting results, the author mentioned that deep 
learning outperformed in the analysis of hyperspectral 
imaging among all other stated techniques. 

Furthermore in [37], there is a new model named as R-
VCANet designed in the context of deep learning for 
classification of hyperspectral imaging. R- VCANet model is 
a combination of Rolling Guidance Filter and Vertex 
Component Analysis Network. R-VCANet is useful when 
there is limited sampling for feature extraction of 
hyperspectral data. R-VCANet is based on natural 
characteristics of HIS data, spectral properties, and spatial 
information. Hence the method proposed in [37] has 
performed better for hyperspectral image classification, 
especially when the sampling labels are limited. 

Geophysics plays a vital role to study about graves 
detection after some changes are occurred in Buried graves. 
To detect the clandestine graves, local environment and 
different types of soils can be observed and data can be 
collected which is used for analysis. So it is important to 
become familiar with the equipment and hardware that is used 
for data acquisition and data analysis. John J. Schultz [38] 
used ground-penetrating radar for detection of clandestine 
graves. To use the GPR, it is also important to adjust the 
antenna for the best frequency of forensic work, which 
depends on spoidosol environment. Electromagnetic induction 
meter is also used to locate the clandestine graves, but EMI is 
limited for forensic research, so the lack of published research 
with the use of EMI meter to detect clandestinely buried 
bodies became deem in the forensic context.  As mentioned 
above that EMI is limited for forensic research, a new idea is 
introduced to do better in the forensic field. According to that, 
buried remains can be easily detected by hyperspectral 
imaging. By hyperspectral image, a large scale of an image 
can be achieved and with the application of deep neural 
networks, it can be classified in a more précised way. 

For un-mixing, classification and target detection of 
hyperspectral images, there are frequently used methods  
includes, sparse linear models,  Gaussian mixture models, 
latent linear models, ensemble learning, directed graphical 
models, support vector machines, linear regression, logistic 
regression, Gaussian models, clustering and deep learning. 
The summary of all these methods is highlighted in Table II 
with referred research articles. 
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TABLE II.  METHODS FOR HYPERSPECTRAL IMAGING 

Methods 
Un-mixing Classification Target Detection 

Linear Non-linear Spatial-spectral Pixel-wise Target Anomaly 

Sparse Linear Models 
spatial-spectral 

[39] 
 feature extraction [40] feature extraction [41] 

spatial-

spectral 
[39] 

 

Gaussian Mixture Models   [42] un-supervised [43]  [44] 

Latent Linear Models [45]  feature extraction [46] 
dimensionality reduction 
[47] 

  

Ensemble Learning   [48] transfer learning [49]  [50] 

Directed Graphical Models 
sub-pixel 
mapping [51] 

spatial-spectral 
[52] 

    

Support Vector Machines 

end member 

extraction and 
sub-pixel 

mapping [53] 

[54] [55] band selection [56] [57] [58] 

Linear Regression [59] [60]     

Logistic Regression   semi-supervised [61] band selection [62]   

Gaussian Models    transfer learning [63] [64] [65] 

Clustering    un-supervised [66]  [67] 

Deep Learning    

un-supervised feature 

learning [68] 
supervised feature 

learning [69] 

supervised feature 

learning [70] 
un-supervised feature 

learning [71] 

 [72] 

IV. FUTURE WORK 

To locate clandestine graves is a challenge for government 
(forensic department) after any victims. There is a lot of 
traditional ways to locate and detect the clandestine graves, for 
example with the help of forensic trained dogs, ground 
penetrating radar, electromagnetic induction meter, and hyper 
spectral sensor, in the forensic context. There are lots of 
researchers who are doing work to facilitate the detection of 
clandestine graves. In case of sudden disaster, the government 
forensic agencies play a vital role to detect the victims. 
Forensic archaeologist and anthropologists face a lot of 
challenges in forensic context. 

One problem which Saudi emergency responders have to 
deal with is that sometimes heavy rains result in the flood. 
Victims of floods get buried deep in sand at ranges from 50cm 
up to 2 meters. The soil under which the victims are buried is 
likely clayey loam and poorly drained, and it can be covered 
with water for some time (few days). The emergency 
responders focus their search operations in areas where 
victims are likely to be located such as valleys (e.g., Alhayer 
valley) shown in Fig. 4. 

 
Fig. 4. Heavy Rain Flood in Alhayer Valley (Saudi Arabia). 

However, the suspected areas are typically very large 
rendering conventional ways of grave detection such as using 
forensic detection dogs, ground-penetrating radars, and 
thermal imaging inefficient, let alone the huge cost and large 
human resources required in the search operations. 

In this case, the idea of examining the emission and 
biogeochemistry of gases from graves and their detection 
through remote sensing, in particular, hyper-spectral images 
sounds like an interesting idea. A hyperspectral imager 
mounted on an Unmanned Airborne Vehicle (UAV) can fly 
over the suspected area and acquire imagery which may 
contain the absorption features (signature) of the gases of 
interest predominantly CH4, N2O, and CO2. The higher pore 
air concentrations in graves and emission of methane, carbon 
dioxide and nitrous oxide to the atmosphere imply the 
existence of graves in that specific location, which can be 
associated with the missing victim. In contrast with dry sandy 
soil which is aerobic and therefore conducive to methane 
consumption and/or oxidation, the search area is clayey loam 
and poorly drained soil, and thus susceptible to methane 
production. This increases the chance of detecting gases of 
interest using hyper-spectral imaging techniques. 

For better understanding about hyperspectral imaging 
using deep learning, we demonstrated the process of feature 
extraction using the deep neural network. In Fig. 5, there is a 
data patch of hyperspectral image for input layer and on the 
next number of hidden layers; hyperspectral image is further 
divided for feature extraction process. After the process of 
hybrid feature extraction results can be achieved from the 
output layer. The outcome can be in the form of 1 or 0 that 
shows the presence and absence of buried remains 
respectively. According to the current research trends, deep 
learning has become an advanced and robust technique to 
extract the features of hyperspectral image as compared to the 
traditional feature extraction techniques. 
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Fig. 5. Hyperspectral imaging using deep neural network. 

 
Fig. 6. Flowchart of future study. 

The detection of clandestine and previously unknown 
burial sites is of interest to governments to start rescue 
operations. The detection of clandestine graves is an emerging 
tool in hyper-spectral remote sensing. In literature, studies 
have shown that it is possible to use hyperspectral remote 
sensing techniques in detection of mass graves. For this 
purpose, a UAV with hyperspectral sensors covering the 
visible to the shortwave infrared range was used to collect the 
imagery. The flow chart of the proposed technique is shown in 
Fig. 6. 

Hardware Required for Completion of Project: 

 Hyperspectral Sensor (data acquisition)  

 An Unmanned Airborne Vehicle (UAV)  

 High spec PC/Laptop for experiment and data analysis  

Techniques\tools used for Completion of the Project:  

 Matlab 2017  

 Hybrid Feature Extraction  

 Deep Neural Network (Classification) 

V. IMPLICATIONS OF HYPERSPECTRAL IMAGING 

Hyperspectral imaging is widely used in various 
applications such as Agriculture, Mineralogy, Surveillance, 
Physics, Astronomy, Chemical Imaging, and Environment. In 
the agricultural industry, diseases cause a serious loss for the 
economy. For suitable agriculture, it is important to monitor 
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plants and trees for diseases. To detect diseases on early stage 
can save the plants and trees from further loss, Hyperspectral 
sensor can assist to control the virus by organized methods 
such as fungicide applications, disease-specific chemical 
applications and pesticide applications [73]. The hyperspectral 
imagery is used in land cover mapping. Land cover 
classification associated with the nature of land such as 
grassland, forest, concrete pavement, and sand etc. On the 
other hand, Land use indicates the human use of land, for 
example, industrial, residential and agricultural zone. Land use 
classification is an application used to classify the land surface 
such as Geometric correction, ground truth, and maximum 
likelihood. Land cover change detection is another application 
used to detect the changes in the earth surface. It can be 
identified with the comparison of existing image and the 
updated one. Changes on earth have two main types. One is 
seasonal change and other is annual change, in seasonal 
change forests or plants get changes according to the season, 
but in annual changes, new things take place for example 
developments on the earth or deforested place. Global 
vegetation map is another application of hyperspectral 
imaging. According to this application global vegetation index 
data contains information of normalized difference vegetation 
index (NDVI). NDVI is updated on the weekly basis, so it can 
also contain some noisy data. Water is an essential part of life. 
Water quality monitoring is an important application of 
hyperspectral imager. Quality of water can be analyzed due to 
its greenish or yellowish shaded color.  To measure the 
surface temperature of sea hyperspectral imager can also 

perform the services. The hyperspectral sensor can also 
provide thermal information for a short interval of time over a 
large amount of area shown in Fig. 7. Brightness Temperature 
is a sensor used to detect the temperature of objects. 

Every object has different emissivity which discharges 
electromagnetic energy. The value of emissivity is nearly 
equal to 1 and remains constant as compared with the 
temperature of the earth. Snow covered area is also the 
detectable area for hyperspectral sensors. During snow survey, 
snow water equivalent has been planned with the 
approximation of snow-covered area. Height measurement can 
also be calculated by Hyperspectral imager with the matchup 
of stereo images. In [74], there are two techniques to measure 
the height of objects, one is already defined as stereo matching 
and other is based on analytical plotters. 

Fruits are the important part of food because it provides 
vitamins and energy to human’s body. To gain healthy and 
fresh fruits is also a challenge. Hyperspectral imager provides 
the applications to monitor the quality of fruits. Peng and Lu 
[75] developed a reflective system to identify apple firmness 
and solids contents with the use of steady object stage. With 
the help of optical fiber and focusing lenses, 2-dimensional 
hyperspectral images were obtained. Huang and Lu [76] 
introduced another quality attribute analyzed by hyperspectral 
imaging is known as mealiness. Haung and Lu analyzed the 
association between apple mealiness and reflective 
hyperspectral line images. The mealiness of apple was 
calculated by the solidity and ripeness. 

 

Fig. 7. Incident light into a sensor on the sea. 
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Remote sensing of vegetation is widely used in the world 
to check the quality of vegetables. The important application 
of hyperspectral imaging about vegetables including 
mushrooms, onions, cherry tomato, and spinach leaves. Ariana 
and Lu [77] designed a VIS-NIR hyperspectral imaging 
system joining reflective mode and transmitted mode 
collectively, while with the use of moving transport proposal. 
The system was able to identify internal issues of pickles and 
cucumbers which were impossible to visualize by the human 
eye. Hyperspectral sensors can also be used to monitor the 
quality of meat such as pork, chicken, and beef.  In the context 
of pattern recognition, marbling is used to detect the quality of 
meat. To extract the marbling, a proposed technique used a 
wide line detector implemented by pattern recognition [78]. 
Results are achieved with the help of standard marbling charts 
and classified with the accuracy of 99 per cent. Hyperspectral 
imaging is also applied for seafood such as prawn, cod and 
smoked salmon. Near Infrared (NIR) Hyperspectral System 
was designed to detect the grains diseases on the early stage 
with the use of mathematical modeling framework. This 
system was based on supervised classification [79]. In [80], 
Khan et al. studied on advanced developments in the field of 
HIS Analysis. Details of this review based on fundamentals of 
Hyperspectral Imaging including spatial resolution, spectral 
resolution, temporal resolution, feature extraction. Secondly, 
authors explained the advance applications of hyperspectral 
imaging such as food quality, safety, security, remote sensing, 
especially in the field of forensic documents examination to 
study about intrinsic and extrinsic elements. After a long 
discussion about hyperspectral imaging, we have come to 
know that hyperspectral imaging is an active area for research, 
through which new ideas can be implemented and the world 
can be changed. 

VI. CONCLUSION 

In this paper, we described the fundamental concept, 
hyperspectral remote sensing, remotely sensed information, 
methods for hyperspectral imaging and applications based on 
hyperspectral imaging. We introduced a better approach to 
detect the buried remains with the use of deep neural networks 
for feature extraction. Finally, we focused on the use of 
hyperspectral imaging in different applications. However, 
hyperspectral imaging technology using deep learning is 
gradually becoming a great opportunity for researchers, in the 
field of biomedical, vegetation, especially in the forensic 
context. 
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Abstract—In our living environment, a non-speech audio 

signal provides a significant evidence for situation awareness. It 

also compliments the information obtained from a video signal.  

In non-speech audio signals, screaming is one of the events in 

which the people like security guard, care taker and family 

members are particularly interested in terms of care and 

surveillance because screams are atomically considered as a sign 

of danger. Contrary to this concept, this review is particularly 

targeting automated acoustic systems using non-speech class of 

scream believing that the screams can further be classified into 

various classes like happiness, sadness, fear, danger, etc. Inspired 

by the prevalent scream audio detection and classification field, a 

taxonomy has been projected to highlight the target applications, 

significant sound features, classification techniques, and their 

impact on classification problems in last few decades. This review 

will assist the researchers for retrieving the most appropriate 

scream detection and classification technique and acoustic 

parameters for scream classification that can assist in 

understanding the vocalization condition of the speaker. 

Keywords—Scream classification; scream detection; acoustic 

parameters; surveillance; security 

I. INTRODUCTION 

In the past few decades, there have been several efforts 
regarding the classification of the acoustic data into classes. 
The audio data is very informative and a rich source of 
extraction  for the type of content involving content-based 
classification of the acoustic signals. Human beings use vocal 
tract for producing speech sounds such as talking, singing, 
crying, and laughing. These sounds are further classified as 
speech or non-speech vocalizations. Speech consists of voices 
that are in the form of sentences and can be understood using 
different Natural Language Processing (NLP) techniques. The 
non-speech sounds include laugh, sneeze, cough, snore, and 
scream. These non-speech vocalizations are sometimes 
segregated from speech signals to extract additional 
information about the context, situation, or emotional state of 
the speaker. Scream is a non-speech signal that is caused by a 
loud vocalization when air passes through vocal folds with 
greater force than regular vocalizations. Most often, a scream is 
a reflex action or a response from an  unexpected   situation 
and it is strongly associated with emotional behavior of the 
speaker. It can have many forms like a scream of joy, danger, 
pain, surprise, etc. 

Scream sound event classification and detection has wide 
applications in science due to which it has gained significant 

importance in literature. Many real-life acoustic systems use 
scream detection in the areas like speaker identification [1], 
Audio-Surveillance Systems [2] and Home applications [3]. 
These systems use the knowledge extracted from scream 
detection and classification for processing. In this field, the 
conjunction of time-frequency features and machine learning 
classifier have achieved recent developments. Different 
techniques and methodologies have been established to 
differentiate speech and non-speech sounds. These include 
Support Vector Machines [3], band-limited spectral entropy 
[4], Deep Neural Networks (DNN) [5], Hidden Markov Model 
(HMM), sound event partitioning [6] and modulation power 
spectrum [7]. 

Most works on scream detection and classification 
emphasize on some crucial acoustic events, none cover the 
overall state-of-the-art for scream classification and detection. 
The current work varies of all preceding efforts in terms of 
emphasis, correctness as well as suitability. The aim of this 
review is to highlight the scream classification concerns and 
challenges to analyze and classify the screams from a variety of 
perspectives. Additionally, a comparative study is hereby 
presented that is based on the problem domain, sound features, 
and classification techniques. By overviewing this review, one 
can easily determine the problem domains where to put the 
scream efforts, using best sound parameters and scream 
classification techniques for situation understanding. 

This review is planned as follows. Section 2 covers the data 
collection techniques and research methodology. Section 3 
contains an overview of different classes of problem domains, 
sound features, and classification techniques. Section 4 
evaluates the various data classes and argues on the 
comparison and accuracy rates. Finally, Section 5 concludes 
the key points in this review. 

II. DATA COLLECTION 

A review of 30 different research articles that are associated 
with scream detection and classification in various 
environments is presented. Highly cited and credible 
publications are used from different digital libraries for 
obtaining the research source. A thorough analysis is 
performed on all the articles to make sure that the content is 
pertinent to the research interests. Those classification 
problems that have hindered the further development and 
exploration in screaming environments, are discussed. 
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TABLE I. SELECTED RESEARCH ARTICLES WITH PROBLEMS DESCRIBED 

# Name/ Ref Year Problem Detection/ Classification 

1. A. Pillai  et al.[8] 2018 Classifying violent extensive audios like music, speech, gunshots, and screams. Detection 

2. J. H. L. Hansen  et al.[1] 2017 Analyzing human screams for text-independent speaker identification Detection 

3. N. Hayasaka et al. [4] 2017 Detection of human scream considering noise robustness Detection 

4. S. Chung et al. [9] 2017 Detecting screams for social problems and violent crimes in public places Detection 

5. S. Mun et al. [10] 2017 Classification of acoustic scene using screams Detection 

6. L. Girin [5] 2016 Automating screams detection in subway trains Detection 

7. Y. Li et al. [11] 2016 
Automatically classifying audio events like  glass breaking, gunshots, footsteps, 
and screams for surveillance. 

Detection 

8. A. Sharma et al. [12] 2016 Scream and cry detection in urban environments Detection 

9. L. H. Arnal et al.[7] 2015 
Using acoustic analysis, psychophysical experiments, and neuroimaging to 

isolate screaming features, and track their processing in the human brains 
Detection 

10. J. H. L. Hansen et al. [13] 2015 
Robustlly detecting screams in noisy areas using unsupervised learning 

algorithm. 
Detection 

11. M. Z. Zaheer et al. [14] 2015 Scream detection for existing CCTV cameras for better surveillance. Detection 

12. M. K. Nandwana et al. [15] 2014 
Finding out the impact of screaming on the performance of text independent 

speaker recognition systems 
Detection 

13. M. Vacher et al. [16] 2014 Sound classification for patients and elderly people hospitalized at home. Detection 

14. M. Vacher et al. [17] 2014 Detection and classification of acoustic events in a noisy environment Detection 

15. B. Lei et al. [18] 2014 Power-efficient sound-event detection. Detection 

16. K. Kato [19] 2013 Clarifying audio features of the death growl as well as screaming voice. Detection 

17. B. Uzkent et al. [20] 2012 Classification of non-speech environmental sounds using new feature set. Detection 

18. M. Mark et al. [21] 2012  
Investigate the consumption of power for a sound-event classification system at 
different stages 

Detection 

19. W. Huang et al. [3] 2010 
Detection of human screams using analytic and statistical features as a method 
of  classification. 

Detection 

20. C. Chan et al. [22] 2010 
Scream/Non-scream classification in an abnormal situation such as bank 
robbery 

Detection 

21. W. Liao et al. [23] 2009 Analysing non-speech human sounds, like scream, laugh,  snore and sneeze. Detection 

22. A. Fleury et al. [24] 2008  Home based global speech and sound recognition system for surveillance. Detection 

23. L. Gerosa et al. [2] 2007 
audio-based surveillance system to detect anomalous acoustic events like 

screams or gunshots.in public. 
Detection 

24. C. Zhang et al. [25] 2007 
Collectively consider the five speech modes in maintaining speech system 

performance for coding, speech, and speaker recognition. 
Detection 

25. A. Rabaoui et al. [26] 2007 Improving one-class SVM classifier for sounds classification. Detection 

26. P. C. Schön et al. [27] 2004 Develop a system to record and monitor level of anxiety sounds/calls in pigs. Detection/ Classification 

27. M. Vacher et al. [28] 2004 
Scream detection using transient models to ensure short detection delay in 

medical telesurvey 
Detection 

28. E. R. Siebert et al. [29] 2003 Analyzing the structure and context of chimpanzee screams. Detection 

29. N. E. O. Connor et al. [30] 2002 
Unusual scene and sound detection in web–cam images using unsupervised 
learning 

Detection 

30. R. A. Breguet et al. [31] 2000 
Automatic detection/recognition of impulsive sounds, such as human screams, 
glass breaks, gunshots, door slams or explosions. 

Detection 
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TABLE II. DATA CLASSIFICATION 

Sr. Type Class 

1. Problem Domain 

Surveillance 

Speaker Identification 
Feature Enhancement 

2. Feature Extraction 

Temporal 

Spectral 
Prosodic 

3. Classification Techniques 
Supervised Learning  

Unsupervised Learning  

The selected data has been divided into different categories 
to carve out possible alternatives in several directions. Table I 
presents literature works related to the scenarios using scream 
detection or classification as major. The problem of each 
research article is described along with its ability of detection 
or classification of screams. Most of the authors are focusing 
on using the scream detection in the surveillance systems as in 
a common understanding the screams are a source of danger. 
Other have focused on whether enhancing the sound features of 
the systems under study or the identifying the speakers by their 
vocal scream samples. Only one author has worked indirectly 
on scream classification along with detection for animal 
screams. 

These research studies analyze and compare the crucial 
aspects of different scream detection and classification 
methods. The major concerning factor is the accuracy of 
detection and classification stages, while minimizing the error 
rates and choosing the best possible sound features. In this 
review the emphasis is on the aspects of proficiency and 
accuracy of scream classification techniques. 

On the first glance of Table I, it is very unsure to find out 
the loose ends and research gaps for a researcher who is new to 
this field. For this reason, each source is separated in terms of 
its problem domain, sounds parameters, type of classification 
technique used, and the results obtained in each case. All these 
categories are later further divided into different classes for 
even a broader understanding. Furthermore, tables and graphs 
are used in each class to compare on source with the other to 
find out which domain, parameter or technique is the best one 
to work out in future. 

III. DATA CLASSIFICATION 

The process of organizing data into groups and categories 
for its most effective and efficient use is broadly defined as 
data classification. As described above the collected data 
samples from different sources are analyzed based on the 
parameters discussed in Table II. 

A. Problem Domain 

A problem domain is the area of knowledge or application that 

desires to be analyzed and examined to solve a problem. 

Converging on a problem domain is simply focusing at only 

the topics of a person's interest, and apart from everything else. 

Based on the observations from various research sources, the 

problem domain has been divided into three categories: 

i) Surveillance, ii) Speaker Identification, and iii) Acoustic 

Features Enhancement. All these categories are discussed in 

detail below: 

1) Surveillance: Surveillance means managing, protecting, 

influencing, or directing the people by monitoring the 

abnormal activities or changing information in their 

surroundings [32]. Surveillance systems enable the remote 

observation of prevalent society for public safety and integrity. 

These observations can be made by some electronic devices 

like audio/video recordings or phone calls.  Sound based 

surveillance systems enables remote public protection by 

analyzing sound samples collected from the target location or 

the target person. Screams plays an intense role in analyzing 

the situation analysis for any signs of danger. 

2) Speaker Identification: Speaker identification systems 

are used to identify a person from voice biometrics. These 

systems use those human voice features that differ in different 

individuals. Screams can be used very effectively for text-

independent speaker identification. 

3) Acoustic Feature Enhancement: Quite a large set of 

scream literature is based on the techniques that are used to 

improve the acoustic features enhancement of scream detection 

and classification. These techniques help in increasing the 

robustness of the detection and classification for several 

different kind of sound-based scream dependent systems. 

B. Feature Extraction 

While evaluating and characterizing the contents of an 
audio stream, feature extraction plays a vital role. To analyze 
the a scream audio stream, the first step is extracting the 
concerned acoustic features form the audio frames. 

TABLE III. CATEGORIZATION OF AUDIO FEATURES FOR SCREAM 

DETECTION 

Category Types 

Temporal 

Zero Crossing Rate (ZCR) 

Short Term Energy 

Spectral 

Mel-frequency Cepstral Coefficients (MFCC) 

Centroid 

Roll off 

Flux 

Tilt 

Spectral Entropy 

Signal Bandwidth 

Sub-Band Energy Ratio 

Linear Prediction 

Prosodic 

Fundamental Frequency /Pitch 

Intensity /Loudness 

Duration /Rhythm 

Log Energy 
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Table III represents different kind of acoustic features 
including Temporal, Spectral and Prosodic. This categorization 
is performed on the basis of diverse behaviour of acoustic 
parameters. These features can be extracted from audio signals 
or easy adaptability, robustness again noise and 
implementation. 

1) Temporal: In a sound signal the amplitude fluctuation 

with time (the waveform signal) is represented as Temporal or 

time amplitude features. These acoustic features can be 

straightly extracted from raw sound signals for which no prior 

data is required. Typical temporal cases include amplitude-

based features, zero-crossing rate (ZCR), and power-based 

features. Such features usually recommend a simple tactic to 

examine acoustic signals. 

2) Spectral: Spectral/Cepstral features are resulted from 

short-term spectral features. Audio signals mostly speech and 

non-speech, speaker and language recognition rely on Cepstral 

features. The computation of cepstral is composed of three 

processes namely Fourier transform, inverse Fourier transform 

and logarithm [33]. These processes allow the identification of 

the purification and base frequency and of the audio signal. 

The different variants of Spectral features include Mel-

frequency Cepstral Coefficients, Spectral Centroid, Spectral 

Flux, Spectral Roll off, Spectral Tilt, Spectral Entropy, Signal 

Bandwidth, Sub-Band Energy Ratio, and Linear Prediction. 

Generally, the temporal features are necessarily combined with 

spectral features for in-depth audio analysis. Consequently, the 

computational complexity of spectral features is higher than 

that of temporal features. 

3) Prosodic: In the context of human listeners, to specify 

information with semantic sense, prosodic/ perceptual 

frequency features are used. On the other hand, the prosodic 

features define auditory signals in terms of mathematical and 

physical properties. These features are ordered based on 

semantically eloquent characteristics of sounds. These aspects 

include loudness/intensity, fundamental frequency, and 

rhythm. 

C. Scream Classification Techniques 

Scream classification can be performed using ttraditional 
classification tactics. An example of such tactics includes 
manual classification done by human experts. The experience 
and skills of a good analyst make this method more reliable. 
Though, it is time intense and arduous in spite of the precise 
results. To diminish human interaction for automating the 
detection and classification process, two approaches are widely 
used and applied for scream detection and classification. These 
two classification approaches are supervised and unsupervised 
that are highlighted in Table IV along with their sub-
techniques. The use of semi-supervised learning algorithms is 
nearly non-considerable in terms of scream classification and 
hereby not a part of this review. 

TABLE IV. MACHINE LEARNING TECHNIQUES FOR SCREAM 

CLASSIFICATION 

Category Classification Techniques 

Supervised Learning  

K-nearest-neighbors (KNN) 

Neural Networks (RBF, MLP) 

Support Vector Machines (SVM)  

Bayesian Networks 

Linear Discriminants 

Rule-based Classifiers 

Unsupervised 
Learning  

Neural Networks 

Hidden Markov Models (HMM) 

Gaussian Mixture Models (GMM) 

Clustering 

1) Supervised Learning Algorithms: Supervised learning 

algorithms are those that aim to discover a relationship 

between a given input/vector and the desired 

output/supervisory signal. Once it analyses and figures out an 

association, it produces a pattern/inferred function which can 

be used for mapping new examples. 

Supervised learning is extensively used in scream audio 
event detection systems. These techniques include K-nearest 
neighbor (k-NN), linear discriminant analysis, Bayesian 
networks, support vector machine, and rule-based machine 
algorithms. The obvious description or specification of these 
algorithms is to train the behavioral models with labelled data. 
This method holds high demand on resource consumption. 

a) Instance-Based or K-Nearest-Neighbors (KNN) 

The k-nearest neighbor algorithm (KNN) is the simplest 
and most efficient non- parametric algorithm from the family 
of instance-based learning [34]. The output of this algorithm 
depends on whether it is used for regression or classification. 
K-NN is a robust method that is proficient enough for 
organizing and segmenting audio streams into music, speech, 
environmental sounds, and silence [35]. The author in [11] 
used KNN for scream classification. The classification is done 
based on majority of neighbors. The object is allocated to the 
class that is in its k nearest neighbors where k is a positive 
integer. The value of k=1 depicts that the object is allocated to 
the class of exactly that single nearest neighbor. Although 
KNN is quite easy to implement but this technique requires 
memory and computation complexities. To overcome this 
problem, [36] and many other techniques have been developed. 
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b) Neural Networks 

The Artificial Neural Network (ANN) is a data processing 
computing system which is vaguely encouraged by the 
biological neural networks, such as the animal or human brain 
process information. For audio events the Radial Basis 
Function (RBF) and Multi-Layer Perceptron (MLP) were 
applied in Artificial Neural Networks (ANNs) for supervised 
audio classification to decrease misclassification errors. In 
MLP, input datasets are mapped onto appropriate output sets. 
The most common use of MLP is in automatic phoneme 
recognition tasks [37]. A particular case [38] of feed-forward 
network is Radial Basis Function (RBF) which creates a linear 
map from the hidden space to the output space. 

c) Rule-Based Classifiers 

A rule-based machine learner identifies and utilize a set of 
relational rules that cooperatively show the knowledge 
captured by the system. This contrasts with the other machine 
learners where a singular model is commonly identified that 
can be applied universally on nay instance to make a 
prediction. A variation of this classifier is fuzzy rule-based 
classifier (FRBC) that is efficiently being used for numerous 
classification tasks. Auditory event detection in fuzzy set- 
oriented contains the information concerning to a set of rules 
that classify the several characteristics of the fuzzy rule base in 
the training data [39].  The disadvantage of fuzzy operators is 
that there is no specific way to define fuzzy operators 
especially symbolic variables. The classification problem of 
non-speech human voice was solved  [40] using fuzzy integral 
and some of the associated fuzzy measures. 

d) Bayesian Networks 

A Bayesian/Bayes/Belief network is a graphical model that 
probabilistically signifies a set of variables and their inter 
dependencies using  a directed acyclic graph (DAG). There are 
the variants of the Bayesian network include: 1) serial, 
2) divergent, and 3) convergent. It does fast supervised 
classification due to which It is appropriate for forecasting and 
classification tasks on complex large-scale datasets. Various 
multi modals [41]-[43] have been projected to resolve the 
glitches in acoustic and speech segmentation in movies or 
robot speech under noise conditions. 

e) Linear Discriminants 

Linear discriminant analysis (LDA) is used to find a linear 
combination of features that classifies two or more classes of 
objects or events. The resulting combination can then be used 
as a classifier, or for dimensionality reduction. LDA basically 
transfers raw data into a feature space [44] supporting a more 
robust classification. 

f) Support Vector Machines (SVM) 

Support vector machines (SVMs) are valuable machine 
learning method for complicated data classification problems 
[45]. A training set is provided to the SVM by a set called 
input vector. SVMs separate two types or classes by 
maximizing the margin between the class boundaries and the 
nearest ample to it. 

2) Unsupervised Learning Algorithms: Unsupervised 

Learning algorithms are applied to infer a function or 

conclusions from unlabeled input data. As the data is unlabeled 

so its process involves finding and correlating the labels. The 

main objective of unsupervised learning is to examine the 

information and discovering similarities between the objects. 

In unsupervised learning, the most common method is 
Cluster analysis that utilizes heuristic data for analyzing and 
finding hidden classes and patterns in audio data. Similarity 
measurement is used in clustering that is based upon metrics 
like Euclidean distance and probabilistic distance [46]. Some 
common algorithm for clustering are: 1) Gaussian Mixture 
Models, 2) Clustering, 3) Hidden Markov Models, and 
4) Neural Networks. 

a) Gaussian Mixture Models (GMM) 

Gaussian mixture models (GMMs) are unsupervised 
classification methods. These methods are extensively used in 
speech/voice recognition and sensing and hence can be applied 
t. GMM assumes that all the data points are created from a 
mixture that contains several Gaussian distributions with 
unidentified parameters. 

b) Clustering 

Hierarchical clustering (HC) also called hierarchical cluster 
analysis is a technique of cluster analysis that is aimed at 
building a hierarchy of clusters by recursively merging or 
dividing the patterns [47], [48]. It uses two kinds of strategies. 
One includes constructing a hierarchy from the bottom up 
(agglomerative) after calculating the similarities among all 
duos of clusters iteratively merging the most similar pair. The 
other top down (Divisive) approach performs splits recursively 
moving down the hierarchy. 

In Partitioning approaches, samples are repositioned by 
transferring from one cluster to the other. This method initially 
requires the total number of clusters that will be pre-set by the 
user. The well-known methods in this field include K-means 
and its variants [48], [49]. 

c) Hidden Markov Models (HMM) 

A hidden Markov model (HMM) is based on unobserved or 
hidden variable stats. This model is a statistical  Markov chain. 
The unobserved states are obtained  based on a particular 
emission function that is resultant of some observable symbols 
[50]. The hidden Markov model can be considered to be the 
simplest dynamic Bayesian network. C. Chan et al. [22], M. 
Vacher et al. [16] used HMM for scream classification. 

d) Neural Networks 

Artificial neural networks (ANNs) are huge computing 
systems working together, consisting huge number of 
processors and their interconnections. The ANNs can solve 
reliable and efficient classification problems obtaining high 
tolerance and aadaptability [51]. The most commonly used 
neural network models for unsupervised  learning algorithms 
are Self organizing Map (SOM) and Adaptive Resonance 
Theory (ART). 

IV. RESULTS AND DISCUSSION 

A total of 30 research articles based on scream 
classification and detection are used and compared based on 

https://en.wikipedia.org/wiki/Statistical_model
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problem domains, sound features, and classification 
techniques. A quick analysis of the review for each case is 
presented below: 

A. Analysis of Problem Domain 

Three main problem domains for scream classification 
include Surveillance, Speaker Identification and Feature 
Enhancement. The relevant research articles are separated for 
each problem domain. The division of articles is hereby shown 
in Table V. It represents that out of 30 articles, 19 belong to 
individual person or public surveillance, 3 belong to the 
identification of the speaker and 8 discussed the methods and 
mechanisms to enhance and enrich the scream sound vocal 
experimental results. In the next step the overall percentages 
are calculated for these problem domains to find out which one 
is lagging and needs further exploration (Fig. 1). 

TABLE V. DIVISION OF PROBLEM DOMAINS BASED ON LITERATURE 

Sr. 
Problem 

Domain 
References Total 

1. Surveillance 

S. Chung et al. [9], S. Mun et al. [10], L. 

Girin [5], Y. Li et al. [11], [12], L. H. Arnal 
et al.[7], M. Z. Zaheer et al. [14], M. 

Vacher et al. [16], M. Vacher et al. [17], B. 
Uzkent et al. [20], M. Mark et al. [21], W. 

Huang et al. [3], C. Chan et al. [22], A. 

Fleury et al. [24], L. Gerosa et al. [2], P. C. 
Schön et al. [27], M. Vacher et al. [28], E. 

R. Siebert et al. [29], N. E. O. Connor et al. 

[30] 

19 

2. 
Speaker 

Identification 

J. H. L. Hansen  et al.[1], M. K. Nandwana 

et al. [15], C. Zhang et al. [25] 
3 

3. 
Feature 
Enhancement 

A. Pillai  et al.[8], N. Hayasaka et al. [4], J. 

H. L. Hansen et al. [13], B. Lei et al. [18], 

K. Kato [19], W. Liao et al. [23], A. 
Rabaoui et al. [26], R. A. Breguet et al. 

[31] 

8 

 

Fig. 1. Percentage usage of scream detection in various problem domains. 

With the increasing rate of public crime occurrences (like 
on streets and transports), and danger to the precious human 
lives, surveillance systems based on audio analysis of screams 
are rapidly becoming popular. This is because the screams are 
usually considered and interpreted as to be the signals of 
survival in humans. Such systems can help majorly in medical 
surveys, audio scene classification, embedded transport 
environments like buses and trains, and 24x7 monitoring for 
the signs of distress in humans’ daily routine. 

Fig. 1 indicates that the Surveillance domain is more 
enriched with scream detection and classification because of 
the two reasons 1) Increasing number of health and safety 
issues and, 2) Screams are a sign of danger. 

B. Analysis of Scream Sound Features 

It is computationally expensive to utilize all the sound 
features for scream classification, so it is a common practice to 
mix-up one or two type of features together to achieve the best 
results in conjunction with classification techniques. 

TABLE VI. TAXONOMY OF SCREAM FEATURE TYPES 

Sr. Feature Type References 

1. Spectral (S) 

L. Girin [5], S. Chung et al. [9], S. Mun et al. [10], 
Y. Li et al. [11], A. Sharma et al. [12], M. K. 

Nandwana et al. [15], M. Vacher et al. [16], B. Lei et 

al. [18], A. Fleury et al. [24], A. Rabaoui et al. [26], 
P. C. Schön et al. [27], R. A. Breguet et al. [31] 

2. Prosodic (P) K. Kato [19] 

3.  
Temporal, 

Spectral (TP) 

J. H. L. Hansen  et al.[1], A. Pillai  et al.[8], M. 

Vacher et al. [17], M. Vacher et al. [28], E. R. 
Siebert et al. [29], N. E. O. Connor et al. [30] 

4. 
Spectral, 
Prosodic (SP) 

W. Huang et al. [3], N. Hayasaka et al. [4], M. Z. 

Zaheer et al. [14], B. Uzkent et al. [20], W. Liao et 

al. [23], C. Zhang et al. [25] 

5. 

Temporal, 

Spectral, 
Prosodic 

(TSP) 

L. Gerosa et al. [2], L. H. Arnal et al.[7], J. H. L. 

Hansen et al. [13], M. Mark et al. [21], C. Chan et al. 

[22] 

 

Fig. 2. Basic Venn diagram for the use of sound parameter on several 

occasions. 
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Fig. 3. Percentage usage of individual and combined parameter. 

While exploring the sound features it can be observed that 
some of the articles are using the combined feature approach. 
Following this, a taxonomy has been developed (described in 
Table VI). The temporal features cannot be effectively used 
separately so no article has independently used these features 
but in combination with other types. 

Spectral and Prosodic features are used independently as 
well as in combination. Table VI describes all of the articles 
under consideration and the type of sound features they have 
used or recommended for scream classification. The results of 
this step are shown in Fig. 2 and 3. 

In Fig. 2, S=Spectral, P=Prosodic, T=Temporal, 
TS=Temporal and Spectral, SP= Spectral and Prosodic, TP= 
Temporal and Prosodic and TSP= Temporal, Spectral and 
Prosodic. It also shows that the most commonly used sound 
features are spectral. Out of 30 researches, 12 used spectral 
features independently. The second-best features are the 
combination of either TS or SP. While no one recommended T 
or TP. 

The results are presented by calculating the percentages for 
each type or combination. The percentage evaluation is shown 
in Fig. 3 which clearly expresses that the spectral parameters 
are the most recommended ones to achieve the best scream 
classification with 40% of usability. 

Further we see that there are further many forms of each 
category of scream sound feature. Table VII describes all the 
considered scream articles with the type of sound feature they 
have used in detail. 

In the last step, it has been concluded that spectral features 
are highly recommended in literature for scream classification. 
The basic purpose of this step is to figure out that out of many 
forms of Spectral features which one shows the best 
performance out of all. 

Fourier transform is used to convert time-domain signal 
into frequency domain for obtaining spectral features. These 
features are quite helpful in identifying the notes, pitch, 
rhythms and melody. 

The results of this step are shown in Fig. 4. It can be clearly 
observed that Mel-frequency Cepstral Coefficients are the most 
used and highly recommended sound feature for scream 
classification. It can either be used individually or in 
combination with other sound features. MFCC are extensively 
applied in voice recognition because of the reason that these 
features are very similar to human listening. In more 
complicated and complex signals such as speech or music 
where the signal changes its properties over time, it is evidently 
more meaningful to refer to the altering frequency content over 
a smaller time interval than an infinite time interval. 

TABLE VII. AUDIO FEATURE CATEGORIZATION FOR SCREAM DETECTION AND CLASSIFICATION 

Category Types References 

Temporal 

Zero Crossing Rate (ZCR) A. Pillai  et al.[8], M. Vacher et al. [17], M. Vacher et al. [28], C. Chan et al. [22], L. Gerosa et al. [2] 

Short Term Energy 
M. Mark et al. [21], A. Pillai  et al.[8], J. H. L. Hansen  et al.[1], L. H. Arnal et al.[7], J. H. L. Hansen et al. [13], 

E. R. Siebert et al. [29], N. E. O. Connor et al. [30] 

Spectral 

Mel-frequency Cepstral 

Coefficients 

(MFCC) 

M. Mark et al. [21], J. H. L. Hansen  et al.[1] , N. Hayasaka et al. [4], L. H. Arnal et al.[7], M. Vacher et al. [28], 

S. Chung et al. [9], L. Gerosa et al. [2], S. Mun et al. [10], L. Girin [5], Y. Li et al. [11], A. Sharma et al. [12], J. 

H. L. Hansen et al. [13], M. Vacher et al. [16], B. Lei et al. [18], W. Huang et al. [3], A. Fleury et al. [24], A. 

Rabaoui et al. [26], M. K. Nandwana et al. [15], B. Uzkent et al. [20], W. Liao et al. [23], C. Zhang et al. [25] 

Spectral Centroid 
M. Mark et al. [21], A. Pillai  et al.[8], M. Vacher et al. [17], M. Vacher et al. [28], L. Gerosa et al. [2],, R. A. 

Breguet et al. [31], W. Liao et al. [23],  

Spectral Roll off A. Pillai  et al.[8], M. Vacher et al. [17], M. Vacher et al. [28], L. Gerosa et al. [2], W. Liao et al. [23] 

Spectral Flux E. R. Siebert et al. [29], L. Gerosa et al. [2],, M. Z. Zaheer et al. [14], R. A. Breguet et al. [31] 

Spectral Tilt L. Gerosa et al. [2], R. A. Breguet et al. [31], C. Zhang et al. [25] 

Spectral Entropy M. Mark et al. [21], A. Pillai  et al.[8] , N. Hayasaka et al. [4], W. Liao et al. [23] 

Signal Bandwidth M. Mark et al. [21], W. Liao et al. [23] 

Sub-Band Energy Ratio J. H. L. Hansen  et al.[1], C. Chan et al. [22], M. Z. Zaheer et al. [14], C. Zhang et al. [25] 

Linear Prediction P. C. Schön et al. [27], N. E. O. Connor et al. [30] 

Prosodic 

Pitch/Fundamental 

Frequency 

M. Mark et al. [21], L. H. Arnal et al.[7] , C. Chan et al. [22], L. Gerosa et al. [2], J. H. L. Hansen et al. [13], M. 

Z. Zaheer et al. [14], K. Kato [19], B. Uzkent et al. [20], W. Liao et al. [23] 

Loudness/Intensity L. Gerosa et al. [2], K. Kato [19], C. Zhang et al. [25] 

Rhythm/Duration C. Chan et al. [22], K. Kato [19], C. Zhang et al. [25] 

 Log Energy N. Hayasaka et al. [4], W. Huang et al. [3]  
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Fig. 4. Division of articles based on sound features. 

C. Analysis of Classification Techniques 

There are two clear divisions of sound event detection 
approaches: supervised, unsupervised or combination. These 
approaches are studied perceptibly however still suffer from a 
scarcity of additional thorough and complete analysis on 
classification approaches, primarily in scream signal 
classification. This review documents the scream classification 
with two subclasses in conjunction with a close review of 
every class. 

This taxonomy has been shown in Table VIII. The 
referenced articles in each category are carefully observed and 
assigned to the relevant class. Some of the techniques are using 
supervised and unsupervised approach independently while the 

others are using a combination of both approaches (separately). 
This table is not for comparison as the datasets and the sound 
features are used differently. It is just providing a review of the 
current illustrative approaches. 

A more precise view is presented in Fig. 5, where 11 
researches used supervised, 13 used un-supervised and 4 used 
combined scream classification approaches. Furthermore, the 
generic analytical view of classification approach is shown in 
Fig. 6, where the percentage calculations are performed in each 
case. It can clearly be seen that the un-supervised approaches 
have been more successfully been applied than other 
approaches in the last 18 years for scream detection and 
classification. For this purpose, the supervised and 
unsupervised scream classification techniques are further 
explained and analyzed in the next section. 

1) Supervised Learning Algorithms: Supervised learning 

algorithms are categorized as K-nearest-neighbors (KNN) or 

instance-based , neural networks, rule-based Classifiers, linear 

discriminant, Bayesian networks, and support vector machines 

(SVM). 

The primary purpose of this review is to present supervised 
learning approaches based on scream classification. The future 
researchers can find out the ways to explore the automated 
acoustic environments and systems. The most recent 
experimental research works related to screams classifications 
and detection are summarized in Table IX. It presents the latest 
methods for undertaking scream classification and detection 
issues based on supervised learning methods. 

Accuracies of classifiers are sstatistically compared and 
calculated by finding out the total no. of researches along with 
their classification results. By finding the individual accuracy 
of each supervised learning classification technique mentioned 
in the literature, average accuracies have been calculated to 
find out which techniques is providing the best results. 

Fig. 7 shows the percentage accuracies of each technique 
along with the authors and references independently. N. 
Hayasaka et al. [4] is leading while using SVMs with accuracy 
rate of 94.6%. 

TABLE VIII. SCREAM CLASSIFICATION TECHNIQUES 

Sr. Feature Type References 

1. Supervised 
W. Huang et al. [3], L. Girin [5], L. H. Arnal et al.[7], A. Pillai  et al.[8], A. Sharma et al. [12], B. Lei et al. [18], B. Uzkent et 

al. [20], M. Mark et al. [21], W. Liao et al. [23], A. Rabaoui et al. [26], P. C. Schön et al. [27],  

2. Un- Supervised 

J. H. L. Hansen  et al.[1], L. Gerosa et al. [2], S. Mun et al. [10], J. H. L. Hansen et al. [13], M. Z. Zaheer et al. [14], M. K. 

Nandwana et al. [15], M. Vacher et al. [16], M. Vacher et al. [17], C. Chan et al. [22], A. Fleury et al. [24], C. Zhang et al. [25], 

N. E. O. Connor et al. [30], R. A. Breguet et al. [31] 

3. Both N. Hayasaka et al. [4], S. Chung et al. [9], Y. Li et al. [11], M. Vacher et al. [28] 
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Fig. 5. Representation of scream classification techniques. 

 

Fig. 6. Percentage usage of machine learning techniques. 

Fig. 8 shows the average accuracies of all supervised 
scream classification techniques. It can be clearly observed that 
Linear discriminants are producing the highest accuracy rate of 
96.1% and after that the KNN with accuracy rate of 94%. 

 

Fig. 7. Accuracies of supervised scream classifiers. 

2) Unsupervised Learning Algorithms: Unsupervised 

learning algorithms comprehend a major learning paradigm 

and have drawn considerable attention in past few decades, as 

shown by the growing range of research publications in this 

field. The unsupervised methods for scream detection and 

classification are classified into four classes: Clustering, GMM, 

HMM and NN. 

Table X lists the most significant research works and their 
average accuracies dealing with scream detection and 
classification problems associated with unsupervised 
approaches to present some solutions to the problems 
restraining the performance of scream classification systems 
for situation understanding. 

Fig. 9 shows the percentage accuracies of each technique 
along with the authors and references independently. M.Z. 
Zaheer et al. [14] achieved 100% scream detection accuracy 
with GMM technique. Another classification technique used by 
N. Hayasaka et al. [4] achieved an accuracy rate of 99% again 
with GMM. 

TABLE IX. SCREAM CLASSIFICATION TECHNIQUES 

Category Classification Techniques References Total Articles 
Average 

Accuracies 

Supervised 

Learning  

Instance-based or K-nearest-

neighbors (KNN) 
M. Vacher et al. [28], Y. Li et al. [11] 2 94% 

Neural Networks (RBF, MLP) 
P. C. Schön et al. [27], L. H. Arnal et al.[7], L. Girin [5], A. Rabaoui et 

al. [26], B. Uzkent et al. [20] 
5 76% 

Rule-based Classifiers M. Mark et al. [21], A. Pillai  et al.[8]  2 90% 

Bayesian Networks M. Vacher et al. [28] 1 91% 

Linear Discriminants Y. Li et al. [11] 1 96.1% 

Support Vector Machines (SVM) 

N. Hayasaka et al. [4], S. Chung et al. [9], A. Sharma et al. [12], B. Lei et 

al. [18], W. Huang et al. [3], A. Rabaoui et al. [26], B. Uzkent et al. [20], 

W. Liao et al. [23] 

8 86.3% 

Supervised=11 
unsupervised=13 

B
o

th
=4

 

Total No. of 
Occasions= 28 

0%

10%

20%

30%

40%

50%

Both Supervised Un- Supervised

P
e

rc
e

n
ta

ge
 U

se
 

Machine Learning Techniques 

0%

20%

40%

60%

80%

100%

M
. V

ac
h

er
 e

t 
al

. [
2

8
]

Y.
 L

i e
t 

al
. [

1
1

]

P
. C

. S
ch

ö
n

 e
t 

al
. [

2
7

]
L.

 H
. A

rn
al

 e
t 

al
.[

7
]

L.
 G

ir
in

 [
5

]
A

. R
ab

ao
u

i e
t 

al
. [

2
6

]
 B

. U
zk

en
t 

et
 a

l. 
[2

0
]

M
. M

ar
k 

et
 a

l. 
[2

1
]

A
. P

ill
ai

  e
t 

al
.[

8
]

M
. V

ac
h

er
 e

t 
al

. [
2

8
]

Y.
 L

i e
t 

al
. [

1
1

]

N
. H

ay
as

ak
a 

et
 a

l. 
[4

]
S.

 C
h

u
n

g 
e

t 
al

. [
9

]
A

. S
h

ar
m

a 
et

 a
l. 

[1
2

]
B

. L
ei

 e
t 

al
. [

1
8

]
W

. H
u

an
g 

et
 a

l. 
[3

]
A

. R
ab

ao
u

i e
t 

al
. [

2
6

]
B

. U
zk

en
t 

et
 a

l. 
[2

0
]

W
. L

ia
o

 e
t 

al
. [

2
3

]

%
 A

cc
u

ra
cy

 

KNN                 NN               RBC      BN    LD                 SVM 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

72 | P a g e  

www.ijacsa.thesai.org 

TABLE X. UNSUPERVISED LEARNING TECHNIQUES FOR SCREAM CLASSIFICATION 

Category Classification Techniques References 
Total 

Articles 

Average 

Accuracies 

Unsupervised 

Learning 

Algorithms 

Hierarchical and 

Partition Clustering 
N. E. O. Connor et al.[30], M. K. Nandwana et al. [15], 2 76% 

Gaussian Mixture Models (GMM) 

J. H. L. Hansen  et al.[1],  

N. Hayasaka et al. [4],  

M. Vacher et al. [17], M. Vacher et al. [28],  S.Chung et al. [9],  L. 

Gerosa et al. [2],  S. Mun et al. [10],  Y. Li et al. [11], M. Z. Zaheer et 

al. [14], M. Vacher et al. [16],  A. Fleury et al. [24],  R. A. Breguet et 

al. [31],  C. Zhang et al. [25] 

13 86% 

Hidden Markov Models (HMM) 
C. Chan et al. [22],  M. Vacher et al. [16],  A. Fleury et al. [24], R. A. 

Breguet et al. [31] 
4 75% 

Neural networks (Self-organizing 

map) 
S. Mun et al. [10], J. H. L. Hansen et al. [13] 2 83% 

 
Fig. 8. Average accuracies of supervised scream classifiers. 

 
Fig. 9. Accuracies of unsupervised scream classifiers. 

 
Fig. 10. Average accuracies of un-supervised scream classifiers. 

The overall average accuracies of the four un-supervised 
scream classifiers are calculated and plotted in Fig. 10. It can 
clearly be observed that GMMs are producing the best results 
with an average classification accuracy rate of 86%. 

a) Combining Results 

The results of overall review are converged in Table XI. It 
shows all of the research articles of last 18 years (from 2000-
2018) based on the specified sound parameters and 
classification techniques. The accuracy percentage and the 
effective error rate (ERR) for each article is also mentioned. 
Fig. 11 plots theses results for scream detection and scream 
sound classification. 

Maximum percentage accuracies are used. Some of the 
researchers have done descriptive studies so that if the 
numerical results are not provided then these are supposed to 
be 50% accurate to show that the results are encouraging. 
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TABLE XI. BRIEF REVIEW OF SCREAM LITERATURE 
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% 

Accuracy 

% 

 EER 

1. A. Pillai  et al.[8] 2018   ✓ ✓ ✓  ✓  ✓  84%. 16% 

2. J. H. L. Hansen  et al.[1] 2017  ✓  ✓ ✓   ✓ ✓  66.67 % 33.33% 

3. N. Hayasaka et al. [4] 2017   ✓  ✓ ✓ ✓ ✓ ✓  99.45% 0.55% 

4. S. Chung et al. [9] 2017 ✓    ✓  ✓ ✓ ✓  87.035% 12.965% 

5. S. Mun et al. [10] 2017 ✓    ✓   ✓ ✓  86.3%. 13.7% 

6. L. Girin [5] 2016 ✓    ✓  ✓  ✓  93.8% 6.2% 

7. Y. Li et al. [11] 2016 ✓    ✓  ✓ ✓ ✓  
96.1% 

 
3.9% 

8. A. Sharma et al. [12] 2016 ✓    ✓  ✓  ✓  93.16% 6.84% 

9. L. H. Arnal et al.[7] 2015 ✓   ✓ ✓ ✓ ✓  ✓  50% 50% 

10. J. H. L. Hansen et al. [13] 2015   ✓ ✓ ✓ ✓ ✓  ✓  
60% 
 

40% 

11. M. Z. Zaheer et al. [14] 2015 ✓    ✓ ✓  ✓ ✓  100% 0% 

12. M. K. Nandwana et al. [15] 2014  ✓   ✓   ✓ ✓  66.67% 33.33% 

13. M. Vacher et al. [16] 2014 ✓    ✓   ✓ ✓  94% 06% 

14. M. Vacher et al. [17] 2014 ✓   ✓ ✓   ✓ ✓  86.46% 13.54% 

15. B. Lei et al. [18] 2014   ✓  ✓  ✓  ✓  92.76% 7.24% 

16. K. Kato [19] 2013   ✓   ✓ N/A N/A ✓  50% 50% 

17. B. Uzkent et al. [20] 2012 ✓    ✓ ✓ ✓  ✓  88.7% 11.3% 

18. M. Mark et al. [21] 2012  ✓   ✓ ✓ ✓ ✓  ✓  95% 05% 

19. W. Huang et al. [3] 2010 ✓    ✓ ✓ ✓  ✓  89.815% 10.185% 

20. C. Chan et al. [22] 2010 ✓   ✓ ✓ ✓  ✓ ✓  
85.75% 

 
14.25% 

21. W. Liao et al. [23] 2009   ✓  ✓ ✓ ✓  ✓  
89.81% 

 
10.19% 

22. A. Fleury et al. [24] 2008  ✓    ✓   ✓ ✓  30.43% 69.57% 

23. L. Gerosa et al. [2] 2007 ✓   ✓ ✓ ✓  ✓ ✓  93%,  07% 

24. C. Zhang et al. [25] 2007  ✓   ✓ ✓  ✓ ✓  98.5%  1.5% 

25. A. Rabaoui et al. [26] 2007   ✓  ✓  ✓  ✓  
50% 

 
50% 

26. P. C. Schön et al. [27] 2004 ✓    ✓  ✓  ✓ ✓ 96% 04% 

27. M. Vacher et al. [28] 2004 ✓   ✓ ✓  ✓ ✓ ✓  
91% 

 
09% 

28. E. R. Siebert et al. [29] 2003 ✓   ✓ ✓   N/A ✓  
50% 

 
50% 

29.. N. E. O. Connor et al. [30] 2002 ✓   ✓ ✓   ✓ ✓  86.67%   13.33% 

30. R. A. Breguet et al. [31] 2000   ✓  ✓   ✓ ✓  89% 11% 
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Fig. 11. Accuracy and EER for scream detection and classification. 

It can be clearly observed that only a single research 
conducted by P. C. Schön et al. [27] in 2004 has focused on 
scream detection as well as classification. But this research is 
based on chimpanzee screams. The authors have figured out 
the ways in which the chimpanzees can be understood and 
what different kind of meanings can be driven from their 
screams.  Two of the researches i.e. K. Kato [19] and E. R. 
Siebert et al. [29], have not used machine learning techniques 
instead they have developed their own for scream detection and 
classification. 

So, there is a clear and a wide scope for scream 
classification non-understanding the situations in which they 
occur and to support the embedded sound-based systems 
especially surveillance systems to make the humans and 
animals out of danger. 

V. CONCLUSION 

A thorough analysis is presented on researchers’ attempts 
related to scream detection and classification techniques. An 
in-depth taxonomy of scream detection and classification 
systems was presented in this review. The concerning efforts 
are expected to maximize scream signal detection and 
classification accuracy and understanding the surrounding 
situation of a speaker. The focus of this review is on machine 
learning and classification methods as well as essential sound 
parameters for scream-based audio embedded systems. 

Although the best combination that can be concluded is that 
for the case of scream classification, unsupervised learning 
technique i.e. GMM can be applied using spectral sound 
features necessarily including MFCC in the field of 
surveillance. Because in surveillance scream detection and 
sound classification has been implemented in remarkably high 
percentage, so there are chances that the surveillance systems 
based on scream detection and classification, are causing a 
higher risk to humanity. But these results are concluded on the 

information and statistics that is based on different kind of data 
sets using various combinations of sound parameters and 
classification techniques. The results may vary based on the 
datasets used and the background noise level. 

In future, this review can be beneficial for the researchers 
to conduct a mechanism for scream classification and to 
understand the best possible alternatives in terms of 
classification techniques and sound parameters. A system can 
be developed using the concluded research to find out the 
differences in different classes of screams like joy, fear, 
sadness, etc. and to find out that how such kind of research can 
be helpful for understanding the surroundings of a speaker. 
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Abstract—This paper reports on how intelligent Greedy-Dual 

approaches based on supervised machine learning were used to 

improve the web proxy caching performance. The proposed 

intelligent Greedy-Dual approaches predict the significant web 

objects’ demand for web proxy caching using Naïve Bayes (NB), 

decision tree (C4.5), or support vector machine (SVM) classifiers. 

Accordingly, the proposed intelligent Greedy-Dual approaches 

effectively make the cache replacement decision based on the 

trained classifiers. The trace-driven simulation results indicated 

that in terms of byte hit ratio and/or hit ratio, the performance of 

each of the conventional Greedy-Dual-Size-Frequency (GDSF) 

and Greedy-Dual-Size (GDS) was noticeably enhanced by 

applying the proposed Greedy-Dual approaches on five real 

datasets. 

Keywords—Cache replacement; Greedy-Dual approaches; 

machine learning; proxy 

I. INTRODUCTION 

Internet performance can be improved by several 
approaches, any one of which may not always be the best 
method, due to practical issues such as network infrastructure, 
environment, and cost of hardware [1]. The second and the 
most popular approach is a web caching technique [1], [2], 
which decreases the network load by providing the requested 
web content from local storage. In a similar manner to caching 
in the cache memory to enhance CPU performance, web 
caching stores some web objects in anticipation of future 
requests, to enhance Web-based systems. 

Basically, the implementation of web caching is done in 
three levels: client machine, proxy server and/or origin server. 
However, it is considered that the most significant caching 
approach is web proxy caching [2]-[7] which is used to save 
the networks‟ bandwidth, reduce Internet network traffic and 
decrease user-perceived latency. 

In some situations, the proxy cache buffer is full of the 
stored web objects and a cache replacement policy is executed 
to provide enough space for the new incoming objects.  The 
proxy cache replacement policy is responsible for removing 
unwanted web objects which may cause proxy cache pollution 
and poor performance. 

Greedy-Dual-Size-Frequency (GDSF) and Greedy-Dual-
Size (GDS) are two of the most commonly used web pages 
caching strategies, which are applied at proxy server. In GDS 

and GDSF, the replacement cache decision is made based on 
mathematical equations combining a few important features of 
the object. Higher priority is given by GDS and GDSF to small 
web objects compared with large objects. Thus, the hit ratio is 
maximized, but at the expense of the byte hit ratio. Since web 
users' interests change depending on rapid changes in a web 
environment, smart and adaptive approaches are required to 
contribute to the web caching and replacement decisions. 

II. SUMMARY OF CONTRIBUTIONS 

Least-Frequently-Used-Dynamic-Aging (LFU-DA) and 
Least-Recently-Used (LRU) were enhanced using supervised 
machine learning in previous works [7], [8], respectively. 
However, the hit ratio measure achieved by the intelligent LRU 
and LFU-DA approaches were not good enough compared to 
GDS and GDSF because neither the size nor the retrieving time 
of web pages was considered in these approaches. In this paper 
it is shown how intelligent machine learning classifiers are 
effectively utilized in the GDS and GDSF in order to obtain 
optimal and intelligent Greedy-Dual approaches that can 
perform better in terms of both bytes hit ratio and hit ratio. 

GDS is combined with intelligent machine learning 
classifiers to produce novel smart GDS caching methods (such 
as SVM-GDS, C4.5-GDS, and NB-GDS) with better 
performance. In the proposed intelligent GDS caching 
approaches, the frequency factor in the conventional GDS 
policy is replaced with the probability (computed by either the 
trained C4.5, SVM or NB classifier) of re-accessing the object 
soon. 

In addition, C4.5, SVM or NB is incorporated with GDSF 
to improve the low byte hit ratio. The subsequent proposed 
replacement approaches are called C4.5-GDSF, SVM-GDSF 
and NB-GDSF. In the proposed intelligent GDSF approaches, 
the value of the object class (either one or zero) predicted by 
the trained classifier is added in the conventional GDSF in 
order to assign a higher priority to the web objects that are 
likely to be revisited soon. 

The relative performances of the proposed intelligent 
Greedy-Dual approaches are then comprehensively discussed 
and compared with the most common and more relevant 
intelligent cache replacement methods. 
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The remainder of this paper is structured as follows. 
Section III describes the background of web proxy replacement 
and caching. Supervised machine learning is also presented 
briefly in subsection B while the current intelligent web cache 
replacement techniques are summarized in subsection C. 
Section IV presents the methodology of the proposed 
intelligent Greedy-Dual algorithms.  The proposed approaches 
are evaluated and compared with other conventional and 
intelligent cache replacement techniques in Section V. Finally, 
Section VI concludes the work proposed in this study and 
suggests future work arising from this paper. 

III. BACKGROUND AND RELATED WORK 

A. Web Proxy Cache Replacement 

The web proxy caching is a useful technique that plays an 
essential role in improving the performance of Web-based 
systems in terms of minimizing the utilization of network 
bandwidth, decreasing user-perceived delays and reducing 
loads on the original servers. 

Three popular aspects have high impact on web proxy 
caching, which are cache consistency, cache pre-fetching, and 
cache replacement [1], [3], [4]. However, the powerful cache 
replacement method is essential and can make the greatest 
contribution in enhancing the caching performance [5]-[10]. 

When the proxy cache becomes full of web objects, a 
replacement strategy is basically used to manipulate the 
contents of the cache to provide sufficient space for incoming 
objects.  The primary objective of the ideal cache replacement 
policy is to eliminate the undesired objects, to provide the best 
utilization of the proxy cache. Hence, cache hit rates can be 
improved, and loads on the server can be reduced. 

A Greedy-Dual-Size (GDS) policy is suggested by [11] to 
lessen the cache pollution issues faced by the SIZE policy. In 
addition to the size factor, the cost of retrieving a web object 
from the server and the aging factor are combined with the key 
value assigned by GDS for each object available in the proxy 
cache. As the proxy cache is fully occupied, the web object that 
has the lowest key value is removed to provide enough place to 
the new demanded objects. The GDS policy uses (1) to 
computes K(g), which represents the caching priority of object 
g visited by a web user. 

( )
( )

( )

C g
K g L

S g
 

             (1) 

Where S(g) is the size of g; C(g) is the fetching cost of g 
from its origin server; and L is an aging factor, which has the 
zero as the initial value and is then adjusted to the caching 
priority of the last replaced object. 

When object g is requested again, K(g) is modified based 
on the updated L value. Hence, the objects visited recently 
have larger caching priority values. The GDS policy obtains a 
much better hit ratio compared with other conventional 
replacement methods.  However, the GDS approach still 
suffers from a low byte hit ratio [11]. Therefore, [12] suggested 

an improvement on GDS by integrating the visit frequency 
F(g) into the replacement decision, to produce Greedy-Dual-
Size-Frequency (GDSF), as shown in (2). GDSF accomplishes 
a higher hit ratio compared to other cache replacement 
methods. However, although GDSF obtains a higher byte hit 
ratio than GDS, GDSF still performs minimal byte hit ratio 
compared to the other conventional replacement methods [12]. 

( )
( ) ( ) *

( )

C g
K g L F g

S g
 

             (2) 

B. Supervised Machine Learning 

The supervised learning algorithm works on the training 
dataset to generate a classifier that has the ability to predicting 
the correct class for the known dataset (testing dataset). This 
section concentrates on three popular machine learning 
algorithms: decision tree (C4.5), support vector machine 
(SVM) and Naïve Bayes classifier (NB), which have been 
successfully applied in many applications [13]-[17]. 

In the decision tree, a feature in the training instance is 
represented by a node, while each tree branch has a value, 
which can be predicted by that node. The C4.5 developed by 
[17] is the most commonly used algorithm to generate a 
decision tree for classification purposes. The C4.5 is 
constructed based on a top-down recursive approach to 
generate the decision tree. All of the training instances are 
initially at the tree root. The C4.5 then uses an impurity 
function in order to split the training instances recursively. The 
partitioning process is then repeated until all instances for a 
given node belong to the same class. 

A support vector machine, which is a discriminative model, 
aims to achieve an optimal hyperplane which categorizes new 
instances by generating the maximal likely distance between 
the separating hyperplane and the instances in order to decrease 
the upper bound on the predictable generalization error. In the 
SVM training, support vectors closer to the separating 
hyperplane are obtained from the dataset to represent the most 
valuable instances used for classification. In addition to linear 
classification, SVMs can be used to solve other non-linear 
classification problems by selecting the appropriate kernel 
function to convert the instances into high-dimensional spaces. 

One of the simplest Bayesian networks is the Naive Bayes 
network (NB), which is represented as a directed acyclic graph 
in which the class label is represented by the single parent and 
the features are represented by some children. NB supposes 
that no correlation exists between the features and that, given 
the class label, all the features are conditionally independent. 

The conditional probabilities Pr( | )
i i j

A a C c   and the prior 

probabilities Pr( )
j

C c  are computed in the training phase.  

Formula (3) is then used in order to predict the class of a test 
example. 

/ /

1

arg max Pr( ) Pr( | )
j

A

j i i j
c i

c C c A a C c


   
           (3)
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TABLE I.  SUMMARY OF THE EXISTING INTELLIGENT WEB CACHE REPLACEMENT TECHNIQUES 

Machine Learning Used Existing Works Based on 
Cache 

Location 
Data Used for Evaluation 

SVM 
SVM-DA [7] LFU-DA Proxy  The IRCache network‟s proxy logs files 

SVM-LRU [8] LRU Proxy  The IRCache network‟s proxy logs files 

Decision Tree 

C4.5-DA [7] LFU-DA Proxy  The IRCache network‟s proxy logs files 

C4.5-LRU [8] LRU Proxy  The IRCache network‟s proxy logs files 

 J48-C-LRU  [22] LRU Proxy  The IRCache network‟s proxy logs files 

CART, MARS, RF and TN in web caching [23] LRU 
Client and 
Sever 

- Cunha of Boston University „s 

Web client traces  

- E-Learning @UTM Web server 

Naïve Bayes Classifier 
NB-DA [7] LFU-DA Proxy  The IRCache network‟s proxy logs files 

NB-LRU [8] LRU Proxy  The IRCache network‟s proxy logs files 

ANN 

NNPCR  [24]   and NNPCR-2 [6] LFU-DA Proxy  The IRCache network‟s proxy logs files 

BP and PSO in Web caching [25] None Server 
Cunha of Boston University „s 

Web client traces 

LRU-C [9] LRU Server 

Finnish University and Research Network 
access‟s logs file  

 

ANFIS ICWCS [26] LRU Client 
Cunha of Boston University „s 

Web client traces  

Logistic Regression 

 LRU-C and LRU-M [27] LRU Proxy  
The IRCache network‟s proxy logs files just for 
one day  

Logistic regression in an adaptive web cache [28] None   Server Server logs files‟s Internet Traffic Archive  

C. Related Works on Intelligent Web Cache Replacement 

Techniques 

Several intelligent methods have been explored as 
alternative solutions to enhance the performance of traditional 
approaches of proxy cache replacement. The intelligent proxy 
cache replacement methods have been developed by using 
supervised machine learning techniques (see Table I), fuzzy 
systems [18], or evolutionary algorithms [19]-[21]. The 
existing intelligent web cache replacement techniques based on 
the supervised machine learning are considered as the most 
commonly used, effective and adaptive approaches, as 
summarized in Table I. 

By examining the existing works cited in Table I, it can be 
concluded that two intelligent replacement paradigms are 
dominant in the existing intelligent web cache replacement 
techniques. A supervised machine learning technique is 
utilized independently in the proxy cache replacement or 
incorporated with one of the conventional replacement policies 
such as LFU-DA or LRU. The object size and cost are not 
considered in the replacement decision with these paradigms. 

Unlike the previous works, the proposed intelligent 
Greedy-Dual approaches can remarkably enhance the byte hit 
ratio of the conventional GDSF and GDS. Besides, they utilize 
the advantages of GDS and GDSF in terms of high hit ratio. In 
other words, intelligent machine learning classifiers are 
effectively utilized into the GDS and GDSF in order to obtain 
optimal intelligent Greedy-Dual approaches that can achieve 
good performance in both the hit ratio and the byte hit ratio. 

IV. METHODOLOGY 

A methodology for enhancing web proxy cache 
replacement using intelligent Greedy-Dual approaches is 
explained in this section.  The methodology involves two 
phases: training of supervised machine learning classifiers, and 
then integrating the trained classifiers into the web proxy cache 
replacement. 

A. Training of Supervised Machine Learning Classifiers 

In order to effectively predict the desired web object, C4.5, 
SVM and NB classifiers are trained with training data prepared 
based on users‟ requests recorded in the web proxy logs file. 
Some features of the training dataset are extracted from the 
web proxy logs file immediately, while other features are 
prepared using equations, as shown in Table II. The target 
output for each request is also prepared from the proxy logs 
file, based on the forward-looking sliding window (SWL) as 
shown in (4). 

  

{

                                                                

                                                                                                
(4) 

As can be observed, the input features are based on the past 
information of objects requests within the backward-looking 
sliding window to expect whether these objects would be 
revisited soon or not within the forward-looking sliding 
window. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

79 | P a g e  

www.ijacsa.thesai.org 

TABLE II.  THE FEATURES PREPARATION OF TRAINING DATASET 

Feature 

Name 
Description How to Prepare 

SWL-based 

Recency 

Recency of 

visiting a 

object withing 
backward-

looking sliding 

window 

( , ) ,

1

,

Max SWL T if object g

was requested beforex

SWL otherwise

















 

where T is the time in seconds since 

object g was last request , and SWL is 
sliding window length. 

Frequency 

Visits 
Frequency of  

a object 

Number of requests for a web object in 

proxy logs file 

SWL-based 

Frequency 

Visits 

Frequency of  

a object within 
backward-

looking sliding 

window 

1 ,
3

1

3
1 ,

x if T SWL

i

x
i otherwise











  




 

Retrieval 

time 

fetching time 

of a object in 
milliseconds 

extracted from elapsed time field of log 

entry in the proxy logs file 

Size 
Size of object 

in bytes 

extracted from size field of log entry in the 

proxy logs file 

Type 
Type of  web 

object 

1 for HTML, 2 for image, 3 for audio, 4 

for video, 5 for application and zero for 
others. 

When the proxy dataset is preprocessed well, C4.5, SVM 
and NB can be trained using the prepared dataset for web 
object classification. The training phase aims to train C4.5, 
SVM and NB classifiers to predict the web object class 
requested by the user, either as objects to be revisited soon or 
not. Consequently, the classification information is utilized 
with the cache replacement decision to enhance the web proxy 
caching performance. 

B. Proposed Intelligent Greedy-Dual Approaches 

As NB, C4.5 and SVM are correctly trained to classify 
proxy cache contents, as discussed earlier; a web proxy cache 
replacement strategy can utilize NB, C4.5 or SVM classifiers 
for managing the contents of the web proxy cache. As shown 
in Fig. 1, when a web user visits object g, the cache manager 
searches for object g in the proxy cache. Whether a cache hit or 
miss has occurred, intelligent Greedy-Dual approaches are 
used to compute or update the caching priority, K(g), of g.  The 
desired features of g, as shown in Table II, are collected and 
utilized as inputs for the classification algorithm that can 
classify object g as an object that would be revisited again or 
not. Thus, the classification decision is incorporated into the 
GDS or GDSF cache replacement approach for updating the 
priority of g. Then, g is reordered and located depending on the 
new priority of g in the cache list. Consequently, the proposed 
intelligent GDS and GDSF can identify and remove the 
unwanted web objects with the lowest priority for replacement. 

In the proposed intelligent GDS approaches, classification 
information produced by C4.5, SVM or NB classifier is 
combined with the conventional GDS to enhance the byte hit 
ratio. The suggested intelligent GDS approaches are so-called 
NB-GDS, C4.5-GDS and SVM-GDS. In the proposed 
intelligent GDS approaches, a NB, C4.5 or SVM classifier is 
used to compute the probability, Pr(g), of revisiting object g in 
the near future. Each time a user visits an object g, the 

accumulated Pr(g), i.e.,  ( ) ( )W g Pr g , is combined with 

the caching priority K(g) using (5). 

( )
( ) ( ) *

( )

C g
K g L W g

S g
 

             (5) 

In addition to the intelligent GDS, the traditional GDSF is 
extended based on a NB, C4.5 or SVM classifier to enhance 
the low byte hit ratio. Therefore, the proposed NB-GDSF, 
C4.5-GDSF and SVM-GDSF are produced as alternative 
approaches to the traditional GDSF web proxy cache 
replacement method. 

In the proposed intelligent GDSF approaches, the trained 
NB, C4.5 or SVM classifier is applied for the prediction of the 
web objects‟ class (one or zero) requested by the web user. The 
class label is then included as an additional weight into GDSF 
to provide higher priority to the preferred objects, which will 
be revisited sometime in future even if the preferred objects are 
large. When a web user visits g, the intelligent GDSF uses (6) 
to assign the caching priority, K(g), of object g. Hence, based 
on its priority, g is relocated in the proxy cache. 

( )
( ) ( ) * ( )

( )

C g
K g L F g W g

S g
  

            (6) 

Where ( )W g  is either one or zero, which represents the 

class of object g obtained using the NB, C4.5 or SVM 
classifier. 

The rationale behind the proposed intelligent Greedy-Dual 
approaches is explained as follows. The conventional GDS and 
GDSF give greater priority to small web objects, which are 
removed first from the proxy cache. Thus, the hit ratio is 
maximized by the conventional GDS and GDSF but at the 
expense of the byte hit ratio. Instead of that, the suggested 
intelligent Greedy-Dual approaches can predict either the class 
value or probability of the preferred objects, which would be 
re-accessed soon using SVM, NB and C4.5 classifiers. 
Accordingly, the class information is successfully integrated 
with the storing priority of the web object. In other words, the 
priority values of those preferred objects can be enhanced 
using a SVM, NB or C4.5 classifier, regardless of their size 
and visits frequency. Thus, the proposed intelligent Greedy-
Dual approaches can outstandingly enhance the byte hit ratio of 
the conventional GDS and GDSF. In addition, the superior hit 
ratio of the conventional GDS and GDSF can be maintained in 
the intelligent Greedy-Dual approaches. 
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Fig. 1. A methodology for enhancing web proxy cache replacement using intelligent greedy-dual approaches. 
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V. RESULTS AND DISCUSSION 

A. Data Collection 

The proxy log files used in this study were obtained from 
five proxy servers (BO2, NY, UC, SV and SD) from the 
IRCache network [29] that are located in the United States over 
a period of fifteen days. C4.5, SVM and NB classifiers were 
trained based on the data collected in the first day, while the 
remaining data of the two weeks were used to evaluate the 
suggested intelligent Greedy-Dual method against existing 
works. 

B. Improvement Ratio of Hit and Byte Hit Ratio 

In this study, a WebTraff [30] simulator was adjusted to 
simulate and evaluate the effectiveness of the performance of 
the proposed intelligent Greedy-Dual approaches against 
various existing web cache replacement policies. 

The most popular measures used to verify and evaluate the 
performance of proxy cache replacement are hit ratio (HR) and 
byte hit ratio (BHR), which are related with the number of 
user‟s requests and bytes served by the proxy cache instead of 
the original server. Due to space limitations, (7) is used to 
calculate the average improvement ratios (IRs) of conventional 
method (CM) in terms of the HR and BHR obtained by the 
proposed method (PM), i.e., the intelligent GDS and GDSF 
against conventional GDS and GDSF. 

( )
100 (%)

PM CM
IR

CM


 

            (7)

 

For the five datasets, Table III summarizes the average IRs 
performed by intelligent GDS approaches over conventional 
GDS for each particular cache size. The averages IRs were 
significantly influenced when the proxy cache size increased. 
More particularly, the impact of the performance of a 
replacement policy for the small cache was noticed clearly, 
since the replacement process occurred frequently. 

For HR, the results show that SVM-GDS, NB-GDS and 
C4.5-GDS improved the HR of GDS with average IRs by up to 
17.42%, 22.45% and 18.79% respectively, as shown in 
Table III. For the average IRs of the BHR, the BHR of the 
GDS was significantly enhanced by SVM-GDS, NB-GDS and 
C4.5-GDS, by up to 57.61%, 229.14% and 85.65%, 
respectively. This was mainly due to the capability of 
intelligent GDS approaches to intelligently remove the correct 
objects from the proxy cache. By contrast, the low BHR of the 
conventional GDS was expected, due to the GDS‟s weighting 
toward smaller objects, even if the smaller objects are not 
preferred. 

From Table III, it can also be seen that the HR of C4.5-
GDS was almost the same as the HR of SVM-GDS, but 
slightly lower than that of NB-GDS. In terms of the BHR, NB-
GDS accomplished the best BHR, while SVM-GDS attained 
the worst BHR compared to the BHRs of NB-GDS and C4.5-
GDS. This was due to the fact that NB-GDS gave more 

accurate probabilities or scores to the preferred objects, either 
small or large objects. This contributed greatly to obtaining a 
good HR and a much better BHR from NB-GDS than from the 
others. 

The average IRs achieved by the intelligent GDSF methods 
are also presented in Table III. SVM-GDSF, NB-GDSF and 
C4.5-GDSF accomplished good HRs but these were slightly 
inferior to the HR of the conventional GDSF. In the worst case, 
SVM-GDSF, NB-GDSF and C4.5- GDSF lost 7.29%, 9.43% 
and 7.4% respectively from the HR of GDSF. However, the 
BHR of GDSF was significantly enhanced by SVM-GDSF, 
GDSF-NB and C4.5-GDSF and increased by 407.49%, 
380.55%, and 308.08%, respectively. This enhancement was 
obtained because the GDSF tends to cache many of the small 
objects in the proxy cache to increase the HR, but at the 
expense of BHR. 

Table III shows also that C4.5-GDSF and SVM-GDSF 
achieved slightly higher HRs than the HR of NB-GDSF, while 
NB-GDSF and SVM-GDSF achieved better BHRs compared 
to the BHR of C4.5-GDSF. This meant that the best balance 
between the HR and BHR was achieved by SVM-GDSF. 

C. Overall Comparison and Discussion 

As shown in the previous section, the proposed NB-GDS 
and SVM-GDSF achieved a more competitive HR and better 
BHR. Thus, NB-GDS and SVM-GDSF were selected to be 
used in the overall comparison. The proposed NB-GDS and 
SVM-GDSF approaches were compared with the most 
common cache replacement methods used in squid software 
such as LRU, GD, GDSF and LFU-DA [24], [6]. In addition, 
NB-GDS and SVM-GDSF were compared with other existing 
intelligent proxy cache replacement methods, such as NNPCR-
2 [6], SVM-LRU [8], and SVM-DA [7]. 

In terms of the HR, Fig. 2 clearly indicates that SVM-LRU, 
NB-GDS and SVM-DA improved the performance of LRU, 
GDS and LFU-DA, respectively on the five proxy datasets. 
Conversely, the HR of SVM-GDSF was comparatively or 
somewhat worse than the HR of GDSF. Fig. 2 also 
demonstrates that the HRs of NB-GDS, SVM-GDSF and 
SVM-DA were much better than the HR of NNPCR-2, while 
the HR of SVM-LRU was slightly better than that of NNPCR-
2 for most of the proxy datasets. From Fig. 2, it can be 
concluded that the best HR was achieved by NB-GDS, while 
the worst HR was given by LRU on all datasets. 

In terms of BHR, Fig. 3 demonstrates that, for all proxy 
datasets, the BHR obtained by GDS and GDSF was much 
lower than that achieved by LFU-DA, LRU and NNPCR-2. 
This was expected, since LFU-DA, LRU and NNPCR-2 
policies removed objects regardless of their sizes. Furthermore, 
the BHRs of SVM-DA and SVM-LRU were better than those 
of LFU-DA, LRU and NNPCR-2 in all proxy datasets with 
different cache sizes. 

It can also be noticed from Fig. 2 and 3 that although GDS 
and GDSF had a better a performance for the HR obtained 
compared to the others, it can clearly be seen that the BHRs of 
GDS and GDSF were the worst among all the methods. This is 
because GDS and GDSF prefer to cache the small and recent 
objects. 
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TABLE III.  THE AVERAGE IRS ACHIEVED BY INTELLIGENT GDS AND GDSF OVER GDS AND GDSF 

Cache Size 

(MB) 

Average IR of HR and BHR Over GDS and GDSF (%) 

SVM-GDS SVM-GDSF NB-GDS NB-GDSF C4.5-GDS C4.5-GDSF 

HR BHR HR BHR HR BHR HR BHR HR BHR HR BHR 

1 17.42 26.23 -1.59 16.42 22.45 46.47 -0.86 16.85 18.79 33.96 -1.03 16.34 

2 15.87 26.37 -3.13 27.31 18.96 51.38 -4.55 105.22 17.05 35.21 -2.46 20.43 

4 10.56 23.95 -3.88 45.61 15.21 96.64 -10.81 255.28 14.52 28.70 -6.07 32.85 

8 13.15 41.09 -5.37 155.77 15.25 229.14 -6.97 278.46 13.97 56 -3.27 125.2 

16 11.05 48.47 -6.01 123.57 12.92 179.98 -6.47 147.21 11.6 85.65 -4.35 91.98 

32 10.09 54.44 -6.50 94.15 11.31 125.3 -7.76 96.59 10.45 81.01 -5.99 76.7 

64 9.74 49.08 -6.39 407.49 10.7 202.07 -7.79 380.55 9.95 54.82 -6.18 308.08 

128 7.08 57.61 -7.28 125.95 8.77 105.77 -9.43 96.45 7.29 73.1 -7.4 93.04 

256 5.11 50.59 -6.96 84.55 7.65 88.36 -8.79 65.61 5.32 59.39 -6.22 54.34 

512 2.96 44.78 -5.32 61.66 5.58 75 -8.18 38.09 3.09 59.61 -4.88 34.42 

1024 1.95 35.22 -4.13 40.8 5.32 71.87 -6.44 25.29 2.23 51.34 -2.94 19.38 

2048 0.64 34.71 -2.50 25.59 4.47 55.11 -5.11 17.18 0.87 54.97 -2.63 8.15 

4096 0.28 28.75 -2.49 9.16 4.41 30.82 -4.08 10.23 0.40 29.89 -1.61 4.81 

8192 0.15 8.17 -0.37 2.54 3.86 8.66 -2.06 2.40 0.20 8.42 -0.69 1.95 

16384 0.03 1.27 -0.05 1.16 3.89 1.56 -0.25 0.24 0.05 1.58 -0.20 0.12 

32768 0 0.56 0 0.02 3.87 0.96 0 0.33 0 0.94 -0.02 0.28 

Fig. 2 and 3 show that both SVM-GDSF and NB-GDS 
were significantly improved in terms of BHRs achieved over 
GDSF and GDS, respectively. It can be concluded that the 
proposed NB-GDS and SVM-GDSF achieved outstanding HRs 
and competitive BHRs for most of the proxy datasets. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, intelligent Greedy-Dual approaches have 
been suggested to obtain optimal web proxy cache replacement 
approaches that can achieve good performance in both HR and 
BHR. To improve the lower byte hit ratios of the conventional 
GDS and GDSF policies, intelligent machine learning 
classifiers were combined with these policies to produce novel 
intelligent GDS and GDSF caching approaches with better 
performance.  The trace-driven simulation results depicted that 
the intelligent Greedy-Dual approaches noticeably enhanced 
the performance of the traditional GDS in terms of byte hit 
ratio and hit ratio. The averages of the IRs of the BHRs 
obtained by SVM-GDS, NB-GDS and C4.5-GDS over GDS 
increased by 57.61%, 229.14% and 85.65%, respectively, 
while the average IRs of the HR increased by 17.42%, 22.45% 
and 18.79%, respectively. Moreover, the intelligent GDSF 
approaches significantly improved the performance in terms of 

the byte hit ratio of GDSF. The average IRs of the BHRs of 
SVM-GDSF, NB-GDSF, and C4.5-GDSF were many times 
greater than the BHRs of GDSF, and increased by 407.49%, 
380.55%, and 308.08%, respectively. When the proposed 
intelligent Greedy-Dual approaches were compared with 
conventional and other intelligent replacement approaches, it 
was observed that the proposed NB-GDS achieved the best 
HR. Furthermore, BHRs of SVM-GDSF and NB-GDS were 
competitive with the BHRs of LRU and LFU-DA for most 
proxy datasets. 

The proposed intelligent Greedy-Dual approaches can be 
implemented in real environments such as organizations or 
universities. For example, the proposed approaches can be 
implemented on proxy servers of departments, faculties and 
campus, to reduce the response time and save the network 
bandwidth of server. The proposed approaches do not consider 
multiple caching proxies, which cooperate and share their 
caches. In addition, regular retraining of classifiers is expected 
to improve the adaptability and efficiency of the proposed 
intelligent caching approaches. Eventually, instead of stand-
alone web caching, intelligent Greedy-Dual approaches can be 
effectively integrated with a prefetching policy in order to 
improve the web performance. 
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Fig. 2. Comparison of hit ratio between the conventional and intelligent web proxy caching approaches. 
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Fig. 3. Comparison of byte hit ratio between the conventional and intelligent web proxy caching. 
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Abstract—An identification method for earth observation 

data according to a chaotic behavior based on Takens 

reconstruction theory is proposed. The proposed method is 

examined by using the observed time series data of SST (Sea 

Surface Temperature) and the SOI (Southern Oscillation Index) 

data. The experimental results show that the time for the 

identification of the proposed method is not later than that of the 

existing method. Author confirmed that by using the definitions 

of the Japan Meteorological Agency and the use of Equations, I 

can identify El Niño / La Niña at an earlier time. In other words, 

we do not necessarily need a numerical value for 10 months by 

identifying the proposed method. I confirmed that the time 

required for the identification judgment of the proposed method 

is about one month. The proposed method is not based on 

extrapolation method with numerical model or governing 

equation, but based on interpolation method using only actual 

observation time series. 

Keywords—Time series analysis; takens; sea surface 

temperature: SST; southern oscilation index: SOI; El Niño-

southern oscillation: ENSO 

I. INTRODUCTION 

El Niño phenomenon / La Niña phenomenon
1
 has been 

noticed not only around the equator but also as one of the 
things affecting the weather in the world numerical prediction 
and estimation of the phenomenon using numerical models 
and governing equations. Also, in Japan, the Meteorological 
Agency has made a judgment of the El · Niño phenomenon / 
La Niña phenomenon. By the way, the definition of the El 
Niño phenomenon / La Niña phenomenon by the 
Meteorological Agency is defined as the El Nino surveillance 
area in the western coast of the eastern Pacific equatorial 
region from 4° North to 4° South and 150° West to 90° West. 

It is assumed that the 5 month moving average value of the 
difference from the average sea surface temperature standard 
value (30 years average from 1961 to 1990) has reached 0.5°  
C or more (-0.5° C. or less) continuously for 6 months or more. 
In other words, data for minimum (2 + 6 + 2) months is 
necessary for judgment by the Meteorological Agency of the 
El · Niño phenomenon / La Niña phenomenon. If the 5-month 
moving average value of the difference with the monthly 
average sea surface temperature standard value of the survey 
area becomes 0.5° C or more (-0.5° C or less) consecutively 
for less than 6 months, non-La Niña. It is judged as "Niña"). 

                                                           
1 https://oceanservice.noaa.gov/facts/ninonina.html 

El Niño - pacific trade wind and extraordinary high water 
temperature in eastern equatorial region is discussed [1]. Also, 
a new wave of climate research El Niño and Southern 
Oscillation [2] is reported. On the other hand, global aspects 
of ENSO (El Niño / Southern Oscillation) [3] is discussed 
together with global structure of the El Nino / Southern 
Oscillation-Part I [4] and II [5]. Meanwhile, abrupt 
enhancement of convective, activity and low-level westerly 
burst during the onset phase of the 1986-87 El Nino [6] is 
discussed. 

Anomalously short duration of the easterly wind phase of 
the QBO: Quasi-Biennial Oscillation

2
 at 50 hPa in 1987 and 

its relationship [7] is discussed. Meanwhile, development of a 
twin cyclone and westerly, bursts during the initial phase of 
the 1986-87 El Nino [8] is well reported. Meantime, efforts to 
solve the El Niño phenomenon [9] is discussed. El Niño and 
prediction of extreme weather [10] is reported. 

Statistical features of temperature and precipitation in the 
world during the El Niño La Niña phenomenon period [11] is 
reported. A research toward the prediction of the El Niño 
phenomenon [12] is also well reported. The current state of 
research on prediction of El Niño and related abnormal 
weather [13] is summarized in Central Research Institute of 
Electric Power Industry Research Report T, 98056, pp. 1 - 23, 
1999. "Monitoring and prediction of global warming and El 
Niño phenomenon," is published by Meteorological Agency 
Climate Oceanic Weather Department Climate Information 
Division [14]. 

Use of The Tropical Ocean Global Atmosphere program 
(TOGA) TAO / TRITON buoy

3
 data

4
 for monitoring and 

prediction of El Niño phenomenon [15] is reported. 
Meanwhile, a study on the interaction between the atmosphere 
and the ocean using satellite observations and numerical 
models [16] is conducted. Simulation of typhoon and El Niño 
Southern Oscillation by high resolution atmosphere and ocean 
binding model [17] is well reported. Also, large scale 
meteorological phenomena in tropical zone and The Tropical 
Rainfall Measuring Mission TRMM

5
 observation - 1997-98 El 

Niño's termination and Madden-Julian vibration [18] is 
introduced. 

                                                           
2 https://www.jstage.jst.go.jp/article/mripapers/48/1/48_1_1/_article 
3 https://www.pmel.noaa.gov/gtmba/ 
4 https://climatedataguide.ucar.edu/climate-data/tropical-moored-buoy-

system-tao-triton-pirata-rama-toga 
5 https://trmm.gsfc.nasa.gov/ 
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About the work of the El Niño monitoring center [19] is 
reported. On the other hand, El Niño surveillance center [20] 
is also reported. Meteorological Agency El Niño Observation 
Forecast Center: reported “El Nino events occurred," [21]. 
Meanwhile, about the updated "El Niño surveillance bulletin" 
[22] is reported. 

El Niño Chaos is introduced in the Mathematical Science 
society [23]. Furthermore, numerical modeling for prediction 
El Nino's dynamic [24] is proposed. Meanwhile, detecting 
strange attractors in turbulence in Dynamical Systems and 
Turbulence [25] is discussed. The Takens embedding 
theorem

6
 is introduced [26]. 

El Nino phenomena analysis with Earth Observation 
Satellite data [27] is discussed. Also, El Nino and La Nina 
discrimination based on Takens reconstruction theory

7
 is 

proposed [28]. Prediction method of ENSO: El Nino Southern 
Oscillation

8
 event by means of wavelet based data 

compression with appropriate support length of base function 
[29] is also proposed. 

The purpose of this research is to shorten the time required 
for judgment by the definition of the Japan Meteorological 
Agency. More generally, information on how long the state in 
which the absolute value of the 5-month moving average 
value of the difference from the reference value of the 
monthly average sea surface temperature in the surveillance 
area is α degree C. or more continues is obtained early 
Establishing a method. 

In this paper, Takens reconstruction theorem possessing 
the feature that it is possible to extract its data characteristics 
only from target observation data having nonlinearity, and the 
feature that extrapolation problem can be transformed into 
interpolation problem A method for judging the La. Niño 
phenomenon / La Niña phenomenon is proposed. Also, the 
effectiveness of the proposed method is validated in this paper. 

The next section describes the proposed method together 
with typical conventional Newton-Raphson method

9
 for 

retrieving vertical profiles followed by experiments.  Then 
conclusion with some discussions is followed by together with 
future research works. 

II. PROPOSED METHOD 

Consider extracting its dynamic characteristics from actual 
observation time series only. To realize dynamic characteristic 
extraction of the object time series [23], [24], we will estimate 
the behaviors of the hidden deterministic state variables Xi (i = 
1, 2) of the actual observation time series. To estimate the 
deterministic rule, the reconstruction theorem by F. Takens 
[25], [26] is used. 

                                                           
6 https://www.worldscientific.com/doi/abs/10.1142/S0218127491000634 
7 https://en.wikipedia.org/wiki/Takens%27s_theorem 
8 https://en.wikipedia.org/wiki/El_Niño–Southern_Oscillation 
9 http://www.sosmath.com/calculus/diff/der07/der07.html 

 

Fig. 1. Overview of the Trajectory of Xt. 

A. Reconstruction Theorem of Takens 

From two different scalar real observation time series ξ, η i, 

m 1 + m 2 dimensional state variable, 

 １                  )                  )  

  ) 

                   )                  )  
  ) 

                   )                  )  
  ) 

Are composed (Τ1, τ2, β: time delay). When analyzing 
based on actual observation data, how to choose the time 
delays τ 1, τ 2, β is a problem. Here, the parameters m1 + m2 are 
called embedded dimensions. X1, X2, ..., X, ... are temporal 
orders, and the displacement from Xt Xt + 1 at an arbitrary time t 
depends on the actual observation time series ξi, ηi. 

By analyzing the trajectory of m1 + m2 dimensional state 
change Xt,, We estimate the characteristics of the real 
observation time series ξi, ηi. As an example, the trajectory of 
the three-dimensional state variable Xt is shown in Fig. 1. 

B. Judgment Method 

In the space of the state variable Xt, El Nino Year / La La 
Niña, the history of the year of Nina and non El Nino / non-La 
Niña. We think that it is different from the trajectory of the 
year. 

III. EXPERIMENT 

A. Data Used 

The data used are SST (sea surface temperature) from the 
Japan Meteorological Agency and Make the monthly data of 
SOI (southern oscillation index). However, SST is the 
standard value of the monthly average sea surface temperature 
(30 years average value from 1961 to 1990). 

SOI is the data of the difference between Tahiti and Oh on 
the South Pacific. It was indexed based on the atmospheric 
pressure deviation of Darwin on the Straia. It is a thing and is 
a measure of the strength of the trade wind, time limit. It is 
January 1972 to December 2001. Table I shows monthly mean 
sea level. Table I shows the mean values of SST per month 
derived from SST data from 1961 to 1990. 
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TABLE I. THE MEAN VALUES OF SST PER MONTH DERIVED FROM SST 

DATA FROM 1961 TO 1990 

Month Mean SST(deg.C) 

January 25.4 

February 26.2 

March 26.9 

April 27.1 

May 26.6 

June 26.1 

July 25.2 

August 24.6 

September 24.6 

October 24.6 

November 24.6 

December 24.9 

It shows the reference value of water temperature. In 
addition, it was decided by the Meteorological Agency that the 
El Niño phenomenon occurred years is 

 1972-1973 

 1976-1977 

 1982-1983 

 1986-1988 

 1991-1993 

 1997-1998 

It is judged that the La Niña phenomenon occurred years is 

 1972-1976 

 1984-1985 

 1988-1989 

 1998-2000 

It is the 4th time of the year. These include El Niño 
phenomenon and there is a year when La Niña phenomenon 
occurred. In addition, one year is the period from January to 
December; also, in 1991-1993 El Niño phenomenon and La 
Nina in 1972-1976. There are two time periods for the El Niño 
and the La Niña phenomenon in 1998-2000. 

B. Experimental Method 

The proposed method analyzes the trajectory of mass 
points on multidimensional space, and from the viewpoint of 
visual understanding of the reader, this paper reports cases 
where β = 0, m1 = m2 = 1. That is, by setting β = 0, m1 = m2 = 
0, and β = 0, m1 = m2 = 1, analysis on a two-dimensional plane 
can be performed. The reason for using the southern vibration 
index is that the sea surface temperature and the southern 
vibration index are interlocking with each other in order to 
take account of the influence. 

A method for identification of El Niño / non El Niño is the 
followings: 

1) The Meteorological Agency judged that El Niño 

phenomenon occurred. Appropriate reconstruction theorem for 

sea surface temperature and southern vibration index of year. 

Use it to display its trajectory. 

2) The Japan Meteorological Agency did not judge that El 

Niño phenomenon occurred. Reconstruction for sea surface 

temperature and southern vibration index in a year. Apply the 

idea and display its trajectory. 

3) The Meteorological Agency judged that the El Niño 

phenomenon occurred. The locus of the reconstruction space 

of the year and the Meteorological Agency issue the El Niño 

phenomenon. The difference from the trajectory of the 

reconstruction space of the year not determined to have been 

generated. Examination, El Niño passing the path of the year 

and non-El Niño. Find the area of the reconstruction space 

where the trajectory of the year does not pass. 

4) In the locus of a certain year, the found reconstruction 

space. When that locus passes through the area of it is judged 

as El Niño year. 

Identification of La Niña / Non La Niña can be done with 
the same method. The problems are the following: 

1) Is there a region of reconstruction space through which 

the locus of the El Niño year passed and the trajectory of the 

non-El-Niño year does not pass? 

2) Is there a region of reconstruction space through which 

the locus of La Niña passed and the trajectory of the non-La 

Niña year does not pass? 

3) If the trajectory passes through the area of the found 

reconstruction space, does it agree with the judgment result by 

the definition of the Japan Meteorological Agency? 

4) Does the decision timing by the proposed method 

become slower than the judgment timing based on the 

definition of the Japan Meteorological Agency? 

C. Application of Takens Reconstruction 

Below, the horizontal axis of Fig. 2 to 5 shows the 
difference from the standard value of monthly mean sea 
surface temperature and the vertical axis is the southern 
vibration index. 

Fig. 2 shows the trajectory of (SST, SOl) from 1972 to 
2001. The red line (72-73, 76-77, 82-83, 86-88, 91-93, 97-98) 
is the locus of the year determined by the Meteorological 
Agency that the El Niño phenomenon occurred and the green 
line (74-75, 78-81, 84-85, 89-90, 99-01). The blue line (94-96) 
is the locus of the year not judged by the Meteorological 
Agency that the El Niño phenomenon occurred (Fig. 3(a)). 

Fig. 3(b) shows the locus of the year that was not judged 
by the Japan Meteorological Agency that the El Niño 
phenomenon occurred, and shows the locus of the year judged 
by the Japan Meteorological Agency that El Niño 
phenomenon occurred; it is expressed for each period. 

Fig. 4 shows the trajectory of (SST, SOI) from 1972 to 
2001. In the figure, the red line (72-76, 84-85, 88-89, 98-00) is 
the locus of the year determined by the Meteorological 
Agency that the La Niña phenomenon occurred and the green 
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line (86-87, 01), Blue line (77-83), Light blue line (90-97) is 
the locus of the year that was not judged by the 
Meteorological Agency that the La Niña phenomenon 
occurred. Fig. 5(a) shows the locus of the year determined by 
the Meteorological Agency that the La Niña phenomenon 
occurred for each period, and Fig. 5(b) shows that the La Niña 
phenomenon occurred and the Meteorological Agency In each 
period, the trajectory of the year that was not determined by 
the period. 

As shown in Fig. 5(b), SOI = 0, so the state of SST> 05 
becomes a short period and it is not judged as El Niño from 
the definition of the Japan Meteorological Agency, and from 
Fig. 5(b) SOI < 0, the state of SST = - 0.5 became a short term 
and it is understood that there was a case that it was not 
judged as La Niña from the definition of the Japan 
Meteorological Agency. That is, the authors judge that the 
southern vibration index and sea surface temperature are 
necessary for early identification of El  Niño / La Niña. 

 

Fig. 2. The trajectory of SST-SOI Data during El Nifto years and non 

El Nino years from 1972 to 2001. 

 
(a) The trajectories of SST-SOI data during El Nino years. 

 
(b)The Trajectories of SST-SOI Data during non El Nino Years. 

Fig. 3. The trajectories of SST-SOI Data during El Nino years and non 

El Nino years. 

 

Fig. 4. The trajectory of SST-SOI Data during La Nina years and non 

La Nina years from 1972 to 2001. 

 
(a) The trajectories of SST-SOI data during La Nina years. 
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(b) The trajectories of SST-SOI data during non La Nina years. 

Fig. 5. The trajectories of SST-SOI data during La Nina years and non 

La Nina years. 

Fig. 2 ~ Fig. 3 and Fig. 4 ~ Fig. 5, the trajectory of (SST, 
SOI) of the year judged by the Meteorological Agency that the 
El · Niño phenomenon / La · Niña phenomenon occurred and 
El · Niño phenomenon / It can be seen that there is a region 
different from the locus of (SST, SOI) of the year that was not 
judged by the Meteorological Agency when the La Niña 
phenomenon occurred. In other words, the locus of (SST, SOI) 
in the year that the Japan Meteorological Agency did not 
judge that the El · Niño phenomenon occurred does not pass 
through at least to the area of  

SST> 1.1, SOI <0              (1) 

It is understood that the locus of (SST, SOI) in the year 
that the Niña phenomenon occurred does not pass through at 
least to the region of  

SST < - 1.0, SOI> 0              (2) 

In addition, the locus of (SST, SOI) in the year when the 
Meteorological Agency judged that the El · Niño phenomenon 
/ La Niña phenomenon occurred was passed, it was judged by 
the Meteorological Agency that the El Niño phenomenon / La 
Niña phenomenon occurred Once it enters an area where the 
trajectory of (SST, SOI) did not pass, it will be found that it 
will stay within that area for a while. 

Tables II and III show the period of time required for 
judgment when identifying El Niño / La Niña using (1) and 
(2). From Tables II and III, it can be seen that the period 
required for judging the proposed method is shorter than the 
10 months, which is the period required for judgment by El 
Niño / La Niña as defined by the Meteorological Agency. In 
other words, by using the definition of the Japan 
Meteorological Agency and the use of (1) and (2), it is 
possible to identify El Niño / La Niña at an earlier time. The 
advantage of using the definition of the Japan Meteorological 

Agency in combination is that in this paper 0.5 ≤ SST ≤ 1.1. 

Table II shows the time period for identification of El Nino. 
Meanwhile, Table III, the time period for identification of La 
Nina. 

TABLE II. THE TIME PERIOD FOR IDENTIFICATION OF EL NINO 

Year Proposed 

1972-1973 4 

1976-1977 Definition of the JMA 

1982-1983 5 

1986-1988 7 

1991-1992 2 

1992-1993 3 

1997-1998 1 

TABLE III. THE TIME PERIOD FOR IDENTIFICATION OF LA NINA 

Year Proposed 

1972-1974 2 

1974-1976 9 

1984-1985 4 

1988-1989 1 

1998-1999 4 

1999-2000 3 

And analysis of the following region: 

-1.0 <SST = - 0.5              (3) 

can be considered. In other words, there is a possibility 
that the definition of the Meteorological Agency may be 
satisfied by continuing to stay in the area of  

0.5 <SST <1.1 or -1.0 <SST = - 50.            (4) 

Indeed, in Table II, 1976 - 1977, it remained in the region 
of 05 SST = 1.1, which is an example satisfying the definition 
of the Japan Meteorological Agency. 

IV. CONCLUSION 

An identification method for earth observation data 
according to a chaotic behavior based on Takens 
reconstruction theory is proposed. The proposed method is 
examined by using the observed time series data of SST (Sea 
Surface Temperature) and the SOI (Southern Oscillation 
Index) data. The experimental results show that the time for 
the identification of the proposed method is not later than that 
of the existing method. 

We confirmed that by using the definitions of the Japan 
Meteorological Agency and the use of (1) and (2). I can 
identify El Niño / La Niña at an earlier time. In other words, 
we do not necessarily need a numerical value for ten months 
by identifying the proposed method. We also confirmed that 
the time required for the identification judgment of the 
proposed method is about one month. The proposed method is 
not based on extrapolation method with numerical model or 
governing equation, but based on interpolation method using 
only actual observation time series. 

This paper does not change the definition of the 
Meteorological Agency's El Niño phenomenon / La Niña 
phenomenon. By analyzing the boundary of the area where the 
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locus of El Nino Year (La Nina Year) passes and the 
trajectory of non-El-Niña year (non La Niña year) does not 
pass. El Niño / we confirmed that there is a discrimination 
method consistent with the identification result of La Niña. 

Further investigation is required for validation of the 
proposed method with a variety of cases. 
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Abstract—Persistent economic insecurity and harsh severity 

actions across the world push businesses either to cut down on 

training costs or to be very painstaking in choosing a training 

program that conveys palpable outcomes in a short period of 

time. Nevertheless, in most cases businesses are still unable to 

reckon Return of e-Training (ROT) in advance for better 

allocation of training budget and decision on a proper training 

plan in line with the business policy. The purpose of this paper is 

to appraise the practical worth of the applicability and usability 

of the Adaptive ROT in the enterprises with a particular regard 

to evaluating the impact of e-training in companies. A case study 

of gauging the profit of e-training in the Blackboard systems has 

been conducted. The outcome of this study is judged to be 

positive, given the efficacy of the Adaptive ROT Evaluation 

Model for e-training in companies. 

Keywords—Return of e-Training (ROT); evaluation models; 

blackboard; e-learning; Key Performance Indicator (KPI) 

I. INTRODUCTION 

Smart Learning and Development (L&D) groups are busy 
defining the factors that people consider in their 
prioritizations, by demonstrating the prolific effort of their 
labor force [1]. Motivating workforces to make use of 
technology is a big controversial issue, given their weak 
enthusiasm to get familiar with L&D for learning [6], [12]. 
Actually, they want to better their job-related skill sets to 
improve their career prospects. In this framework, this 
inclination to better their individual performance through the 
use of technology is called ―learning‖ [8], [22]. Identifying 
this drive in the employee is vital to teaching technology, by 
guaranteeing micro (individual goal) and macro 
(organizational goal) development. Although companies are 
aware of the significance of training of their personnel, they 
still calculate the financial gains too. 

Organizations downturn forced management to analyze the 
profit of training, taking into account the financial portions 
within their monetary restraint [5], [7], [8], [10]. Skill sets 
have sufficiently proven that the adoption of technology and 
training can function properly if businesses ascertain that they 
can make profits in case they opt for training and accept as 
true that novelty in tools of assessment and processes is 
unavoidable. A wide-ranging and inexpensive ROT system 
must adopt business strategic practices. By developing an 
ROT system that is reasonably priced and comprehensive, and 

is an outcome of strategic business planning, the quality and 
efficacy of training can increase [10], [23]-[26]. 

This emphasis on ROT denotes the new-found focus put 
on the improvement of the professional practices by internal 
and external trainers. 

II. METHODOLOGY 

In this study, the methodology of adaptive ROT system, 
based on collaboration and use of communication technology, 
has a block diagram as shown in Fig. 1. 

The study consists of four (4) major sections: 
1) Measuring the training by using KPI, 2) Adapting 
employees with e-learning, 3) Measuring ROT, and 
4) Measuring the time period of ROT. 

 
Fig. 1. The framework of adaptive ROT. 
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III. MEASURING AND BENCHMARKING TRAINING 

PROGRAMS OUTCOMES USING KPI 

Management usually has unclear understanding of ROT, 
and, quite often, it is not conscious of training costs. For this 
reason, it is not surprising that educational programs become 
the first victim of cost-reduction campaigns when a business 
faces a depression. 

It follows then that training and organization development 
manager has to take the following actions to make sure that 
ROT will measure the employee's performance [8], based on 
managing by objective system for the company: (1) He has to 
base the policy of training needs assessment on the following 
necessary factors: (1.1) The annual performance results based 
on 90 degrees system at least, (1.2) an updated Job 
description, (1.3) The updated changes in the annual overall 
operation plan for the company, and (1.4) the results of 
suggestions system. (2) He has to design the training courses 
and outlines in order to cover the reality means, depending on 
the cost center policy for each department, which forces the 
department manager to ponder on what exact needs for the 
department to achieve within the estimated yearly expenses. 
(3) He has to divide the training activities between the external 
training and internal training (on-job training) to guarantee 
that the following things take place: (3.1) First, the business 
needs to gain new experience from the external training to its 
personnel, (3.2) Then, they need to use internal training and 
On-the-Job Training (OJT) to make them transfer what they 
learned from the external training to their colleagues (to make 
sure that all are on the same page and none has a rare 
experience). (4) Before every training course, the business has 
to write a report on the training needs and hand it to the 
instructor; regularly assess (together with the instructor) the 
way of implementing the training in the real life by a final 
daily training report; and the trainees have to sign with 
knowledge. (5) One month after the end of the each course, 
the training manager should visit the department which got the 
course, consider whether they implemented the training by the 
signed report or not, and measure the ROT. 

IV. ADAPTING EMPLOYEES FOR E-LEARNING TECHNOLOGY 

Familiarizing the employees with e-learning technologies 
can be achieved by following five tips as stated in [9], [13], 
[26]. These tips can work for peers in other organizations and 
help to accomplish the L&D objectives, by utilizing the 
appropriate technologies. Below are these tips: 

 Address Your Employee’s Biggest Work Challenges: 
One should collect his employees‘ specific work 
challenges. What to do with them will be explained in 
the 4th tip, but to summarize, one can say that the 
adoption of the right technology and approach means 
one can specifically address these challenges without 
any problem of technology use at all. Client experiences 
are becoming more personalized—deviating from 
standardization—as they are facilitated by smart 
technology, and consumer expectations are also 
becoming associated with corporate expectations. 

 Don’t Dress up HR and L&D Priorities as Employee 

Priorities: On a common-sense level, managers should 

have access to it. But what are the company primacies 
that are inhibiting the managers from having access to 
it? Their world is intricate and challenging, and so 
considering what could be seen as supplementary (non-
business critical) activities as priority is unrealistic. 
Very often, an incongruity of primacies (between HR 
and employees themselves) originates from interest 
conflicts. So, one should get close to them and comfort 
them with their insistent distresses (their ‗what?‘)–and 
he might just find ways to impact the ‗how?‘ 

 Share Career Stories of How others Have Progressed: 
One should gather as many job stories as he can of 
individuals in his company across diverse ranks, 
functional disciplines, and development in the 
organization. Host panel events to enhance his video 
stories, and thus participate in dialogues and bring them 
to life. 

 Use ‘Resources’ to Keep Employees in the Workflow: The 
objective is to provide just enough perception, 
instruction, or information to aid the workers to 
advance with their work, with the addition of more self-
reliance and proficiency than they would without it. 
This would be done with the appropriate technology, 
such as Loop (which is goal-oriented for your assets). 
Bear in mind that the user's know-how is as important 
as the presented content. If a resource can‘t be accessed 
on-demand, on-the-go, and as simply as a web-search, 
then Google would win! The appropriate tools make all 
the variance. Moreover, numerical resources can be 
created and shared in seconds, with Loop. So, one 
should not cut corners; he should rather spend on the 
suitable utensils. 

 Run Campaigns to Drive Traffic and Repeat Visits: 
Unluckily, we don‘t live in ‗Field of Dreams‘ (or 
Wayne‘s World 2) and if we construct that world, 
dreams will not come. We have to conduct operations to 
trade the worth of your assets and guarantee unrelenting 
commitment. Even YouTube has weekly summaries of 
their most watched videos in order to sustain 
commitment. One's own weekly summaries can be 
produced and shared for the sake of energy circulation 
and repeated visits; and one can also generate worker 
stories that prove the worth of committing time to his 
resources through the upshots that can be attained. One 
has to be insightful and make use of the best weekly 
summaries out there, just because his content will not 
do this on its own. He can achieve that in an easy way 
by showing what‘s popular and showing what‘s new. 

A. Advantages of e-Learning 

Many companies have made investments in e-Learning 
over the last twenty years, principally for the following 
advantages: 

 Self-paced, interactive, and more appealing learning 
(from learner perspective). 

 Access at any time, and from anywhere (on-demand 
availability). 
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 Cost-effective (particularly when the training is 
delivered to a large audience). 

 Less troublesome conveyance (in contrast to ILT). 

 Easy tracing of learner's advancement and 
accomplishment (from business perspective). 

 Message-consistency and easy content- updating. 

B. Measuring Return on Investment( ROI) of Online Training 

The adoption of e-learning is gaining further impetus, 
because traditional e-Learning moves towards mobile learning 
or m-Learning and provides learners with the flexibility of  
learning on the device of their choice (notably tablets and 
smart phones) [18]-[22]. E-learning and m-learning provide 
several paybacks to establishments. Nonetheless, the emphasis 
is now shifting to determining its influence and the Return On 
Investment (ROI) of online training. A successful e-learning 
inventiveness must be capable of bringing gains that are more 
than the expenses [17]. ROI is the return on investment that a 
business achieves, and can be calculated as: 

  /Gain or ReturROTI n Cost             (1) 

It may be calculated by way of two parameters, 
specifically the expenses paid out (or charge suffered) and the 
Worth/Achievement amassed (or return). 

Calculating Return on Training Investment (ROTI): Return 
on Investment (ROI) is the correlation between monetary 
paybacks acquired from something (in this case a learning 
program) and the overall budget of that thing. The objective of 
an ROI scrutiny is mostly to assess whether the profits are 
greater than the expenses, i.e. to perceive whether the 
expenses were worth it. It is worth noting that ROI of learning 
can only be measured reliably by means of Training Check, if 
the conditions below are fulfilled: (1) Availability of 
trustworthy information on variations to related organization 
performance measures (to be reasonably estimated by key 
stakeholders). (2) Possibility of assigning financial value 
Changes to the selected performance measures [8], [22]. 
(3) Identification of the expenses related to the development, 
delivery and management of the learning. If these conditions 
are fulfilled, one can use Training Check to prepare a Return-
on-Training Investment (ROTI) report, by means of the ROTI 
Calculator function, and by following the stages below. Once 
the relevant financial data have been entered, the Calculator 
will routinely compute the ROTI % such as below: 

£   £

£ 
100

 
ROTI 




BENEFITS COSTS

COSTS
%               (2) 

The Benefit to Cost ratio will also be calculated as follows: 

£ BENEFITS : £ COSTS, as stated in [2-5]. There is also 
another possibility to determine the ‗Payback Period‘, i.e. the 
time it takes to reimburse the expenses. Remarks on ROTI 
Outcomes: It is worthwhile to get primary arrangement from 
learning program supporters regarding the objective level of 
ROTI. As a customary norm, ROTI levels beneath about 20% 
are generally assessed to be low. In reality, however, it is 
reasonably customary for ROTI ratio records to be very high, 
example 500% or more. Although elevated ROTI records may 

amaze high-ranking executives, they possibly will also nurture 
suspicions, specifically amongst those who are commonly 
unimpressed by the significance of on-site-training. 

For this reason, it is significant to integrate ROTI 
computations with other aspects of assessment. Furthermore, 
demonstrating a constant correlation between the training and 
advances in career and business accomplishment will boost 
substantial reliability to ROTI records. Likewise, wherever the 
ROTI records attained are truncated or undesirable, reaction 
from other assessment ranks can be used to assist identify any 
hindering causes. 

C. Calculating Return on Training Investment (ROTI) 

Computing the return on investment from a training 
program could be significant once the training program is seen 
as a substantial deal by the organization, or once it is brought 
into line with the accomplishment of a particular planned or 
real goal. It could as well be worthwhile once it is unclear if a 
program will engender any economic returns or what those 
returns might rise to. 

Nonetheless, despite the fact that ROTI might have a 
significant role in a training program assessment, an ROTI 
measurement only will not customarily be enough to 
commend the company situation for a training program or 
convince high-ranking executives to act in a specific manner. 
Because of this that very frequently it is only one minor 
component of the worth of the training. Contingent with the 
approved goals and anticipations of the training program, 
factors such as ROTI are very often calculated as follows: 

On a regular basis, computing the ROTI from a learning 
program should only be instigated when the following criteria 
are met (i.e. in case not all these criteria are met, it follows 
then that one has to earnestly reflect on if it would be 
advisable to invest time, energy and assets on making an 
ROTI investigation): 

 The existence of substantial monetary overheads that 
the learning program requires. 

 The ROTI analysis must be meaningful / important to 
the program‘s sponsors. 

 The training objectives must be plainly well-defined 
and their attainment must be susceptible to influence on 
places of the premeditated or effective significance. 

 The availability of information on pertinent changes to 
performance. 

 The existence of sufficient trainees to influence the 
company achievement and draw economic advantages. 

 The trainees should be allowed worthy chances to 
implement their training to the place of work. 

 Identification of direct and indirect costs of training. 

 Attribution of credible financial values by the main 
investors to changes to performance (see Note 1 below). 
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 Isolation of the training factors from other causes and 
allocation of the monetary aids in view of that (see 
Note 2 below). 

For instance, if advantages in personnel preservation have 
yielded an economic profit of £5,000 to the business, and it is 
predictable that the learning is accountable for 50% of the 
variation in preservation (and the other 50% being accredited 
to other causes), it follows then that the total economic profit 
associated with the learning is computed as £2,500 (i.e. £5000 
x 50%). This total is then used as component of the 
computation of the Return on Training Investment. 

Participants need to be motivated to stay on the 
conventional side at the time they make budgetary 
approximations. If these estimations are irrationally high, this 
may harm the reliability of the ultimate ROTI facts. 

D. Measuring Time Period ROTI 

There exist no stable timespan over which one may 
determine the ROI of a training program [23]-[25]. Some 
generally utilized instances encompass three points: (1) From 
three months to twelve months after training has been 
completed (allows time for the transmit of training to the 
jobsite). (2) One financial year (audit period)/the period of a 
product cycle. (3) Average period of target audience 
employees retention in the company. 

TABLE I.  AN EXAMPLE OF PAYBACK PERIOD CALCULATION 

Number of months over which benefits are calculated 12 

Total Benefits 81,500 

Monthly benefits = 6,792 

Total Costs 15,000 

Payback period 2.2 months 

 
Fig. 2. Stages for collecting ROTI data and creating report. 

Definition 1: Payback Period: The Payback Period is the 
time spent to recompense back the expenses, i.e. when the 
incurred expenses equal the accrued profits [2]-[6], [14]. A 
small return timespan is expected to amaze and may add to the 
company situation for spending on additional learning. The 
ROTI Calculator computes the return timespan by matching 
stated paybacks with stated expenses such as indicated in 
Table I: 

 
  

 


COSTS
Payback Period

monthly benefits
            (3) 

Gathering ROTI data and creating the ROTI report 
commonly goes through four fundamental stages, these stages 
can as presented in Fig. 2 and can be delineated as follows: 

Stage 1: The choice of the performance measures to be 
used. First, one has to work with the main sponsors to select 
the appropriate corporate performance measures which are 
meant to be used as a foundation for the ROTI scrutiny. 
Samples of measures comprise variations in: (1) Client 
contentment and retention rates / degree of customer 
dissatisfaction. (2) Output/productivity amounts / sales 
volumes / worker income amounts. (3) Total of monthly sick-
absence days / total of annulled training days/sessions. 
(4) Depletion rates / non-compliance/ annual misfortunes rate / 
staffing expenses. 

It is essential that the selected measures have the following 
features: They should be quantifiable, or can be rationally 
estimated by crucial participants, they should be assigned a 
financial value by investors, and finally, they should be 
pertinent, i.e. variations in them should be associated with the 
learning. (Note: When parameters other than the learning that 
may impact variations to the chosen measures exist, 
participants have to approximate the ratio of variation which 
may be openly associated with each parameter). 

Stage 2: Data Collection on variations: Next, one has to 
collect information on the chosen accomplishment measures. 
He needs to gather the ensuing data like: Monetary 
information associated with the variations in accomplishment, 
and Approximations of the % impact of the learning on these 
variations comparative to other potential powers. Let us 
assume the following parameters: 

Total Financial Benefit of Performance Change =TFBPC, 

Influence of the Training = IOT, and 

Total Financial Benefit Attributable to the Training = 
TFBAT then TFBAT can be calculated as: 

  %  TFBAT TFBPC IOT                (4) 

For instance, if the overall economic profit of perfections 
in employees‘ maintenance is £10,000, and the learning is 
judged to have been accountable for 50% of that variation, 
then we obtain what follows: 

£10,000  50% =  £5,000 TFBAT x             (5) 

This total (i.e. £5,000) will be employed as constituent of 
the ultimate ROTI computation. 
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Stage 3: The addition of information on expenses:  Once 
the economic paybacks from the learning program have been 
added, then data of the expenses connected with the learning 
will need to be entered. To start this procedure, we need to 
click the ‗Add Data on Costs‘ key on the ROTI Calculator 
page. This will trigger the ‗Cost Calculator‘. After that we 
only enter the data of costs as prompted. Expenses connected 
with a learning program would fit in the comprehensive types 
underneath: (1) Running / development expenses (e.g. 
developer costs, design, printing). (2) Conveyance expenses 
(example, facilitator payments, venue, training resources) / 
turnout expenses (example, worker-discharge overheads, 
travel, lodging). 

Stage 4: Creation of the report: Once we have entered all 
of the data on monetary profits and expenses connected with a 
learning program into the ROTI Calculator, we will be able to 
write the ROTI report. We simply have to press the ‗Create 
Report‘ key on the final page of the Cost Calculator. The 
report has to contain a précis of the paybacks and expenses 
added, and offer a scrutiny of the ROTI %, the Benefit to Cost 
ratio, and the Payback Period. ROTI Reports are put in storage 
on the My Reports page and can be edited there. 

V. RESULTS AND DISCUSSION 

The assessment of performance in our analysis is measured 
in terms of the learning results to the enterprise and 
performance objectives, the adoption of the right learning 
approach to administer the virtual trainings, the 
implementation of an effective evaluation approach [7], [11], 
[17], the cover pushing to knowledge execution, the provision 
of a podium for cooperation in training (social learning), and 
the obtainment of user feedback and its use to update our 
approach. A case study of gauging the profit of electronic 
training in the Blackboard systems has been conducted in this 
analysis. Table II displays the assessment of the return of 
electronic training in the Blackboard systems. 

Gauging the return of electronic training in the Blackboard 
systems can be sketched as follows: 

It offers great chances for learners to interact with the 
syllabus outside the lecture room anywhere and at anytime 
through this electronic system, which provides the learners 
with an array of tools to view the content of the scientific 
resources and interact with them in many methods, in addition 
to communicating with the instructor and the rest of the 
learners enrolled in the same course by different electronic 
devices. It comprises tools and means that empower institution 
participants to develop dynamic and interactive courses with 
ease, while managing the content of these courses in a supple 
and simple manner, so that they can accomplish the daily tasks 
of the learning process successfully. 

This system permits the trainer to develop cohesive 
electronic courses, make notes / outlines of the material / the 
required jobs and advertisements, and allows the lecturer to 
present periodical works, and personally original examinations 
and results. 

TABLE II.  THE EVALUATION OF THE RETURN OF ELECTRONIC TRAINING 

IN THE BLACKBOARD SYSTEMS 

Investment  Calculations 

Cost of course  €   20,000.00  

Number of students 20 

Cost per student  €      1,000.00  

    

Return - Time Savings   

Average total cost of employee per year  €    45,000.00  

Average total cost per hour  €           25.00  

Period of improved performance 12 

Value of time saved  €         894.60  

    

Return - Staff Turnover Savings   

Average cost of recruitment & induction  €      6,750.00  

Average cost of other training & warm-up period  €      5,625.00  

Impact on staff turnover as proportion of all benefits 10% 

Value of reduced staff turnover  €      1,237.50  

    

Summary   

Total Investment per student  €      1,000.00  

Total Return  €      2,132.10  

ROI % 113% 

The system allows the trainer to make a review of lessons, 
to remotely conduct assignments and electronic tests for 
training, or to use the institution computer lab, as well to 
manage discussions and inquiries with learners, or between 
them. The instructor can design electronic modules with the 
incorporation of multimedia and diffusion to learners 
remotely. 

The system offers the advantage of downloading the 
material for the learner, so that he can follow the learning 
offline, and enables the instructor to put the curriculum on 
CDs, and enables the learner to review the material through 
the mobile phone (Pocket PC). The use of the Blackboard 9.0 
learning management system makes it easier for an instructor 
to craft an online course site without the experience of 
software development and all the necessary access to the 
system, and the use of the mouse (point-click) to build its 
decision and follow the sequential guidelines offered by the 
system. Therefore, with a little training, organization 
participants can easily build interactive courses and add many 
features to enhance the course supplied by the system. 

The system offers many tools to accomplish the learning 
process through the integration of the Blackboard and WebCT 
systems and the release of Blackboard 9.0, which is powerful 
and highly efficient in terms of ease of use and training 
management. This program is also used in the universities 
(King Abdul-Aziz - Electronic - Princess Nora- AlDammam). 
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The Blackboard is an information system for the education 
management system, and it offers follow-up of learners and 
observing the efficiency of the educational process in the 
educational organizations. It entails tools and means that arm 
institution participants with the ability to build dynamic and 
interactive decisions very easily, with the management of the 
content of these courses in a supple and simple manner, and to 
carry out the daily tasks of the educational process 
successfully. It can present periodical work, examinations and 
results on a well-timed basis, and evaluations, whether in the 
interim or final tests [12], [13], [15], [16]. 

This system allows direct communication with learners 
through discussion windows and focused and generalized e-
mails. This system can be linked to other electronic learning 
systems, and interact with these systems in an integrated 
manner. It allows the possibility of using the Internet Mail 
with the possibility of placing files attached to the mail. The 
system involves the existence of the bulletin board that 
supports the mathematical symbols, images and PowerPoint 
files, with the ability of the system to archive these things 

VI. CONCLUSION AND RECOMMENDATIONS 

The implementation of an effective evaluation approach 
helps us to assess whether the learning satisfied the necessary 
mental degree and was truly able to weld the recognized 
breach. In this research work, we have proposed an Adaptive 
ROT, a case study of e-training in the Blackboard systems (for 
King Abdul-Aziz - Electronic - Princess Nora- AlDammam) 
has been conducted. We have outlined a worthy method to 
achieve the efficient return of e-training in the Blackboard that 
can supplement or complement the e-learning package. Other 
recommendations that can be considered in achieving efficient 
return of e-training are by providing a podium for cooperation 
in training (social learning), and investigation confirms that 
approximately 20% of our knowledge ensues from feedback 
and from watching our workmates in action (mates, seniors, or 
role models). It is worth noting that just 10% of knowledge 
results from official learning. Offering forums for social or 
casual education will be conducive to learning and can also be 
utilized to generate real-life stories of accomplishment. We 
can track down user feedback and use it to bring up-to-date 
our strategy. In the course of the online progress, we have to 
gather feedback from target learner groups. This needs to be 
done as we progress. 
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Abstract—Hash functions are considered key components of 

nearly all cryptographic protocols, as well as of many security 

applications such as message authentication codes, data integrity, 

password storage, and random number generation. Many hash 

function algorithms have been proposed in order to ensure 

authentication and integrity of the data, including MD5, SHA-1, 

SHA-2, SHA-3 and RIPEMD. This paper involves an overview of 

these standard algorithms, and also provides a focus on their 

limitations against common attacks. These study shows that these 

standard hash function algorithms suffer collision attacks and 

time inefficiency. Other types of hash functions are also 

highlighted in comparison with the standard hash function 

algorithm in performing the resistance against common attacks.  

It shows that these algorithms are still weak to resist against 

collision attacks. 

Keywords—Hash function algorithms; MD5; PRIMEDS160; 

SHA-1; SHA-2; SHA-3 

I. INTRODUCTION 

Among the most useful primitives that are crucial for data 
security is the cryptographic hash function, which offers 
message authentication, data integrity, and digital signature 
[1]-[3]. Additionally, it is employed as a core element of 
cryptographic protocols, secure transactions and crypto-
currencies. Fig. 1 presents an output of a fixed length (termed 
as a message digest or hash code) that uses a one-way function 
(known as a hash function) with an input of arbitrary length 
(also termed as a ―message‖ or ―plain text‖) [4]. 

 

Fig. 1. Hash function. 

The mathematical definition of a hash function (H) is 
defined as follows: 

H: {0, 1}* → {0, 1}n             (1) 

Where, {0, 1}* refers to the set of binary elements of any 
length including the empty string. Meanwhile, {0, 1}n is used 
to refer to a set of binary elements with length n. Thus, a set of 
fixed-length binary elements is mapped to arbitrary-length 
binary elements using the hash function. 

The organization of the paper is as follows. In Sections II 
and III, the basic concepts such as security properties and 
applications of hash functions are discussed. A literature 
review on the most popular hash function algorithms is 
provided in Section IV. Then, the comparison of the standard 
hash algorithm based on the general properties and common 
attacks are discussed in Section V. Many researchers have also 
proposed their own algorithms as discussed in Section VI. 

II. PROPERTIES OF HASH FUNCTIONS 

Several properties of security must be satisfied for 
cryptographic hash functions [5], [6]. 

A. Resistance to Collision Attacks 

It would be impossible for the attacker to find the same 
hash value or H(M) for two messages (M, M’). A collision 
attack happens when a pair of distinct messages having the 
same hash as shown in Fig. 2. The hash function must have 
the property of not producing same hash value for different 
messages. 

 

Fig. 2. Collision resistance. 

B. Resistance to Pre-Image Attacks 

A preimage is a message that hashes to a given value. In a 
preimage attack, it is usually assumed that at least one 
message that hashes to the given value exists as shown in 
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Fig. 3. Therefore, to be resistance to pre-image attacks, one 
often says that the adversary (also called the attacker) is given 
y = H(M) for some (randomly chosen) message M, which the 
attacker does not know. In other words, the attacker should 
find it is not possible to gain original data (or message (M)) 
from a given hash value H(M). 

 
Fig. 3. Preimage resistance. 

C. Resistance to Second Pre-Image Attacks 

A second preimage is a message that hashes to the same 
value as a given (randomly chosen) message, called the first 
preimage. Obviously, the second preimage must be different 
from the first. Here, we assume that the attacker is also given 
the hash value of the first preimage. If not, then the attacker 
can compute it himself. In the latter case the cost of hashing 
the first preimage is placed on the attacker, which we do not 
assume here. A brute force preimage attack can also be used to 
find a second preimage. 

One simply ignores the first preimage, except that one may 
take care not to try a message that is identical to the first 
preimage. By selecting messages at random, assuming that the 
domain of the hash function is much larger than the co-
domain, the probability of the second preimage being equal to 
the first is negligible, and therefore we usually ignore this 
possibility. Due to the above attack, finding a second 
preimage seems to never be harder than finding a (first) 
preimage. However, there are artificial constructions that 
allow preimages to be found in constant time, but which are 
collisions and second preimage resistant. 

Fig. 4 shows that the hash value H(M) could change with 
the slightest change in message (M). In summary, it should be 
impossible for an attacker—which has been given a message 
to obtain the original digest after manipulating it. 

 
Fig. 4. Second preimage resistance. 

Besides these properties, the hash function should also be 
able to work and calculate the digest for any input message of 
any size; the hash calculation process must be efficient. 

III. APPLICATIONS OF HASH FUNCTION 

Hash functions are used in many applications such as 
digital signature, message integrity, and authentication. This 
section discussed these applications. 

A. Digital Signature 

This is the first application of a secure hash function, it is a 
mathematical scheme used to validate the authenticity of the 
sender, message and signer of the document identity. In cases 
where it is crucial that an altered document or message is 
detected, or in any financial transaction, digital signature is 
commonly implemented. The signature for a document is 
produced via public and private keys utilized by the Digital 
Signature. This indicates that without authorization, it is 
difficult for another person to duplicate the document or 
message created by the person who had signed it first [7]. 

B. Message Integrity 

Integrity checking is the foremost and fundamental 
objective of the hash function, which allows the detection of 
any changes being made to the data. The integrity of a 
message that is transmitted is checked via the sender, who 
hashes the message, whereby both hash value and message are 
sent. The message is generally sent from an insecure line, and 
only sometimes from a secure one. The received message is 
hashed from the side of the receiver, who checks the received 
hash value against the resulting hash value. The preservation 
of the message depends on whether or not the two hash values 
match; a match indicates preservation while a mismatch 
indicates non-preservation. There is a very low possibility that 
hash value and message are both altered (the hash value of the 
altered message is the altered hash value). 

C. Message Authentication Code (MAC) 

In constructions involving the Message Authentication 
Code (MAC), hash functions are popularly used as building 
blocks. Verification of identical sent and received messages 
can be done using the Message Authentication Code. 
However, only the sender or the recipient can compute the 
MAC. Therefore, identity verification of a sender to a third 
party cannot be executed using MAC. A keyed-hash function 
(which includes a keyed-in addition input to the message) is 
used to compute the MAC. The key must be kept secret or the 
operation will fail. Although third parties will not be privy to 
this key (kept secret from them), the same key must be used 
from the recipient and sender side. In the process of 
generating a MAC, any applicable constant string and hash 
function is used for the sender to input message and key. This 
is followed with the sending of the message and generated 
MAC to the receiver. The same hash function and algorithm is 
used on behalf of the receiver to generate a MAC of the 
message, so as to eliminate any chances of the message being 
manipulated. The message indeed would not have been 
manipulated if the MAC received from the sender matches the 
MAC generated by the receiver. This provides a simple way 
for verifying message integrity. To ensure MAC computation 
efficiency from both, the sender and receiver side, an efficient 
and high-speed hash function is required [6]. 
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IV. STANDARD HASH FUNCTION ALGORITHMS 

The most standard hash functions used today are the 
dedicated hash, that is, hash functions that are especially 
designed for hashing purpose only. In this section, we will 
describe the more popular hash functions. 

A. MD5(Message Digest 5) 

MD5 is a popular hash function in the MD family, 
designed by Rives in 1991. This hash function uses the 
Merkle–Damgard construction. The MD5 algorithm outputs a 
128-bit length from an input of an arbitrary length message.  
However, several attacks have been found on MD5. In 1992, 
Bore and Bosselaers found collision attacks usually targeting 
the compression function. In 1996, Dobbertin published the 
fact that collision attacks targeted MD5. Successful collision 
attacks were also reported against MD5 in [8]. The 
improvement of collision  attacks on MD5 were also found in 
previous works [9], [10]. 

B. RIPEMD-160 

It is a well-known hash function in the RIPEMD family, 
designed by Dobbertin, Bosselaers and Perneel in 1996. It is 
part of the international standard ISO/IEC10118-3:2004 of 
dedicated hash functions. It also uses the Merkle-Damgård 
construction. It produces a message digest length of 160 bits 
[11]. However, semifree-start collision, preimage and collision 
attacks on RIPEMD-160 were found in [10]. 

C. Secure Hash Algorithm (SHA) 

Secure Hash Algorithm (SHA) is a group of hash functions 
published by the National Institute of Standards and 
Technology as a US Federal Information Processing Standard 
(FIPS). All of the current SHA algorithms were developed by 
the NSA: 

 SHA-1: NIST (1995) developed the Secure Hash 
Algorithm 1 or SHA-1, which also uses the Merkle–
Damgard construction as MD5, and generates a 160-bit 
message digest for an arbitrary length input message. 

However, collision attack was also founded against 
SHA-1 in previous studies [12]-[14]. Therefore, NIST 
announced the step-by-step elimination of SHA-1 [15]. 

 SHA-2: NIST (2002) added other algorithms to the 
SHA family with respective hash code lengths of 256, 
348, and 512 bits i.e. SHA-256, SHA-384 and SHA-
512, respectively. These follow the same structure as 
MD5 and SHA-1, but are more complex since a 
nonlinear function is added to the compression 
function. However, SHA-2 is not preferred to ensure 
integrity, as it is not  as time efficient as SHA-1 [16]. 
On the other hand, Bitcoin, as the most popular crypto-
currency, uses SHA256 for Hashcash which provides 
security over transactions made between peers in the 
Bitcoin network. However, SHA-256 has no multi-
threading ability, and thus it is not fast enough for 
transactions [17]. The most recent attacks on SHA-2 
have been shown in previous works [18]. 

 SHA-3: After several successful collision attacks 
which were progressively reduced in complexity (such 
as MD5, SHA-1 and SHA-2), NIST, in the Federal 
Register, announced a public competition to develop 
SHA-3, a completely new hashing algorithm. In 2007, 
the announcement for the initiative was published. 
Then, four years later, on October 2nd, 2012, the 
winner of the competition Keccak, was announced. In 
2014, NIST considered SHA-3 as a standard hash 
function. However, this algorithm is susceptible to first 
collision-finding attacks [19], [20]. On the other hand, 
the algorithm shows relatively low software 
performance compared to other hash functions [21]. 

V. COMPARISON OF STANDARD HASH ALGORITHM 

The comparison of the standard hash algorithm based on 
the general properties, including block size, word size, output 
size, logical operation, and the number of rounds as shown in 
Table I. And also common attacks on these algorithms are 
summarized as illustrated in Table II. 

TABLE I. COMPARISON BETWEEN STANDARD HASH FUNCTION ALGORITHMS BASED ON PROPERTIES 

 

Properties 

Name of Algorithm 

MD5 
RIPEMD 

-160 
SHA-1 

SHA-2 

256/512 

SHA-3 

256/512 

Block Size 512 bits 
512 

bits 
512 bits 512/1024   bits 1088/576 bits 

Word Size 32 bits 32bits 32bits 32/64 bits 320/320bits 

Output Size 128bits 160 bits 160 bits 256/512 bits 1600/1600bits 

Rounds 18 80 80 64/80 24/24 

Operations 

ADD,XOR, 

AND,OR, 

NOT, 

SHIFT 

 

ADD,, 

ROTATE, 

XOR,AND, 

OR,NOT 

ADD, 

XOR 

AND, OR,NOT, 

ROTATE. 

ADD, 

XOR, 

OR, 

AND SHIFT,, 

ROTATE 

 

 

- 

Construction Merkle-Damgard Merkle-Damgard Merkle-Damgard Merkle-Damgard Sponge 
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TABLE II. COMMON ATTACKS ON STANDARD HASH FUNCTION ALGORITHMS 

Algorithm Type of attacks Complexity References 

MD5 
Collision 239 Ref [8] 

Fast Collision 218 Ref  [9] 

RIPEM-160 
 Collision 267 Ref [22] 

Preimage 2158.91 Ref [23] 

SHA-1 

Collision < 269 Ref [12] 

Collision 261 Ref [13] 

Freestart Collision - Ref [14] 

SHA-2 
256 Preimage 2255.5 Ref [24] 

512 Preimage 2511.2 Ref [24] 

SHA-3 
256 Practical Collision and near-Collision - Ref [19] 

512 Possibility first Collision - Ref [20] 

From the above discussion, it is found that most of the 
popular hash functions from different families suffer from 
collision attacks and also are not time efficient. As a solution 
to this problem, researchers proposed other algorithms. 

VI. DISCUSSIONS 

Many researchers have proposed their own algorithm in 
order to overcome the above issue as shown in Table III.  In 
this section, the authors have discussed some of the variations 
in hash function algorithms. 

Belfedhal and Faraoun [25] used a variant of the Merkle-
Damgard construction basing off on cellular automata to 
introduce a hash function algorithm producing a 256-bit hash 
value. Although the algorithm yielded good results for 
statistical test, it was not tested against collision and preimage 
attacks. 

Li et al. [26]  used a dynamic S-box to design a chaotic 
hash function that produces 128-bit hash values as the final 
hash code and thus compromising its practicability and 

flexibility lent via the S-box. One major drawback of this 
proposed algorithm is that the length of the hash code is not 
enough to guarantee security against collision or second pre-
image attacks. 

Abdulah et al. [27] developed a new hash function based 
on MD5, generating a 224-bit hash value. Perhaps the most 
serious disadvantage of this development is the time required 
to produce the message digest, which is as much as the MD5, 
meaning that the efficiency is very low. 

Tur and Javurek [28] used neural network to develop hash 
function generation, which produced a 128-bit hash value. 
However, approaches of this kind are very difficult to execute 
besides having a short hash value. 

Ahmad et al. [29] had integrated 2D and 1D chaotic maps 
in the development of a novel hash function scheme, where 
128-bit hash value for an arbitrary length message was 
generated. Nevertheless, the length of the hash value is short 
and thus it is not resistant against collision attacks. 

TABLE III. COMPARISON OF VARIATIONS OF HASH FUNCTION ALGORITHMS 

Author Year of publication Advantages Limitations 

Belfedhal and Faraoun [25] 2015 

It provides good cryptographic 

properties such as pseudo- random 
behavior and sensitivity to the input 

changes. 

It was not tested against attacks that are cryptographic in 
nature e.g., meet-in-the-middle attacks, collision or birthday 

attacks. 

Wang et al.  [31] 2015 It provides variable output. It was not tested against common attacks such as collision. 

Li et al.   [26] 2016 
It has good statistical performance and 
collision resistance. 

Any attacker could launch exhaustive collision attacks on 
the function because the final hash value is 128 bits 

Tur and Javurek       [28] 2016  

Extra modules are still required to enable the proposed 
system to be used as a real application.  

It was not tested against attacks that are cryptographic in 

nature e.g., meet-in-the-middle attacks, collision or birthday 

 Li and Liu  [30] 2016 
The confusion and diffusion property of 

the proposed algorithm hash is good. 

Any attacker could launch exhaustive collision attacks on 

the function because the final hash value is 128 bits.   

Ahmad  et al. [29] 2017 

It has great statistical performance. 

It can generate hash value of length 

160,256 or 512 bits. 

 

 Zhang et al.[2]  2017 
The proposed algorithm satisfies the 

requirement of statistical performance. 
The algorithm is not time efficient to obtain the hash value. 
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Li and Liu [30] used chaotic mapping that is generalized 
and parameters that are variable to propose a hash function. In 
their work, an arbitrary length message was converted to 
corresponding ASCII values in the process of executing 6-unit 
iterations that has variable message values and parameters. 
Towards achieving the final hash value, iteration state values 
were used to cascade extracted bits. Based on a definition of 
the birthday attack, 128-bit hash value is not enough to 
guarantee a secure algorithm. 

Wang et al. [31] proposed a hash algorithm, which 
generated a variable size digest. Their proposed algorithm was 
an improved version of MD-5 algorithm on the output length. 
Although the proposed algorithm has a variable size digest, 
which is good property to increase security, however it still 
uses the same construction as MD5. 

Many researchers have proposed their own hash function 
algorithm as shown in Table III. Some of them were based on 
the chaotic design, with some being based on the complex 
chaotic system, the chaotic neural network, and the chaos tent 
map. Some of the current hash function designs produce a 
hash value size of 128 bits only which is not secure enough 
against collision attacks. Although these algorithms have 
offered satisfactory statistical performances, they are still 
weak in resisting collision attacks. Consequently, it is 
necessary to develop new approaches to hash function 
algorithm design that is able to prevent attacks effectively in 
comparison to existing algorithms as they are not sufficient to 
meet the requirement of latest technologies and security 
concern. 

VII. CONCLUSION 

There are various types of hash functions algorithms used 
to ensure the integrity and authentication of messages. Some 
have emerged as the standard, such as MD5, SHA-1, SHA-2 
and SHA-3. This paper discusses these algorithms. It was 
found that most of them are either breakable, or are not time 
efficient. Also, this paper discusses other hash algorithms 
which were presented by researchers, but most of them were 
not tested against attacks that are cryptographic in nature such 
as collision attacks. Therefore, it can be concluded that a hash 
function that is efficient and safe, and fulfills application 
requirements such as data integrity and authenticity, must be 
designed and made into a priority. 
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I. INTRODUCTION 

The government of Iraq realizes the significance of the e-
government concept and the role of e-government to serve the 
Iraqi citizens and   started the e-government project in 2004 
after signing a memorandum between the Iraqi Ministry of 
Science and Technology (IMST) and the Italian 
government [1]. 

Unfortunately, like many growing countries, Iraqi’s e-
government system still has a lot of obstacles, problems, 
challenges and difficulties which affect its development [2], 
[3]. 

Poor  management of resources, infrastructure problems, 
lack in IT specialists who are required for developing and 
maintaining the Iraqi e-government system beside the problem 
of  growing amount of data are some examples of obstacles 
which the Iraqi e-government project is actually facing [2]-[6]. 

Cloud computing, as a new technology has changed the 
way that organizations think about and use ICT from many 
perspectives. Within this subject, e-governments around the 
world are really looking into cloud computing as a solution for 
many problems like increasing efficiency, reducing cost, 
providing more reliable and efficient services, and reducing 
cycle time [7]. 

This paper presents a review of the factors which could 
have possible affect over the adoption of cloud computing via 
the Iraqi e-government in a new point of view to overcome its 
obstacles which already exist. A conceptual framework of 
cloud computing adoption for Iraqi e-government is proposed 
and evaluated by IT specialists in IMST who are actually in 
charge of this project in Iraq. 

II. E-GOVERNMENT 

A. E-Governmnet Systems 

E-government systems have rapidly been implemented by 
developed as well as developing countries in different ways. 
Still, these implementation programs have varied widely in 

their scope, effectiveness, levels and benefits which they 
provide [8]. 

Shareef et al. defined e-government as a way for 
governments to use the most innovative information and 
communication technologies, especially web-based internet 
applications to provide their citizens and businesses with more 
suitable access to government information and services [9]. 
While the Organization for Economic Co-operation and 
Development (OECD) uses the term “e-government” to the  
internet usage in making government’s services and/or 
information available for its citizens[10]. 

Most developing countries have experienced problems in 
implementing e-government systems, and most have remained 
at the early stages of their implementation [11]. Krishnan and 
Teo give a percentage for e-government systems’ 
implementation in developing countries as a 35% for complete 
failure, 50% for partly failure and they consider that only 15% 
of such systems were considered to be successful [12]. 

Al-Khouri stated that the majority of e-government in Arab 
countries have failed and are stuck in the access phase of 
Forrester's maturity model, while the other evolved Arab 
countries in e-government are still in the early steps of the 
interaction phase [13]. Forrester's maturity model portrays 
three phases to evaluate e-government transformation era 
namely access, interaction, and integration. 

B. Benefits of E-Governmnets 

The adoption and use of the e-government strategy can 
provide significant benefits for government in delivering a 
more effective and efficient information and services to all  e-
government sectors. It enables government agencies to align 
their efforts as needed to improve service and reduce operating 
costs [14]. 

Some of possible benefits of e-government implementation 
could be summarized in Table I. 

Cost effectiveness is at the top of benefits which could be 
gained from a successful e-government system. Financial 
benefits are gained through cost reduction in reducing 
government transaction operations, reducing citizens’ wasted 
time and efforts. Government’s agencies will perform 
enhanced service quality for citizens and business and 
minimizing corruption and get the benefit of sharing 
information between them. This will built a better trust 
between government and its citizens. 
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TABLE I. POSSIBLE BENEFITS OF E-GOVERNMENT IMPLEMENTATION 

Benefits       Authors 

Financial [15], [17], [18] 

Social [15], [17, [18], [19] 

Government agencies [15], [16], [19], [20] 

Economy [17] 

Time Reduction [18], [19], [20] 

Achieve government’s  

objectives 
[15], [16], [19]  

Sharing information [16] 

Built trust between government 

& citizens 
[16] 

Improve efficiency [16], [19], [20] 

C. Barriers of E-Government Implementation 

Implementing any e-system could also have its own 
barriers and challenges. The implementation, development and 
management of an e-government system could have possible 
barriers and challenges which could be classified to major 
barriers. Each of these barriers has its own sub-barriers and all 
of them must be taken into great attention. Technical barriers 
are considered the most challengeable ones when 
implementing a new e-government system, they affect over the 
development and implementation of an effective e-government 
system, especially in a developing country like Iraq. Within 
this category we can count the readiness of ICT infrastructure, 
privacy and security as the most challengeable barriers which 
most literature reviews agreed on. 

Other main category is the organizational category counted 
the top management support and the existence of qualified 
people to develop, manage, supervise and maintain the e-
government system as sub-category’s barriers do affect the 
implementation of e-government system, especially in 
developing and Arab countries like Iraq. 

Table II shows a summary of possible barriers and 
challenges of E-Government implementation. 

TABLE II. POSSIBLE BARRIERS OF E-GOVERNMENT IMPLEMENTATION 

Categories  E-government Barriers  Authors  

Technical  

 

The Creation of ICT 

Infrastructure  
[20], [21] 

Privacy  [22], [23] 

Security  
[14], [24], [22], [20], 

[25], [26] 

Organization  

 

Top management support  [2], [27], [19], [29]  

Lack of Qualified 

Personnel and Training  
[28], [29], [30] 

Lack of Collaboration  [28], [31], [32] 

Resistance to change to 

electronic ways  
[28], [30] 

Social 
Digital Divide  [19], [33] 

Culture  [19], [34] 

Financial 

Barriers  
Cost  [35], [36] 

Regulation and 

Policy Issues  
 Laws and legal subjects  [37] 

III. CLOUD COMPUTING BENEFITS AND CHALLENGES FOR 

E-GOVERNMENT 

The most official and countable definition about cloud 
computing was introduced by the National Institute of Standard 
and Technology (NIST), which defined it as  

“Cloud computing is a model for enabling convenient, on-
demand network access to a shared pool of configurable 
computing resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly provisioned and 
released with minimal management effort or service-provider 
interaction” [38]. 

For an effective e-government system deployment, some 
necessary facilities and characteristics are vital to be available; 
such as easy maintenance, reliability, mobile access, and more 
available data storage. Beside that for most of developing 
countries, the cost of construction an e-government system is 
considered a major difficulty against establishment. 

Cloud computing can offer great benefits for e-government 
systems and solve  problems of high cost establishment, ease of 
use,  more data storage, mobile access, scalability and 
automatic backup and recovery [39]-[43]. 

For that, researchers, IT specialists and other involved 
stakeholders evolved many researches and studies concerning 
the adoption of cloud computing via e-government systems. 

Today, many governments in the world are already using 
cloud services or adopting some kind of cloud computing 
solutions within their e-governments’ systems. Other 
governments are investigating and studying the possible 
affecting factors about adopting cloud computing within their 
e-governments’ systems through  strategic migration plans to 
assist their required daily functions and improve the service 
delivery level for  their citizens [44]. 

Accordingly, the affecting factors about this adoption 
should be clearly discovered, discussed and understood before 
taking the adoption decision. A strategic mechanism should be 
held and a migration strategy into the new cloud computing 
adoption technology must be completely investigated in order 
to welcome a good decision making when steeping towards 
cloud computing adoption in an e-government system. 

Possible benefits and positive influences in adopting cloud 
computing via an e-government system is shown  in Table III. 

TABLE III. BENEFITS IN ADOPTING CLOUD COMPUTING VIA E-
GOVERNMENT SYSTEM 

Benefits Authors 

Easy to use & easy Implementation  [46], [47], [48], [49], [42], [53] 

Scalability  [45], [46], [47], [48], [51], [42], [53] 

Cost Reduction & Saving  [45], [46], [47], [48], [49], [42], [53] 

Backup and Recovery [45], [47] 

Reduce local Data storage   [45], [51], [54], [50] 

Availability & Accessibility  [45], [46], [47], [48], [42], [53] 

Green computing  [45], [46], [47], [49], [52] 
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TABLE IV. POSSIBLE CHALLENGES IN ADOPTING CLOUD COMPUTING VIA 

E-GOVERNMENT SYSTEM 

Challenges and Barriers  Authors 

Security [45], [48], [42], [54] 

privacy  [45], [48], [42], [54] 

Internet dependency  [55], [64] 

Open standards and interoperability  [45], [42] 

Law and National and International Regulatory [54] 

Business Reliable issues [48], [42], [50], [54] 

Identity and access management [45] 

Although the attention of most countries in adopting cloud 
computing within e-government systems is significantly rising, 
still there are some countries which have a little knowledge and 
leadership’s concerns regarding this adoption [55]. 

Most of governments’ concerns come from the fact that 
they are uploading their confidential information to their e-
government systems and by adopting cloud computing within 
e-government system, the process of this information could be 
somewhere else outside the country beside the possibility of 
having a third party access to information. 

This leads us to specify that security and privacy are the 
most important challenges which any government concern 
about when they are willing to adopt or use cloud within their 
e-government systems [56], [57]. 

Internet dependence and regularity issues are other 
concerning matters which should be encountered before 
choosing the appropriate cloud service provider(s), cloud 
service model(s) and cloud service deployment model(s). 

Possible challenges in adopting cloud computing via e-
government system in Table IV. 

IV. ADOPTION MODELS FOR CLOUD COMPUTING IN 

E-GOVERNMENT SYSTEMS 

To predict the adoption of new technology, like cloud 
computing, many well-known theories in information system 
(IS) field could be suggested and/or applied. Choosing suitable 
technologies and methods are compulsory for a good adoption 
practice to gain its valuable results. 

Iraqi e-governments, as mentioned before, has some 
limitations, obstacles, challenges and some problems regarding 
its development and implementation process, which obviously 
have affected negatively on its completeness [3], [5] and [2]. 
For that, adopting cloud computing in the Iraqi e-government 
system requires a comprehensive analysis regarding the factors 
that could influence such adoption. 

Pointing out such factors, will eventually leads to propose a 
realistic valuable framework that could be used to assists Iraqi 
government to step over problems and difficulties which the e-
government system in Iraq is suffering from. Within this 
perspective, there are two adoption models are discussed in this 
paper and considered to be used for the proposition of Iraqi 
cloud computing e-government adoption framework. 

TABLE V. SUGGESTED ADOPTION MODELS FOR CLOUD COMPUTING IN 

E-GOVERNMENT SYSTEM 

Adoption Model of Cloud Computing in E-Government Author 

TOE framework +People [44] 

TAM+ (TRA) [60] 

TOE framework [61] 

TOE model + conceptual model of Cloud Computing adoption [62] 

TOE framework [63] 

Technological & Organizational factors [64] 

TAM [65] 

First, we discuss the Technology, Organization, and 
Environment (TOE) Framework, which is a theoretical 
framework that was developed by Tornatzky and Fleischer in 
1990 and still widely used by IS researchers till now[58]. 
Within this framework, the components of an organization 
which is studying the adoption of new technology are classified 
into three major classifications; namely: Technological, 
Organizational and Environmental elements and the second 
model to be discussed here is the Technology Acceptance 
Model (TAM), which is mainly used to examine the user’s 
interaction with the new innovation from two major points. 
The perceived usefulness (PU) which points to the degree of 
user’s trust towards the new system and perceived ease of use 
(PEOU) which is the degree to which the user believes that 
using a particular system would be free of effort [59]. Table V 
shows a summary of suggested models in adopting cloud 
computing within e-government. 

V. FACTORS AFFECTING THE ADOPTION OF CLOUD 

COMPUTING VIA E-GOVERNMENT 

Scientific analysis with reliable bases should be 
implemented in order to drive a conceptual framework for the 
adoption of new technology. This matter is a big matter of 
importance, especially when the adoption decision could affect 
and affected by a system which is employed and operated by a 
government and used by all citizens. In addition, the local, 
region, religion, culture and legal characteristics and issues 
beside the uniqueness of each country should be considered 
and investigated. 

Because of all the mentioned points, studying factors which 
may have affects over the adoption of a new technology from 
different perspectives, as researchers went through should be 
considered and taken care for. 

Factors have their own positive or negative impact over the 
adoption of any new technology. The adoption of cloud 
computing via e-government is not an exception of this. 

Possible affecting factors which could affect the adoption 
of cloud computing via e-government, from literature is 
summarized in Table VI. 
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TABLE VI. FACTORS AFFECTING THE ADOPTION OF CLOUD COMPUTING VIA E-GOVERNMENT 

Affecting Factors  Authors  

Technological context 

Cost saving (+) 
[66], [67], [70], [71], [73], [74], [75], [76], [46], [45], [77], [78], [69], [79], [47], 

[49], [80], [81], [68], [82], [64], [72], [83], [87] 

Scalability (+) 
[66], [70], [71], [73], [75], [76], [46], [42], [74], [62], [79], [47], [80], [81], [61], 

[63], [82], [64], [72], [87] 

flexibility (+) 
[67], [49], [50], [73], [74], [75], [62], [79], [80], [81], [44], [61], [63], [82], [64], 

[72], [83], [87] 

Compatibility(+) [75], [78], [79], [81], [81], [61], [64], [72] 

Complexity(-) [75], [78], [79], [80], [81], [61], [64], [72], [86] 

Security & privacy(-) 
[66], [67], [70], [71], [73], [74], [75], [76], [42], [77], [78], [62], [44], [82], [63], 

[64], [86], [87] 

Resource Utilization (+) [66], [67], [70], [73], [45], [77], [44], [70], [82] 

Environmental Context 

Reliable(+) [67], [73], [74], [69], [80] ,[81], [61], [83], [86] 

Available (+) [67], [73], [62], [79], [80], [81], [68], [83], [86] 

Ownership (-) [67], [73], [74], [79], [81], [63] 

Mobile Access(+) [66], [67], [71], [73], [76], [45], [62], [79], [46], [82] 

Migration(-) [70], [71], [73] 

Internet Connection [70], [82] 

Organizational Context 

Top Management (+) [75], [78], [79], [80], [81], [44], [61], [70], [64], [72] 

IT infrastructure(+) [75], [42], [80], [81], [61], [63], [64], [72] 

IT Human Resources(+) [75], [70], [81], [44], [61], [63], [82] 

Easy of Use (+) [67], [70], [73], [74], [46], [42], [47], [49], [82], [83] 

Regulation Issues [62], [70], [83] 

VI. FACTORS AFFECTING CLOUD COMPUTING ADOPTION 

VIA IRAQI E-GOVERNMENT 

According to Table VI, there are 19 affecting factors which 
most researchers agreed on and they are divided into 5 major 
categories: namely, technological context, environmental 
context, organizational context, ease of use and regulation 
issues. 

 
Fig. 1. Straightforward Notion for Likert [84]. 

However, these factors should be tested and evaluated by 
Iraqi IT specialists who are responsible of the e-government 
system within IMST to see if they are appropriate for Iraq or 
not. For that a questioner was conducted to evaluate these 

factors by above mentioned employees besides semi structured 
interviews to reach common understandings and solutions. 

The sample included 25 participants, 15 participants were 
male and 10 of them female  who have different job titles; 
namely: programmers, IT engineers, managers and experts, all 
of them working within the Iraqi e-government project in 
IMST / Information Technology section. They work as 
technicians, technical administrations, information engineers, 
programmers, managers and experts and varied in age between 
20-60 years old. 

Likert scale, which is one of the most important and 
frequently used tools by researchers in sciences was used to 
test whether the factors that affect the adoption of cloud 
computing within the Iraqi e-government have positive or 
negative impact over the adoption [85]. 

Likert suggested that a successful attitude measurement is 
to carry out the fundamentals measurements to review the 
respondents’ options which best reflect their position on the 
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measurement. Fig. 1 shows the Likart’s measurements’ 
notation [84]. 

For this paper’s requirements, the respondents were asked 
to disclose the factors that could influence the adoption of 
cloud computing within e-government in Iraq. A 5-point Likert 
scale was used for questioner , where 1 point is accorded to 
strongly disagree, 2 points for disagree, 3 points for neutral 
(neither agree nor disagree),  4 points for agree and 5 points is 
a scale of strongly agree. 

Table VII shows the main and sub categories with a 
suitable question statement representing the possible affecting 
factors which could have impact over the adoption of cloud 
computing via Iraqi e-government. This was the sample which 

was delivered for IMST employers who were the participants 
in this survey accompanied by Likert 5-point scale to select the 
suitable selection by them. 

The results from this part of questioner were analyzed 
according to Likert’s scale and the mean as well as the standard 
deviation (S.D) were calculated to validate suggested factors. 
These results which are illustrated in Table VIII  shows clearly 
that most of suggested factors (all except the migration factor) 
have an excepted mean value (>3.0) which means they are 
acceptable by the IT experts and employees who are actually 
working in the Iraqi e-government project at IMST. 

S.D also pointed out a non-acceptable value (< 0.7) for 
migration factor. 

TABLE VII. SAMPLE OF QUESTIONER FORM 

Technological Context 

Statement 

1 Is adopting cloud computing in Iraqi E-government system has a cost saving advantage impact factor over the system? 

2 Is adopting cloud computing in Iraqi E-government system has a flexibility advantage impact factor over the system?  

3 Is adopting cloud computing in Iraqi E-government system has a scalability advantages impact factor over the system? 

4 Is adopting cloud computing in Iraqi E-government system has a compatibility advantages impact factor over the system? 

5 Is adopting cloud computing in Iraqi E-government system has a complexity disadvantage impact factor over the system? 

6 Is adopting cloud computing in Iraqi E-government system has a security disadvantage impact factor over the system? 

7 Is adopting cloud computing in Iraqi E-government system has a privacy disadvantage impact factor over the system? 

8 Is adopting cloud computing in Iraqi E-government system has a resource utilization advantage impact factor over the system? 

Organizational Context 

Statement 

9 Is the top Management Support has a positive impact over the adoption of cloud computing within Iraqi E-government? 

10 Is adopting cloud computing in Iraqi E-government system has a positive impact over the IT infrastructure? 

11 Is adopting cloud computing in Iraqi E-government system has a positive impact over the IT Human Resources? 

Environmental Context 

Statement 

12 Is adopting cloud computing in Iraqi E-government system has a Reliability advantage impact over the system? 

13 Is adopting cloud computing in Iraqi E-government system has the availability advantage impact over the system? 

14 Is adopting cloud computing in Iraqi E-government system has an Ownership disadvantage impact over the system? 

15 Is adopting cloud computing in Iraqi E-government system has a  Mobile Access advantage impact over the system?. 

16 Is adopting cloud computing in Iraqi E-government system has a  Migration disadvantage impact over the system? 

17 Is adopting cloud computing in Iraqi E-government system can have the Internet Connection advantage impact over the system? 

Ease of Use 

Statement 

18 Is adopting cloud computing in Iraqi E-government system has an Easy of Use advantage impact over the system? 

Legal Issues 

Statement 

19 Is adopting cloud computing in Iraqi E-government system has a Legal Issue disadvantage impact over the system? 
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TABLE VIII. QUESTIONER RESULTS 

Technological Context 

Statement Mean S.D 

1 
Is adopting cloud computing in Iraqi E-government system has a cost saving advantage 
impact factor over the system? 

4.6 0.63245553 

2 
Is adopting cloud computing in Iraqi E-government system has a flexibility advantage 

impact factor over the system?  
3.96 0.91564185 

3 
Is adopting cloud computing in Iraqi E-government system has a scalability advantages 

impact factor over the system? 
4.52 0.75471849 

4 
Is adopting cloud computing in Iraqi E-government system has a compatibility advantages 
impact factor over the system? 

4.04 1.28 

5 
Is adopting cloud computing in Iraqi E-government system has a complexity disadvantage 
impact factor over the system? 

4.32 0.96829747 

6 
Is adopting cloud computing in Iraqi E-government system has a security disadvantage 
impact factor over the system? 

3.64 1.05375519 

7 
Is adopting cloud computing in Iraqi E-government system has a privacy disadvantage 
impact factor over the system? 

4.4 1.0198039 

8 
Is adopting cloud computing in Iraqi E-government system has a resource utilization 
advantage impact factor over the system? 

4.6 0.48989795 

Organizational Context 

Statement Mean S.D 

9 
Is the top Management Support has a positive impact over the adoption of cloud computing 

within Iraqi E-government? 
3.64 1.29243955 

10 
Is adopting cloud computing in Iraqi E-government system has a positive impact over the 

IT infrastructure? 
4.92 0.2712932 

11 
Is adopting cloud computing in Iraqi E-government system has a positive impact over the 
IT Human Resources? 

4.44 0.89799777 

Environmental Context 

Statement Mean S.D 

12 
Is adopting cloud computing in Iraqi E-government system has a Reliability advantage 
impact over the system? 

3.52 1.38910043 

13 
Is adopting cloud computing in Iraqi E-government system has the availability advantage 
impact over the system? 

4.2 1.16619038 

14 
Is adopting cloud computing in Iraqi E-government system has an Ownership disadvantage 
impact over the system? 

4.08 1.16344317 

15 
Is adopting cloud computing in Iraqi E-government system has a Mobile Access advantage 

impact over the system? 
4.4 0.8 

Statement Mean S.D 

16 
Is adopting cloud computing in Iraqi E-government system has a  Migration disadvantage 

impact over the system? 

 

2.92 

 

0.56 

17 
Is adopting cloud computing in Iraqi E-government system can have the Internet 
Connection advantage impact over the system? 

3.56 0.89799777 

Ease of Use 

Statement Mean S.D 

18 
Is adopting cloud computing in Iraqi E-government system has an Easy of Use advantage 
impact over the system? 

3.92 

 

0.97652445 

 

Legal Issues 

Statement Mean S.D 

19 
Is adopting cloud computing in Iraqi E-government system has a Legal Issue disadvantage 
impact over the system? 

3.64 

 

0.97488461 
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Fig. 2. Conceptual model for factors affecting cloud computing adoption for 

Iraqi e-government. 

According to that, the migration factor was excluded from 
the conceptual framework model relating to the adoption of 
cloud computing in Iraqi e-government. Fig. 2 shows the 
resultant conceptual model for the factors affecting cloud 
computing adoption for Iraqi E-government. 

VII. CONCLUSION 

There are many factors which need to be considered before 
adopting cloud computing in a new environment. 

For a developing country like Iraq, which has its own 
circumstances and issues, developing a conceptual framework 
about the adoption of cloud computing should rely own solid 
scientific bases and goes through a lot of investigation and 
validation by specialized IT expertise and employees. 

The conceptual model for factors affecting cloud 
computing adoption in Iraqi e-government was derived upon 
deep and wide verity of related literature review and has its 
own bases and theories of adoption which should be accounted 
to assure the right adoption context for a new innovation 
technology. From analyzing factors we saw that a TOE 
framework and TAM model with addition and modifications 
which researchers did concerning the uniqueness 
characteristics about Iraqi e-government was suitable as a 
theoretical framework and a model to be tested. 

The outcomes was very corrigible and most factors 
extracted through literature review (all except one) were 
conferred to be affected factors if a cloud computing is to be 
chosen via Iraqi e-government system. 
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Abstract—Tor (The Onion Router) is an anonymity tool that 

is widely used worldwide. Tor protect its user privacy against 

surveillance and censorship using strong encryption and 

obfuscation techniques which makes it extremely difficult to 

monitor and identify users’ activity on the Tor network. It also 

implements strong defense to protect the users against traffic 

features extraction and website fingerprinting. However, the 

strong anonymity also became the heaven for criminal to avoid 

network tracing. Therefore, numerous of research has been 

performed on encrypted traffic analyzing and classification using 

machine learning techniques. This paper presents survey on 

existing approaches for classification of Tor and other encrypted 

traffic. There is preliminary discussion on machine learning 

approaches and Tor network. Next, there are comparison of the 

surveyed traffic classification and discussion on their 

classification properties. 

Keywords—Encrypted traffic monitoring; Tor; machine 

learning; security; survey 

I. INTRODUCTION 

Tor (The Onion Router) is a well-known anonymity 
network globally [1]. The popularity of Tor is undeniable as 
the Tor’s users increase up to two million just in year of 2017 
alone [2] and currently there are more than four million users 
worldwide. Similar with other anonymity project such as I2P 
[3] and FreeNet [4], Tor primary goal is to provide users with 
privacy protection and anonymous access to the Internet. This 
will facilitate the Internet users with mechanism to hide their 
activity thus protecting their privacy to some extent, i.e. to 
hide the source, the destination, and the nature of the 
communication, other than encrypting the content itself [35]. 
Although there are lots of good usage practice, Tor however 
are also dual-use networks just like other technology such as 
BitTorrent (where users are not only use it to share free 
materials, they also share copyrighted materials) since it has 
been exploited for illegal activities purposes [5]-[8]. 

Due to the complexity nature of the Tor encrypted traffic, 
the research community has put considerable effort on 
analyzing the Tor security especially on the possibility of 
deanonymizing the Tor users [11]-[15]. These researches have 
focused on decoy traffic [12], exit router logging [11], attack 
on identifying Tor relays [14] and investigation on exit relays 
trustworthiness [15]. Although the result is promising, but 
these techniques lack of security monitoring proficiencies on 
the Tor network. In security monitoring perspective, the Tor 
traffic in general should be monitored and analyzed to obtain 
useful knowledge such as information on the website that 

Tor’s user access. Therefore, there are few has focused on the 
privacy disclosure based on identifying application 
information of traffic in the Tor network [10]. This approach 
would allow for the Tor traffic to be monitored in large scale 
and real-time. Although it is not directly deanonymized the 
user activity on the Tor network, learning the application 
information that being used by the users in the Tor network is 
a part of the Tor privacy concern [33]. This security 
monitoring capabilities could be achieved using machine 
learning classification technique similar to the classification of 
encrypted traffic on the surface web. 

Even though machine learning classification for encrypted 
traffic has been studied intensively [17], [48]-[50], the process 
of applying these studied to classify the Tor traffic is 
remarkably challenging due to valuable traffic features that 
obtained from previous study are irrelevant in the context of 
Tor network and Tor itself developed with strong anonymity 
protection [31]. 

The main objective of this paper is to survey the 
application of machine learning techniques for encrypted Tor 
traffic classification and several latest clearnet encrypted 
traffic classification studies. Based on the results of the 
investigation, we will discuss and compared comprehensively 
on those machine learning techniques and its operation. 

The rest of the paper is organized as follows. In Section 2, 
will be discussion on the technical background of traffic 
encryption on the Tor network. In Section 3, we discuss the 
fundamental of machine learning in traffic classification. 
Section 4 contain the discussion of studies on machine 
learning techniques. Section 5 contains the comprehensive 
comparison and consideration on these surveyed techniques. 
Finally, the paper is concluded in Section 6. 

II. TOR BACKGROUND 

A. Onion Routing 

As Tor created to provide anonymity services that allow 
people to improve their privacy and security on the Internet, it 
is run by group of volunteer-operated servers around the 
world. The main backbone of Tor network is the distributed 
relay server (Tor node) which providing the onion routing 
capabilities. Onion routing is a concept of anonymous 
communication over a computer network where the messages 
are encapsulated in multiple layers of encryption [18]. The 
encrypted data is transmitted through series of Tor nodes 
(current Tor implementation use three nodes [1]) which is 
called as a Tor circuit. Each of the node will decrypt a layer of 
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encryption to uncover the next destination of the traffic 
without the knowledge on whether the source of the traffic is 
coming from a Tor client or from another Tor node. Only the 
exit (third) node know the true destination of the messages. 
Hence, there are no node that has both information on the 
source and destination of the messages. 

Fig. 1 shows the Tor circuit example. Notice that the 
connection between the exit node and destination server does 
not encrypted. This is because Tor provide traffic encryption 
mechanism while the messages are in the Tor network [19]. 
The moment that messages go out of the Tor network, it is up 
to the users whether the traffic is encrypted or not. As an 
example, if a user accesses a HTTPS (Hyper Text Transfer 
Protocol Secure) websites, not only the communication is 
encrypted in the Tor network, but also encrypted outside of 
the Tor network through the HTTPS. If the user accesses an 
unsecure HTTP website, the communication is encrypted only 
in the Tor network and no encryption provided outside of the 
Tor network (situation in Fig. 1). 

 
Fig. 1. Tor circuit example. 

B. TLS 

The encrypted communications inside the Tor network 
heavily relied on the TLS (Transport Layer Security). (TLS) is 
a cryptographic protocol designed to provide secure 
communication over the network [20] which could be 
considered as the successor of the Secure Sockets Layer (SSL) 
[21]. TLS is located between the Transport Layer and the 
Application Layer in the TCP/IP Model Layer. Other than 
encryption, the fundamental of TLS is the used of X.509 
certificates as the verification features of with whom they are 
communicating, asymmetric cryptography to authenticate 
those entity and symmetric session key as the key to encrypt 
the data transfer between the entity. In addition, TLS use 
Record Protocol [20], which acts as a wrapper that responsible 
for dividing messages into several fragments. These fragments 
than will be paired with its corresponding Message 
Authentication Code (MAC). These procedures are important 
to ensure that the messages transferred from source to the 

destination accessible by the right party and no third party 
could involve or do modification to these messages without 
the right party awareness. Other than Tor, TLS is widely use 
in the network environment to secure the data transfer; for 
example, as web browsing, email, instant messaging, and 
voice-over-IP (VoIP). 

The knowledge on TLS protocol mechanism is very 
crucial in Tor traffic classification. Fig. 2 shows the Tor traffic 
layer. Tor will divide communication messages into several 
fixed size packets which called as cell [22]. Then, these cells 
are processed and transformed into TLS records. These 
records than will be fragmented into the TCP packets before it 
will be send to another Tor node. These traffic layer 
mechanism enable features extraction of the traffic at three 
different levels for the machine traffic classification process as 
each layer has certain header information that are not 
encrypted [33]. 

 

Fig. 2. Tor traffic layer [22]. 

III. MACHINE LEARNING 

In computer science, machine learning is a technique that 
enable computer to learn from experience with data using 
statistical techniques rather than explicitly being programmed. 
In computer security, machine learning has been utilized in 
lots of area such as traffic classification, anomaly detection, 
spam detection, malware identification and entity 
classification [23]. 

Fig. 3 shows traffic classification taxonomy. Below is the 
discussion of broad categories of machine learning 
approaches, classification input features, classification output 
classes and evaluation metric of classification algorithms. 

 
Fig. 3. Traffic classification taxonomy. 
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A. Machine Learning Approaches 

There are three broad approaches of machine learning in 
traffic monitoring which are supervised, semi-supervised and 
unsupervised. In traffic classification, different approach 
produces different result, effectiveness and reliability depend 
on its target and the dataset that being used as the input. 

Supervised learning used sets of pre-training data (data 
that are labelled based on certain traffic features) to train the 
algorithms on classification of the traffic. The example of 
supervised learning algorithms is K -Nearest Neighbors (k-
NN) [24], Bayesian Network [25], Decision Tree [26] and 
Support Vector Machine (SVM) [27]. The main advantage is 
that it produces low false rate of classification. Yet, it might 
become challenging in providing complete sets of pre-training 
data and might require long training time. 

Semi-supervised learning is similar to the supervised, but 
it does not utilize complete pre-training data. Instead the pre-
training data is only partial labelled data. The main advantage 
is that there are less sets of pre-training data need to be 
provided. However, the accuracy might be a huge issue 
especially in classification various kind of encrypted 
application traffic. 

Unsupervised learning in the other hand use mainly for 
data clustering without any pre-training data. The example of 
unsupervised learning algorithms is Fuzzy C-means [28] and 
K-means [29]. Despite the ease of usage as no training data is 
required, it commonly utilized for traffic clustering process 
rather than for encrypted traffic classification. One of the main 
usage of unsupervised traffic clustering is in anomaly 
detection which is work well with unlabelled traffic [29], [47], 
[51]. 

B. Classification Input 

The pre-training data that will be used to train supervised 
or semi-supervised algorithms are fundamentally important in 
receiving the best output of traffic classification. Thus, 
selection of input data need to be done carefully and 
thoroughly. The Tor traffic classification input data could be 
segmented into three categories. 

 Circuit – Circuit lifetime, Cell inter-arrival times, Cells 
per circuit life time, Uplink Cells and The Rate of the 
Downlink Cells to the Uplink Cells. 

 Flow – Flow segment size, round trip time, duration.  

 Packet – Packet length, frequency, header. 

C. Classification Output 

Based on the classification input, there are several types of 
classification output could be obtained. The best output is the 
fine-grained level which has the most detailed information on 
the classified traffic. 

 Traffic cluster (TC) – Tor, Bulk/small transactions,  

 Application type (AT) – Streaming, browsing, 
torrenting.  

 Application protocol (AP) – HTTPS, FTP, P2P 

 Application software (AS) – Web browser, Mail client 

 Fine-grained (FG) – Facebook site, YouTube video, 
Skype call, Windows update. 

D. Evaluation Metrics 

As lot of researches has been carried on machine learning 
techniques for traffic classification, these researches need to 
be evaluated and compared with established findings. To 
evaluate the outcome of each machine learning method for 
traffic classification, several important metrics are used [16] 
which are accuracy, F-Measure, True Positive Rate (TPR), 
False Positive Rate (FPR), precision and recall. 

IV. TRAFFIC CLASSIFICATION TECHNIQUES 

This section surveys on machine learning approaches of 
traffic classification. The discussion will be divided into two 
main categories which are encrypted traffic classification that 
work on the Tor network and latest encrypted traffic 
classification on non-Tor network. Table I shows summary of 
cite papers and machine learning method on traffic 
classification. 

A. Traffic Classification on Tor 

Alsabah et al. [31] proposed and evaluated DiffTor that 
classify real-time Tor circuit using machine learning 
algorithms. The main intention of this study is to improve the 
performance of the Tor network using classification process 
that assigns distinct classes of services on each application 
traffic in the Tor circuit. Based on their observation, different 
applications have different time and throughput requirements. 
Therefore, the chosen attributes are circuit lifetime, amount of 
data transfer, cell inter-arrival times and number of recent 
cells sent are selected to classify the Tor traffic. The authors 
confirmed that their experiments managed to classify Tor 
circuit which being generated on the live Tor network with 
extremely high accuracy. 

Similar classification technique carried out by [32] that 
focus on circuit and traffic flow classification. The circuit 
classification retrieved data at Tor’s relay server and the flow 
classification retrieved data that are transmitting anywhere 
between relay server and Tor’s user. This flow classification 
approach does not require any access on the relay server 
which make it much more flexible that the circuit 
classification approach. For circuit level classification, 
attributes such as cells per circuit lifetime, Uplink cells, rate of 
Downlink cells to Uplink cells and Exponentially Weighted 
Moving Average (EWMA) are chosen. For flow level 
classification, the authors use two flow exporting tools 
(Tranalyzer2 and Tcptrace) which able to generate flows and 
extract the attributes of the flows. The author managed to 
perform study on four machine learning algorithms which are 
Naïve Bayes, Bayesian Networks, C4.5 and Random Forest. 

There is study on application classification attack on Tor 
network [33] which identify and classify the application types 
inside the Tor network traffic. The identification is based on 
application behaviour that characterized by traffic flow 
features such as burst volumes and directions. The authors 
define burst as successive packets in between two packets sent 
on the opposite direction. Based on Tor’s design features 
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which utilize round-robin fashion for Tor scheduling, the 
relation between burst volumes and burst directions could be 
utilized as the critical features in classifying the Tor traffic. 
This research utilized unsupervised K-means and Multiple 
Sequence Alignment (MSA) to pre-treat sample data and 
Profile Hidden Markov Model to build model and classify the 
application type of the Tor traffic. 

Lingyu et al. [34] proposed hierarchical classification that 
exploits decision tree algorithm for Tor traffic identification 
and Tri-Training algorithm for Tor traffic segmentation. Tri-
Training algorithm is a semi-supervised machine learning 
algorithm which utilize co-training technique [52]. It has 
certain advantages such as it requires low number of training 
data than supervised methods, does not require cross-
validation and no restriction on base classifier. Rather than 
focus on cell-based attributes like in [31] and [32], this study 
had focus on packet-based attributes which are packet length 
entropy, 600-byte packet frequency, zero data packet 
frequency (first 10) and average packet interval time. The 
result shows high accuracy classification which could be 
achieved due to the hierarchical instrument. 

There is also classification study based on Anon17 dataset 
[30] that uses four classifier approaches (Naïve Bayes, 
Bayesian Network, C4,5 and Random Forest) [35]. The public 
dataset contains traffic from three popular anonymity services 
(Tor [1], I2P [3] and JonDonym [30]). The authors performed 
three level of classification beginning with Anon Network 
(Tor, I2P, JonDonym), Traffic Type (Normal, Tor Apps, I2P 
Apps) and Application (Tor, Streaming, Torrent, Browsing). 
The result of these experiment shows that all classification 
levels on these anonymity services could be identified and 
distinguished with high accuracy. There are 81 extracted 
features for classification including flow direction, packet 
length, inter-arrival time, IP header features and number of 
connections during traffic flow lifetime. This experiment is 
unique from others since it uses dataset that are publicly 
available. However, due to the dataset is only recently 
available, there lack of studies that utilize the same dataset 
currently. 

Soleimani et al. [38] has focus on identification of Tor 
pluggable transports using machine learning techniques. Tor 
pluggable transport is a bridge from the Internet into the Tor 
network which considered as the technique to bypass the 
worldwide Tor censorship operation [45]. This experiment 
proceeds on three plugin techniques which are Obfs3, Obfs4, 
and ScrambleSuit. Using supervised learning, the 
identification of these plugins could be executed with only 
first 10-50 packets inspection in real-time. The authors utilize 
statistical flow features such as flow size (both direction), 
mean size of packet sent (both direction) and standard 
deviation of packet sizes (both direction). 

Based on local network observer of Tor traffic dataset, 
[43] has analysed and found that standard HTTPS traffic 
(related to top monitored sites on Alexa) and Tor network has 
variations that could be classified using the machine learning 
technique. The authors generate traffic using virtual machines 
with two different instances. One with HTTPS traffic and the 
other is Tor-based traffic (both access similar website). The 

authors use 40 features including total packets, total bytes, 
smallest packet size, largest packet size, minimum (including 
maximum and mean) amount of time between two packet and 
duration of flow. Due to the proven variation of traffic 
features of HTTPS and Tor network, the study outcome is a 
fine grained output of traffic classification (classify which 
traffic related to which website). 

Cuzzocrea et al. [44] also presented technique that 
identifies Tor-related traffic that generated on a host. Hence, it 
could detect whether a user is using Tor application. The 
identification process uses supervised classification based on 
traffic flows features. Similar to others Tor network 
classification [35] and [43], the chosen attributes are 23 
including flow duration, flow bytes per second, flow inter-
arrival time and flow active time. This study had been carried 
out on six machine algorithms with the most accurate result is 
J48 (C4.5) approach. 

B. Traffic Classification on Non-Tor Network 

Fu et al. [39] has developed CUMMA, a system that use 
machine learning for in-App service usage classification on 
encrypted traffic in mobile messaging apps. This system 
learning model is based on temporal dependencies, user 
behavioural patterns and network traffic characteristics. It also 
works closely on time series classification and features 
segmentation. The traffic features extraction including packet 
length related features (such as descriptive statistics, variances 
in directions, and hopping counts) and time delay related 
features (such as time interval for consecutive packet). The 
outcome of this project shows that CUMMA enable service 
usage identification and application usage behaviour detection 
(text, picture, audio note, stream video call) based on 
encrypted traffic classification. 

Another supervised research for encrypted traffic from 
[40] has proposed an attribute-aware classification that 
utilized second-order Markov Chain algorithm. Second-order 
Markov Chains is required in order to determine state 
transition probabilities. This study also proposes modelling 
process using application attribute bigram that able to increase 
second-order Markov Chains state diversity. The study 
attained better discernment accuracy and diverse application 
fingerprints through the leverage of the attribute bigram 
(Certificate and first Application Data packets). This 
experiment manages to classify the encrypted traffic based on 
the detection of website traffic-attribute which could be 
considered as fine grained output. 

Sun et al. [41] has studied on incremental SVM (ISVM) 
model that focus on enabling quick and high-frequency of 
classifier update with reduced training cost of memory and 
CPU. The essential different on ISVM is that the original 
training data is removed and only holds the Support Vectors 
(SVs) produced in latest updating process which overcome the 
traditional SVM weaknesses. They also proposed AISVM, an 
ISVM with attenuation factor through the use of weight on 
each SVs to maximize the usage of information on SVs 
updating process. The outcome of this study illustrates that 
both proposed model shows similar classification accuracy 
with traditional SVM but with significant reduced updating 
process. 
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Fan et al. [36] has study on the machine learning 
classification that emphasizes traffic in Software Define 
Networking (SDN). SDN [46] is a new network paradigm that 
provide simplification of network management and support 
for exponential traffic growth on mobile cellular network. The 
feature selection (such as port number, number of unique data 
bytes, maximum segment size and initial window bytes) 
techniques had been use as the manipulated variable in this 
study as different combination of selected features produced 
different classification accuracy. This study employs SVM 
and K-means clustering for the traffic classification process. 
The outcome shows that K-means are effectively clustering 
new type of traffic; however, it has lower accuracy than 
supervised SVM approach. 

Another SVM learning approach has been carried out by 
[37] that focus on real-time traffic classification. The author 
proposed SSP-SVM based on principal component analysis 
(PCA) and scaling dataset to extract and verify traffic features. 
It adapts the reduction on feature dimension, lower features 
redundancy and higher features generalization. They also 
utilize improved particle swarm optimization algorithm to 
automatically produce optimal parameter for kernel function. 
The outcome performance shows that two-class and multi-
class classifier work effectively on traffic classification 
compared to the traditional SVM. 

Another novel fingerprinting technique (through sampling 
of Application Protocol Data Units exchange patterns) for 
traffic classification has been proposed by [42]. The studied 
technique is simple to be implemented with minimal resource 
requirement. The principal of this technique is to provide high 
efficient sampling strategy that applied by single Content 
Addressable Memory (CAM) filtering rule based on zero-
length TCP packet flows. This classification technique isn’t 
affected with network transmission issues such as 
fragmentation, loses and congestion. The author also 
suggested that for UDP traffic, analogous fingerprinting 
scheme should be utilized to attain the same accuracy in TCP. 

V. DISCUSSION AND COMPARISON 

We have provided the summarize overview on the 
encrypted traffic classification using machine learning 
approaches. Most surveyed studies use flow and packet 
features as the input for the traffic classification technique. 
The authors of [35] manage to do classification based on both 
flow and packet features using public dataset [30] that are 
focus on the anonymity services traffic. There is also traffic 
classification based on circuit features [31], [32] that could be 
considered one of specialized machine learning process on the 
Tor network. This is because, the Tor circuit is only exist in 
the Tor network, thus it could be experimented and analysed 
entirely in the Tor network. 

TABLE I. SUMMARY TABLE OF CITE PAPERS AND MACHINE LEARNING METHOD ON TRAFFIC CLASSIFICATION 
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[31] 2012 ✔   ✔     ✔ ✔ ✔       ✔  ✔ ✔ AT 

[32] 2014 ✔ ✔  ✔     ✔ ✔  ✔ ✔       ✔ ✔ AT 

[43] 2015  ✔  ✔     ✔   ✔ ✔   ✔    ✔ ✔ TC,FG 

[33] 2015  ✔  ✔  ✔  ✔      ✔      ✔ ✔ AP 

[39] 2016   ✔ ✔          ✔      ✔  AS,FG 

[34] 2017   ✔  ✔      ✔    ✔     ✔ ✔ TC,AP 

[35] 2017  ✔ ✔ ✔     ✔ ✔  ✔ ✔      ✔  ✔ TC,AT 

[36] 2017  ✔  ✔  ✔  ✔        ✔   ✔   AT 

[37] 2017   ✔ ✔            ✔  ✔ ✔   AP 

[40] 2017   ✔ ✔             ✔   ✔  FG 

[44] 2017  ✔  ✔      ✔  ✔        ✔ ✔ TC 

[38] 2018  ✔ ✔ ✔   ✔     ✔ ✔   ✔  ✔  ✔ ✔ AP 

[41] 2018  ✔  ✔            ✔  ✔ ✔   AP 

[42] 2018  ✔  ✔        ✔      ✔  ✔  FG 
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Due to the complexity of encrypted traffic, most of the 
surveyed research focuses on supervised machine learning 
which required pre-training dataset to classify the traffic. The 
studies by [33], [36] utilized unsupervised machine learning 
solely for traffic clustering rather than traffic classification. 
Despite study by [34] managed to classify encrypted traffic 
using semi-supervised learning, this learning practice could be 
achieved with the presence of hierarchical classification 
approach. 

The most popular machine learning methods are the C4.5 
followed by the SVM. These two methods generally produce 
most accurate result. However, it might not be the best 
algorithm on most of encrypted traffic environment. Naïve 
Bayes, Bayesian Networks and Random Forest also produce 
satisfactory accuracy when the features are adequate and 
reliable. 

Traditional non-Tor encrypted traffic classification has the 
privilege of accessing important attribute such as source and 
destination IP address and port number to learn and classify 
the traffic accurately. However, in Tor network, these 
attributes are impractical as the source and destination info are 
no longer the accurate attribute as it has been hidden by the 
onion routing mechanism. Hence, a lot of other attributes are 
used for classifying the Tor encrypted network traffic. 

The real-time column in Table I shows that whether the 
classification process could be applied on real-time data. 
Although accurate detection is very important, some traffic 
classification such as anomaly detection [47] required real-
time classification process to make it useful most of the time. 
Hence, heavy computational and slow traffic classification is 
impracticable in real-time environment. 

The dataset column in Table I shows the source of data 
whether it was publicly available or privately collected. 
Traffic classification on public dataset would allow 
researchers to closely compared their accuracy and 
performance result with other published work. However, due 
to limited availability of dataset that involve Tor network, 
most of the studies that focus on Tor network produced their 
own dataset. 

Compared to the traditional machine learning research 
[17], current researches on encrypted traffic classification 
using machine learning approach produced various type of 
output that could be further analysed and refined. Study by 
[39], [40], [42], [43] managed to perform encrypted traffic 
classification that identify traffic with fine granularity output 
of information. 

To this end, there is no algorithm that performs the best in 
all condition. Different algorithm has different capabilities and 
efficiency depending on its classification objective, 
implementation strategy and training dataset. Therefore, there 
are several considerations factor that need to be taken while 
choosing the right machine learning algorithm [9]. 

 Accuracy – Despite the most accurate algorithm is very 
important, the processing time might be a huge 
bottleneck. In some cases, approximation of traffic 
classification is acceptable. 

 Training time – When data set is huge, the training 
time of this data might be an important consideration as 
it might result the training time taken to be from several 
minutes to few hours. Encrypted traffic classification 
with shorter training time is much more preferred. 

 Computational resource – Very accurate algorithm 
that utilized very high computational resource might not 
be suitable in certain traffic classification circumstances 
especially in real-time classification environment. 
Therefore, encrypted traffic classification algorithm 
needs to have acceptable computational requirement for 
more efficient processing resources. 

 Number of features – Commonly, the more extracted 
features that available, the better accuracy of encryption 
traffic classification. However, it might become a 
bottleneck on the algorithm training time process. There 
are also features that will reduce the accuracy of the 
encrypted traffic classification which need to be 
avoided. 

 Number of parameters – Number that affect algorithm 
behavior, such as number of iterations, error tolerance 
and options between variants. These parameters are 
very important in getting the effective and accurate 
result since different settings could significantly impact 
the encrypted traffic classification outcome. 

VI. CONCLUSION 

In the past, traffic classification using machine learning 
approaches was not important. With the emerging traffic 
encryption and anonymity services such as Tor, machine 
learning technique for encrypted traffic classification should 
be considered as the prominent approaches on identifying this 
Tor traffic. 

In this paper, we presented an overview of machine 
learning classification for Tor encrypted traffic. We begin 
with discussion on Tor technical background and machine 
learning background. Then there is discussion on surveyed 
papers, summarize table of the discussed papers and 
comparison on the machine learning approaches. To sum up, 
there still lots of things could be further investigated and 
improved in the machine learning classification process to 
discover the truth of privacy protection on the Tor network. 
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Abstract—Computer-based test promises several benefits 

such as automatic grading, assessment features, and paper 

efficiency. However, besides the benefits, the organization should 

prepare the enough infrastructure, network connectivity, and 

user education. The problem upsurges when a hundred numbers 

of users join the computer-based test. This article proposes 

Bring-Your-Own-Devices (BYOD), and the cloud computing 

approach to facilitate a hundred numbers of exam participant. 

Through the experiment method on 393 students, the article 

determines five central practices that can be used by the 

organization who want to implement the massive scale computer-

based test. 

Keywords—Computer-based test; cloud computing; Bring-

Your-Own-Devices (BYOD) 

I. INTRODUCTION 

In a developing country like Indonesia, adopting a 
computer-based test (CBT) in high school is challenging. The 
CBT lab preparation, lab policy, student learning challenges, 
and staffing preparation [1]. The preparation is not free either, 
for example; the infrastructure should be prepared and 
invested such as the internet, computer, and network. The 
problem is when the infrastructure cannot be achieved. 

One way to achieve the infrastructure is by adopting 
Bring-Your-Own-Device (BYOD). It can be used to support 
learning activities such as CBT in high school or higher 
education [2]. In the implementation of the CBT, many of 
students prefer to use the mobile phone to access the CBT [3]. 
To prepare the student to get accustomed to the CBT system, 
several types of research do: 

 The development of mobile learning system to make 
student accustomed to the written exam CBT [4]. 

 The automated of course management and evaluation 
system using mobile web [5]. 

 The development of an android mobile application for 
e-exam [6], [7]. 

 The knowledge level assessment in e-learning system 
that uses machine learning and user activity analysis 
[8]. 

Based on the researches, it is shown that the solution to 
implement CBT with BYOD is by creating a custom solution 
to facilitate the CBT. However, in the limited resources such 
as a high school that doesn’t have a programmer or IT 

administrator. The solution is somewhat tricky. Hardware and 
software modularity, cost-effectiveness, network, and training 
are the main factors to implement cloud computing [9]. 
Therefore, the solution that possible is by utilizing cloud 
computing. In the recent researches, it is shown that cloud 
computing has the potential to provide simulator facility or 
ICT enhanced classroom [10], [11]. Some researchers also 
suggest using cloud computing through a teacher training 
program [12]. Although the implementation of cloud 
computing on education seem promising and useful [13], 
some questions need to be answered: 

 Is the combination between BYOD and Cloud 
Computing can be implemented on a real case? 

 What are the critical factors that need to be considered 
to implement BYOD and cloud computing? 

The questions are referring to the problem to run the CBT 
with efficient cost and less technical effort. In order to answer 
the question, this article conducts an experiment to implement 
BYOD and cloud computing in the CBT. The detail of the 
experiment is described in Section II. 

II. RESEARCH DESIGN 

The research design follows qualitative research design on 
information system [14]. It uses case study design by doing 
participant observation in natural settings to explain the 
implementation of BYOD on CBT (Table I). The qualitative 
method follows structured interview that is documented and 
administered through online questionnaires. 

Several considerations in this research are: 

1) The research uses student on eight grades rather than 

seven grades or nine grades. The middle grade is chosen to 

balance the digital literature knowledge. 

2) The CBT software uses Microsoft Forms. It is well 

integrated on Microsoft Office 365 that already used widely in 

the school. It is to make sure that the teacher can author their 

own exam and troubleshoot as a proctor on the exam.  

3) The bandwidth that is allocated uses a wireless network 

provider. The selection of the provider based on the fastest 

wireless coverage of that era.  

4) The school is located on the Jakarta. The author selects 

the school based on the school agreed to adopt BYOD on 

CBY. To mimic the majority school in Indonesia, the author 
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chooses a school that doesn’t have dedicated hardware for the 

CBT process. 

TABLE I. RESEARCH DESIGN 

Research design attribute Values 

Design Groups Case study  

Research Method Qualitative 

Technique Structured  

Instrument Questionnaires 

Research Object 
Exam participants on Junior High School 
(Grade 8)  

Population 396 students on grade 8 

Samples 393 students  

CBT Software Microsoft Forms (parts of Office 365 SaaS)  

Software Cost Free (for the academic institution) 

Experiment Length  Four days (14 March – 18 March 2018) 

Classroom  22 Classroom simultaneously  

Bandwidth  
Shared Bandwidth 35 Mbps downstream / 
4 Mbps upstream 

Network Distribution 
Through 22 Access point (one classroom - 
one access point)  

CBT experiment 8 experiments (8 subjects) 

The research was done on four steps, namely, 
infrastructure preparation, exam preparation, exam execution 
and monitoring, exam evaluation. 

III. IMPLEMENTATION PROSES AND RESULT 

The result will be described in four steps as mentioned in 
the research design. 

A. Infrastructure Preparation 

Infrastructure preparation prepares the infrastructures 
needed to run the CBT on BYOD system. The infrastructure 
preparation is done by doing assessments through simulating 
the exam process in the cloud environment. This step is done 
by following three main steps. 

1) Creating questions on exam software such as Microsoft 

Forms. On this step, the teacher creates four question 

configurations as shown in Table II. 

2) Measuring the demand estimation for the users. The 

demand estimation is measured by using network traffics 

feature in the browser developer toolbar. The demand 

estimation is shown in Table II. 

TABLE II. EXAM CONFIGURATION 

Question 

Configurations 

Content 

Composition 
Size  

Demand Estimation 

for 432 users 

40 questions 
50% image 50% 

text 
2.1 MB 907.20 MB 

20 questions  
50% image 50% 

text 
1.2 MB 518.4 MB 

20 questions 
30% Image 70% 
text 

533 KB 230.3 MB 

20 questions 100% text  58.2 KB 25.2 MB 

3) Based on Table II, the required bandwidth is 8 Mbps. 

Assuming that the traffic workload is 25% for the CBT. It will 

need at least 32 Mbps.  

4) The economic router will only support 16 clients. 386 

students need 18 routers (386/16). However, because of the 

physical classroom, the research uses 22 routers to facilitate 

22 classrooms. 

B. Exam Preparation 

The exam preparation process is done by creating an exam 
question on several subjects. There are eight subjects for four 
days. The subjects are Mathematics, Science, Social, Religion, 
Indonesian Language, ICT, Arts, and Society. Each subject 
has 40 questions. The questions are created by the teachers 
and uploaded to Forms. 

After the questions are uploaded, the questions are verified 
by the exam preparation team. The preparation will evaluate 
the exam based on several rules such as: 

 The question and answer should be in a text format, 
except for the figure or the tables. 

 The question should be in multiple choice format 

 The figure and the table should be readable on mobile 
devices 

The validated question is uploaded and shared as a specific 
link. The link is converted into QR codes. The link can be 
accessed at specific time and date. The link is evaluated 
through a load test. The load test is done by following three 
steps which are creating a test plan, recording the usage 
scenario through Visual Studio UI coded test, preparing the 
cloud test environment to test the UI coded test based on the 
test plan. The test plan consists of several rules: 

 There are two types of questions set. The lightweight 
exam sets and heavyweight exam sets. The lightweight 
exam sets consist of 100% of the exam is test while the 
heavyweight exam sets have a picture on each question. 
The number of the question is 40 questions. 

 The length of the test is 30 minutes, 60 minutes, and 90 
minutes. This is based on how the student will finish 
the 40 questions. 

 The load test will be done for 400 users with 100 
iterations using Microsoft Azure. 

C. Exam Execution and Monitoring 

Based on the load test, there are several ways to implement 
the CBT process on the cloud which are: 

 The exam process is executed by giving each 
classroom a delay between 5-10 minutes. This is to 
make sure that the workload of the network still 
sufficient to download the exams. 

 The devices should free from an update such as 
Windows update, Android update, or apps update. 

 The exam should begin earlier to give some time for 
the student to turn off an unused app that consumes 
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bandwidth, turn on the wireless module to get 
connected and download the exam. It will take five to 
ten minutes. Therefore, the student should prepare the 
devices 30 – 60 minutes before the exam. 

 The student starts the exam by using the QR codes to 
access the exam portal. 

 The student will authenticate through Office 365 
account that distributed a week before the exam. The 
student should test and use the Office 365 especially 
Microsoft Forms before they use it for the exam. 

 The need of Proctor in each classroom and one 
technical support for the exam solution.  

 The indirect assessment of BYOD implementation is 
used through an exit survey. The student will answer 
the survey question in Table III. The survey is done 
through an online mechanism. 

D. Exam Evaluation 

After the implementation, it is found several challenges 
and phenomena that can be discussed as follows: 

 The upstream issues. The student should wait between 
1 – 5 minutes to submit the answer to the exam. On the 
tested environment, the downstream is on 30 Mbps 
while the upstream is on 10 Mbps. 

 International bandwidth usage. The Microsoft Forms 
uses Office 365 that hosted on the Cloud. Therefore, 
the system uses international bandwidth rather than 
local bandwidth.  

 Difference use experience on the device. The students 
use a variety of devices started from a smartphone with 
4’ screen to 15’ laptop screen. The variety makes the 
student should calibrate the zoom factor and answering 
process. 

The exit survey is done when a student finished eight 
subjects on four days. In the last exam, the student should 
answer the survey questions. The survey is distributed on 396 
students, with 393 valid samples. The average time to 
complete for the survey is 3.46 minutes. Some finding of the 
exit survey that related with the cloud computing adoption for 
BYOD exam solutions are: 

1) The students satisfied with the BYOD exam solution 

with cloud computing. (4.26 of 5.00) 

2) The students feel excited about the BYOD exam 

solution. (4.28 of 5.00) 

3) The students have a good exam experience (4.27 of 

5.00). 

4) 82.2% of students agree that the next exam should use 

CBT exam. 

5) 62.2% of students agree that any exam can be 

converted into online exam experience. 

6) 61.8% of students agree that the capability of digital 

literacy helps them to finish the exam without a problem. 

7) 60.5% of students agree that the CBT exam has no 

problem at all. While other students don’t like the concept 

because slow internet connection (25.3%) unsupported device 

(3.4%), and user experiences issues on various screen (10.9%). 

8) 61.2% of the students feel that the CBT exam has no 

difficulty at all. While the 19.6% said an easy task, 1.6% said 

really easy, and 17.3% students said that the exam software is 

difficult to operate. 

9) 8.3% of students said that the internet connection is too 

slow. While 43.2% feel satisfied and 48.6 feel sufficient. 

10) 92.5% of students use their own devices while 7.5% 

uses the device from the school. 

11) 34.1% of students access the internet every day. While 

the 38.8% access on a weekly basis, 13.2% monthly basis, and 

14% for bi-weekly basis. This background will help the digital 

literacy level for the students. 

12) 94.6% of students use smartphone, 3.9% uses notebook, 

and 1.5% uses tablet. This phenomenon shows that the most 

used BYOD device is a smartphone. 

13) 81.9% of students said that the CBT exam is not hard 

to understand. 18.1% students feel that the CBT exam is really 

hard to uses. 

14) 65.2% of students said that the success of BYOD is 

mostly because of internet connection, 14.47% said the 

sufficient hardware, and 11.63% is about the socialization of 

the software. The rest students feel that the combination of the 

three is the success factor of BYOD exam. 

Based on the exit survey, it is shown that the BYOD 
implementation for the computer-based test with the cloud 
computing can be adopted by considering several critical 
factors such as internet connection, the client device/hardware, 
the exam execution process, student digital literacy, and ready 
to use software to do CBT like Microsoft Forms. 

IV. CONCLUSIONS 

This paper discusses the field experiment of the BYOD 
implementation in the cloud environment for a computer-
based test. As a result. The computer-based test can be used 
by using BYOD and cloud with five main practices that can be 
a consideration: 

1) Capacity planning should be done to understand the 

usage pattern of the computer-based test. The usage pattern 

can be simulated through a cloud load test, coded-UI test, and 

network test. 

2) The three key factors that should be prepared before 

the exam is the readiness of the internet connection, the 

supported hardware and the socialization of the software to the 

students. 

3) The exam processes should be prepared such as the 

device validation, the use of QR codes, and the delay time 

between classrooms to download the exam. 

4) The BYOD implementation should consider user 

experience for the Smartphone, Notebook, and the Tablet. 

5) The Cloud-based CBT should consider the bandwidth 

consumption between international or local bandwidth, 

upstream and downstream, and a total of wireless access 

coverage that should be prepared for simultaneous access. 
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Abstract—Microservice is a new transformation of Service-

Oriented Architecture (SOA) which is gaining momentum in 

both academic and industry. The success of microservice began 

when giant companies like Netflix used them as a service 

architecture for the purpose of serving customers. Monolithic 

architecture used by Netflix previously was no longer able to 

cope with business development and it is difficult to scale to meet 

user demands. Although Netflix has been successful with 

microservice architecture, there is no systematic method 

introduced to produce microservice. Academic studies related to 

microservice are still in the early stages and have not yet reached 

maturity. Microservice is seen to require a method that helps 

organizations to systematically design microservices and 

replicate the success achieved by Netflix. In forming a method for 

this systematic microservice then the methods for building an 

existing microservice are studied. Based on the Design Science 

Research method, two research artefacts have been produced. 

The first artefact is a systematic design of microservice that has 

four main steps. The second artefact is the instantiation by 

applying the proposed microservice design method to the case 

studies, namely, MyFlix. Next the evaluation is made on the new 

method produced by obtaining expert opinions through the 

process of demonstration and interviewing. The expert 

assessment results found that the proposed method was able to 

produce a systematic microservice design based on the six 

proposed principles and the four main steps. This method can 

also produce a complete feature microservice such as cohesive, 

loose coupling, distributed and decentralized that will contribute 

to the production of scalable system. 

Keywords—Microservice; systematic method; scalable 

microservice design 

I. INTRODUCTION 

The company or organization today has an information 
system that has been operating for a long period of time. This 
system is constantly evolving and in line with changes in 
business processes within the company/organization. Upon 
reaching one level, the system can no longer grow due to 
physical constraints. Such a system is known as a monolithic 
system. The monolithic system is an undeveloped and 
centralized architecture. Such a system is a vendor locked-in 
system and requires a high cost for system upgrades to meet 
the increasing system requirements [2]. Although SOA has 
been introduced to address the problem of isolated system 
integration, SOA is dominated by large companies such as 
Oracle, IBM, and Microsoft that produce SOA in the box [2]. 
SOA in such a box is known as ESB and it is vendor locked 

and charges high cost to scale. ESB is a monolithic SOA 
architecture. 

Companies that do not use SOA ESB however still use 
client-server-based (n-tier) systems. Customer-based systems 
are servers that are centrally and physically constrained. This is 
what happened to companies like Netflix, Uber and Zalando 
originally built a client-based system that eventually became a 
monolithic system. Netflix, Uber and Zalando are examples of 
ever-expanding companies. The company is a company that 
provides services to customers online. The increase in the 
number of users will increase the amount of access to the 
company's system. Therefore, the system needs to be scaled to 
meet increased use. If this is not done then the company cannot 
provide the best service to the customer (for example, the 
service becomes slow or inaccessible). The adverse effects on 
user experience will cause the user to quit subscribing to the 
services provided by these companies. To address the 
monolithic scaling constraints, organizations or companies 
need to exit ESB architecture and client-server architecture and 
find solutions to the problem. The first Netflix has taken steps 
to scale their systems beyond the client-server architecture. 
Microservice architecture has been used to develop Netflix 
systems that can be scaled without physical constraints. As a 
result of Netlix's success, microservice have begun to get 
attention from companies and organizations that have similar 
problems like Netflix. Netflix's success is welcomed by the 
creation of many tools to build microservices run by Spring 
Boot, Java EE, Prometheus, Hystrix as well as cloud 
technology providers such as Google Cloud, Amazon Lambda 
and Microsoft Azure. The framework for developing this 
microservice is however a tool that simplifies the 
transformation to a microservice-based system that is specific 
to a particular language for example Spring Boot is only 
specific to Java users. The framework is also a microservice 
architecture implementation that emphasizes only the aspects 
of microservice infrastructure such as load balancing, gateway 
APIs, microservice registries, microservice  monitoring over 
functional aspects of microservice-based applications. 

II. RESEARCH BACKGROUND 

There are several methods that have been developed for the 
purpose of producing microservice-based applications. Among 
them are Domain Based Design Methods [8], [13], [18], 
Choreography Methods [19], User Interface Based Methods 
[17], Organization Structure Based Methods [6], [10], Service 
Cutting Techniques [11], Microservice Dependency 
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Engineering [16] and Microservice Extraction Techniques [12]. 
The methods studied have not been emphasized by the end 
result of a scaled-down microservice application design that 
results in an cohesive, loosely-coupled, distributed and 
decentralized [9]. Methods of transforming monolithic 
applications into microservice-based applications are also 
found to be part of the information technology division, while 
the best way to design microservice-based applications should 
take into account organizational and business aspects [9]. The 
methods used are still not systematically processed. Systematic 
method means a method with a system. Systematic 
methodology means it has a step-by-step guide that must be 
made by the developer to produce the desired design [14]. Each 
step has a clear and detailed explanation of the required input, 
the process to be done and the resulting output. Systematic 
methods are important because they can guarantee the 
development of scalable microservice-based applications 
instead of producing monolithic applications that are not 
scalable. 

III. RESEARCH METHODOLOGY 

The research method used in this study is the Design 
Science Research (DSR). This method has been used as this 
study is in the form of design science. Design science uses 
scientific methods to analyse the structure of the technical 
systems and its relationships with the environment. It also aims 
to publish rules in developing systems using the system 
elements and their relationship [14]. The output of the DSR 
study is construct-shaped artefacts, models, methods and 
instantiations. The main output generated from this method is a 
method of designing a systematic microservice-based 
application. The following are the phases in the DSR study 
method used for this study [15]: 

A. Problem Identification and Motivations 

The research problem has been identified by using 
Systematic Literature Review (SLR). All the key papers 
regarding methods and techniques for transforming monolithic 
system into microservice has been reviewed. 

B. Defining the Objective to a Solution 

Once research problem has been identified, the objective of 
the research also need to be defined. In order to solve problems 
in existing microservice design method, the objective has been 
set to design a method that can be used to design scalable 
microservice-based application systematically. 

C. Design and Development 

Based on the objective to develop a method that can be 
used to design scalable microservice-based application 
systematically, the design principles need to be identified first. 
Then, steps of the method are developed based on the 
principles. 

D. Demonstration 

Method developed then has been applied to a case study 
and then being demonstrated to the experts. The experts are the 
software developer with more than 10 years of experience. The 
method used for the demonstration was walkthrough method. 

E. Evaluation 

The method then evaluated by the experts. There are 5 
experts have been interviewed. The experts were first 
demonstrated with the walkthrough of the application of the 
proposed method to a case study. The experts then are being 
interviewed with questions regarding the effectiveness of the 
method in designing scalable microservice-based application. 

F. Communication 

Results from the research is then reported in publication to 
disseminate the knowledge about the proposed method. 

IV. METHOD FOR DESIGNING SCALABLE MICROSERVICE-

BASED APPLICATION SYSTEMATICALLY 

The proposed method for designing a scalable 
microservice-based application systematically consists of four 
major steps (Fig. 1): 

A. S1: Model the Organization Unfolding Structure 

Step S1 is modelling the organization's unfolding structure. 
The organization's unfolding structure should be modelled 
before any other steps can be implemented. The resulting 
structure represents the actual organizational structure of a 
company or system. The organizational structure of a company 
described here does not mean a hierarchical organizational 
structure but a viable organizational structure [1]. An 
organization is also a system where the system definitions here 
are interconnected and working together as an entity [7]. So, in 
order to control a system then the model should be produced 
because “every good controller for a system is a model for the 
system” [5]. 

B. S2: Model the Business Process 

The second step is to model the business process after the 
model of the organization's unfolding structure/system has 
been created. The unfolding structure model allows 
organization/system transformation activities to be identified. 
This transformation activity means any activity to convert 
input to output. This activity is also known as the main activity 
of the organization [7]. Key identified activities will then be 
mapped to the relevant business processes. Thus, an 
organizational business process should also be modelled and 
mapped to the main activities. The difference between the 
business process and the main activity is the responsible 
business process of the value chain whereas the main activity is 
in regards to regulation [7]. The business process can be 
modelled in many ways. One of the methods chosen in this 
proposed method is to model with the promise theory. The 
promise theory is used as it is a new approach in building a 
distributed and autonomous system [3]. Promise theory 
emphasizes equilibrium in building a distributed system. It can 
also prevent the occurrence of situations where dynamics 
override semantics where conditions can be controlled to a 
dynamic system and maintain system stability [4]. Since 
microservices are distributed systems then modelling business 
processes with promise theories can generate autonomous and 
centralized microservice and it separates between intent and 
implementation. 
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Fig. 1. Steps in the proposed method. 

C. S3: Generate Microservices 

Based on the business process model using the promise 
theory that results in the S2 step then the microservice 
candidate can already be generated. Generating microservice 
involves earning the name of the microservice candidate as 
well as the Application Programming Interface (API). APIs are 
channels for microservice to service users. It is similar to the 
function in programming that is the function name, 
parameter/input to the function and output to be generated by 
the function. The resulting microservices and APIs are not 
specific to any programming language and they aim to make 
the resulting microservices implementable in any programming 
language. 

D. S4: Map the Organization's Unfolding Structure to the 

Business Process to Microservices 

The last step is to update the unfolding structure. Artefacts 
generated from the S2 steps (business process) so that S3 
(microservice) should be placed together with the technology 
branch in the unfolding structure. The unfolding structure 
needs to be updated to ensure that the unfolding structure is up 
to date as it will be a reference to any party wishing to 
subscribe to the existing microservice. 

The principles behind the design method are as follows: 

1) Principle 1: Systematic 
In order to achieve the desired results then there should be a 

systematic method of systematic methodology, demonstrating 
step by step in a clear and detailed manner resulting in the 
desired results [14]. This proposed method emphasizes the 
creation of systematic design of microservice-based 
applications so that the desired design results are consistent 
with the characteristics of a microservice-based application 
primarily from a distributed and decentralized system aspect. 

2) Principle 2: Reducing complexity 
System construction is a complex process. The proposed 

methodology is not to increase the complexity of system 

construction but to reduce complexity to a degree that can be 
controlled by system developers [7]. Similarly, the resulting 
microservice-based application will be a more organized and 
structured system. 

3) Principle 3: Balance 
The system based on the microservice generated through 

this method will be more stable in terms of semantic and 
dynamic [4]. The paradigm is taken from the promise theory of 
the importance of the system interacting voluntarily as opposed 
to coercion. Microservice-based applications need to be 
modelled with promise theories in order for the system to 
achieve a balance between the services that interact with each 
other. It also makes the microservice more reliable. 

4) Principle 4: Documentation 
The measures taken in this method will produce artefacts 

that are also documentation of developed microservice-based 
applications [4]. Documentation is especially important as it 
will be a reference or a trail to developers who develop the 
system by himself or a new developer trying to understand the 
system. 

5) Principle 5: The alignment of organizations, businesses 

and information technology 
Microservice-based applications aim to enable the system 

to evolve in parallel with changes in businesses and 
organizations [7]. Businesses are changing so fast that they 
need to meet the needs of new customers. Changes to 
organizations and businesses mean there will be changes to the 
business processes that need to be supported by information 
technology. This proposed method allows microservice to be 
produced more quickly, less complex, systematic and also 
stable to meet evolving business needs. 

6) Principle 6: Scaled microservice design 
The main feature in microservice production is to produce a 

scalable, cohesive, loosely-coupled, distributed and 
decentralized service [9]. 
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Fig. 2. Algorithm of the Proposed Method. 

The algorithm for designing the scalable microservice-
based application (Fig. 2). 

V. CASE STUDY 

Chief Technology Officer at F.com (real company name 
has been hidden) stated the company's desire to develop an 
application called MyFlix to download videos and watch 
videos online to paid subscribers. MyFlix applications must be 
developed using microservice architecture as a company that 
provides the similar services Netflix has adopted 
microstructure architecture to develop their system. The 
company chooses microservice because the architecture is seen 
capable of being properly scaled and suited to use cloud 
technology for scaling and also load balances. This service is 
expected to be supplied to customers around the Southeast Asia 
region from Malaysia and Singapore. This system should be 
designed so that it can accommodate high demand at one time 
without affecting service delivery to the user. 

The customer will use the service by becoming a member 
and making monthly payments through the bank account. The 
business model used is to serve customers and receive monthly 
payments is a familiar model for online services today. The 
process to enable users to register and get the service should be 
smooth so that users can access the system for immediate 
service. 

The service provided by this company is a search and 
download service online using cloud technology, stores the 
video in cloud technology and users can watch the video 
directly from the internet without having to download video 
files into their computer or mobile device. 

The services provided are intended to enable users to 
quickly download video files from video providers because 
cloud technology has high download capability compared to 
downloading using custom broadband. The user can also 
download as many videos at the same time and the system will 
behave on behalf of the user without the user waiting for each 
download ready. The system also needs to provide the facility 
to delete video files that are no longer needed. Another feature 
is the convenience of searching video files on the Internet and 
continuously downloading them into the system. The system 
also needs to convert the video format into a format that can be 
displayed on a web browser or mobile device. 

The load on the system should be propagated and better 
balanced to prevent any failure on the system. The system will 
later be seen primarily on search, downloading and viewing 
videos. Therefore, these critical parts need to have a good load 
balancing and scaling strategy so that the service can continue 
to be supplied to the user at a user acceptable rate. 

Developing a new system is especially risky, especially in 
this case providing online services that involve a high number 
of users, a wide range of tools used, users from multiple 
locations as well as peak times where users access multiple 
systems. Each one can affect the supplied service. If the system 
is centrally developed by putting all the services in a single 
server then there is definitely a service that gets high demand 
will affect other services. Important service segregation so 
service that has high demand will not affect other service. 
Building a microservice-based application requires a different 
approach than a centralized and non-distributed traditional 
approach. It requires methods and approaches in which the 
system can be designed to produce distributed and 
decentralized services and is able to provide developers with an 
understanding of the behaviour of the built-in microservice 
system. It requires a balance between semantics and dynamics. 

A. S1: Model the Organization's Unfolding Structure from 

Complexity Drivers 

To simplify the S1 step implemented then the software tool 
has been used. The software used is Treeline which is the 
software to generate the main diagram using XML. By using 
this software all sub steps in S1 can be done directly by using 
the software. To make it easier for users to replicate the tree 
structures generated using the software then it also includes an 
XML schema for each tree-producing step. Next, users can 
modify tree structures such as adding, updating and deleting to 
produce an ideal tree structure. 

B. S1.1: Modeling Organizational Technology Structure 

The model of the MyFlix technology model that has been 
produced (Fig. 3). The model illustrates MyFlix's 
organizational structure/system structure comprising three 
main activities (technology), Membership Services, Browsing 
Services and the Download Service. Every major activity has 
sub activities as in Membership Services containing 
Registration and Payments, Listed Videos Available Video 
List, Play Video, Download Video Files and Delete Video and 
Download Services comprises Search technology, List Search 
Results, Create Playlist, Download and Change Format . 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

129 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 3. MyFlix technological model. 

C. S1.2: Modeling Organizational Geography Structure 

The model of the MyFlix geographical that has been 
produced (Fig. 4). The model describes the geographic 
structure of the MyFlix organization/system comprising a 
geographic drive South East Asia. South East Asia consists of 
two sub geographies namely Malaysia and Singapore. The 
geographic drive explains the context where MyFlix's 
service/technology will operate. 

 
Fig. 4. MyFlix Geographical Model. 

D. S1.3: Modeling of Client and Organization Provider 

Structure 

The model of the client tree and the supplier of MyFlix 
(Fig. 5). The model illustrates the structure of the MyFlix 
organization/system client consisting of two types of client i.e. 
Free and Paid. MyFlix's organizational structure/system is 
comprised of four types of suppliers, Free Video, Paid Video, 
Shared Video and Subscribed Video. 

 
Fig. 5. MyFlix client and supplier model. 

E. S1.4: Modeling Organizational Time Structure 

The MyFlix tree time model that has been produced 
(Fig. 6). The model describes the structure of the organization's 
MyFlix system comprising years and followed by months. This 
year is the year of MyFlix operation beginning in 2018. Sub 
year time consists of 12 months from January to December. 

 
Fig. 6. MyFlix time model. 

F. S1.5: Integrate Models from Step S1.1-S1.4 to Become 

Organization Unfolding Structure 

The model resulting from steps S1.2-S1.4 is then used to 
produce what is known as the unfolding structure of the 
MyFlix organization/system (Fig. 7). The purpose of this 
model is to look at the recursive structure inherent in the 
organization that aims to balance the load. It is much different 
from the structure as it appears in the hierarchical 
organizational chart to show unstable power (higher upwards 
more powerful). The structure of the unfolding structure of the 
MyFlix organization/system resulting in an overview of the 
organizational structure is not based on the power but on how 
an organization is formed based on the elements identified in 
steps S1.1 to S1.4. In the figure it can also be seen how MyFlix 
organizations are scaled up in the early stages based on 
technology, geography, client and suppliers as well as time. 
This makes the design of MyFlix application scalable. 

 
Fig. 7. MyFlix unfolding structure. 
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G. S2: Model the Business Process 

This step is aimed at identifying the business processes 
involved in each branch of technology. This step can be done 
by referring to the existing business process or creating a new 
business process and matched to a recognized branch of 
technology. Here is the identified business process for the 
MyFlix technology branches. Step S2 consists of sub steps 
starting from S2.1 to S2.2. 

H. S2.1 for each Branch from the Root of the Organization's 

Unfolding Structure Resulting from S1.5 

In this step, the level of technology of one Membership 
Service was selected for modelling the business process. 
Modelling other branches such as Browsing Services and 
Download Services will be implemented upon completion of 
the Membership Services branch. It can be run simultaneously 
by other developer groups. There is no branch sequence that 
needs to be modelled first. 

I. S2.1.1 Start from the Bottom Level Technology Branch N 

to Level 0 

The second level is the bottom level. This level is 
comprised of a branch of Payment and Payment technology. 
Then followed by the one level of Membership Services. 

J. S2.1.1.1 for each Level, Model the Business Process for 

each Branch of Technology at that Level 

K. S2.1.1.1.1 if the Level Is the Leaf Level, Model the 

Business Process by Taking into Account All Types of 

Complexity Drive that Will Use it at the Higher Level 

Since the second level is the leaf level then modeling the 
business process is done on the technology branch of 
Registration (Fig. 8) followed by Payment (Fig. 9). 

L. S2.1.1.1.2 if it is not a Leaf Level, Model the Business 

Process by Taking into Account All Types of Complexity 

Drive that will Use it at the Higher Level and All Types of 

Complexity Drive used at the Lower Level 

After completion of the leaf level, the next level is the level 
of Membership Services (not the leaf level) (Fig. 10). The 
Business Services business process needs to take into account 
the business processes of Registration and Payments before 
modelling it. It also needs to take into account the upper branch 
of MyFlix. At MyFlix level it involves clients to organizations. 

 
Fig. 8. Registration business processes. 

 
Fig. 9. Payment business processes. 

M. S2.2 Convert the Resulting Business Process into the Form 

of Promise Statement 

Once completed modelling the business process for each 
focused level, the next step is to convert the business process 
into a promise form. For each branch of MyFlix technology, 
promise statements are generated for Membership (Fig. 11), 
Payment (Fig. 12) and Registration (Fig. 13) services. The 
purpose of the promise statements are to be modelled so that it 
can convert a coercive business processes to a more voluntary 
form based on the Promise Theory. 

 
Fig. 10. Membership business processes. 
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Fig. 11. Membership promise statements. 

 
Fig. 12. Payment promise statements. 

 
Fig. 13. Registration promise statements. 

N. S2.3 Model the Promise Diagram based on Promise 

Statements from Step S2.2 

The promise statement resulting from step S2.2 is used to 
model the promise diagram. This diagram is very useful to see 
the balance of interactions between agents (technology 
branches). The promise theory emphasizes equilibrium and 
dynamic aspects of equilibrium. It also emphasizes the 
convergence of interacting agents that are important to produce 
a stable system. The theoretical model of the promise that has 
been made between the Membership Service with Registration 
and Payment (Fig. 14). This is to indicate that there is an 
interaction between Membership Services with Registration 
and also what promises are exchanged between the two agents. 
The promise statement must have a symbol (+) meaning the 
promise given while (-) means a promise of use. It can also be 
seen in the figure of the interaction between Membership 
Services and Payments. 

O. S3: Generate Microservice 

Step S3 aims to produce microservice after the completion 
of the S2 step is implemented. The microservices to be 
produced are services that have APIs. The resulting 
microservices are general and can be implemented in any 
microservice framework framework such as Spring Boot. 

P. S3.1 List the Microservice from Step S2.3 

Microservice candidates will be taken from the model 
diagram produced in S2. Agencies that promise and use 
promise are eligible as microservice candidates. In the case of 
MyFlix, for the technology branch of the Membership Service, 
microservice are: 

1) Membership service 

2) Registration, and 

3) Payment. 
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Fig. 14. Promise diagram of membership service.

Q. S3.1.1 Determine the API for each Microservice 

Candidate based on an Promise Model from Step S2.2 

After the candidate microservice are identified in Step S3.1 
then the next step is to determine the API for the candidates of 
microservice. Referring to the model of a promise such as API 
diagram can be named based on the promises of one agent to 
another agent. For example, Registration promises to the 
Membership Service to “register a new user if the user does not 
already exist (+)” then the API for the Registration 
microservice can be named with “registerUser()” but still refers 
to the same promise by Registration to Membership Service. 
The resulting APIs from S3.1.1 step for Membership (Fig. 15), 
Payment (Fig. 16) and Registration (Fig. 17) services. 

 
Fig. 15. Membership microservice API 

 

Fig. 16. Payment microservice API. 

 
Fig. 17. Registration microservice API. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

133 | P a g e  

www.ijacsa.thesai.org 

 

Fig. 18. Membership dependency diagram. 

 
Fig. 19. Aligning organization to business processes and microservices. 
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R. S3.2 Model a Microservice Dependency Diagram 

It is possible to see how a microservice depends on each 
other (Fig. 18). In microservice architecture, the two main 
types of interactions that are the first are synchronous and the 
second is as invisible. Examples of synced interactions are the 
use of keywords such as Get, Post, Put and Delete which are 
the dialect used for REST interactions. Examples of 
asynchronous interactions are by using technologies such as 
pub/sub. It is up to the builder to implement microservices 
either asynchronously or synchronously. 

S. S4: Map the Organization’s Unfolding Structure to the 

Business Process to Microservices 

The last step is to map the unfolding structure of the 
MyFlix organization/system to the business process and to the 
microservice that have resulted from the S1-S3 step. This step 
is important as it will align between the organization, the 
bisness and the microservice. The result is a fully-documented 
MyFlix-based application structure and ready to be updated in 
the next iteration. It can also be considered as a knowledge 
base as well as a map to MyFlix applications which can be 
consulted and understood by developers anytime and anywhere 
MyFlix application developers are located. The mapping of the 
MyFlix unfolding structure with business processes and 
microservices for the branch of Membership (Fig. 19). 

VI. RESULTS 

Experts have been interviewed to give expert opinion on 
the methods that have been proposed. The experts background 
(Table I). 

The number of experts is only 5 because of the difficulty to 
get experts who are familiar with microservice architecture in 
Malaysia. However, even though only 5 experts have evaluated 
the method, the experts chosen represent developers from the 
industrial and also from the government sectors that has long 
experience in developing applications. Before the interviewing 
process, the experts have gone through the demonstration of 
the method of the case study in Section V. The process is 
called a walkthrough process. Then, interview has been 
conducted to get as a way to evaluate the proposed method and 
to get the expert opinion. Based from the interview with the 
experts, the results gathered from the interview are as follows: 

TABLE I.  EXPERTS BACKGROUND 

Expert Sector 
Experience as Software 

Developer  

1 E-Business 14 years 

2 Software House 15 years 

3 Government 13 years 

4 Government 13 years 

5 Government 11 years 

1) All experts agree that this method would be able to 

design microservice-based application systematically. 

2) All experts agree that this method would be able to 

reduce the complexity of developing distributed system. 

3) All experts agree that this method would be able to 

design a stable microservice-based application. 

4) All experts agree that this method would be able to 

effectively document the design process. 

5) All experts agree that this method would be able to 

align the organization with the business and the information 

technology. 

6) All experts agree that this method would be able to 

design a scalable microservice-based application. 

Among key insights gathered from the interview with the 
experts are as follows: 

1) The method can be used by developers in the industrial 

and government sectors for transforming existing monolithic 

application that are not scalable and expensive to maintain. 

2) In developing complex system, this method is 

important to help developers to first design before rushing into 

the implementation as the latter can cause system instability 

and spaghetti system and the end result is a monolithic 

application. 

3) The method not just help to align the IT to business but 

most importantly aligning to the organization structure. 

Therefore, it is important to first design a distributed and 

decentralized organization structure that confirm will produce 

a loosely coupled but cohesive business processes and 

microservices. 

VII. FUTURE RESEARCH 

The artefacts produced in this study can be used and tested 
for their efficacy in diverse case studies. In this study, this 
solution method is tested on a case study that provides online 
service-based applications constrained by monolithic 
architecture. The outcome of a case study in this study can be a 
benchmark for other studies that use different cases from the 
case in this study. 

The method that has been developed from this study is 
specifically to produce a microservice-based application design 
that can be implemented in microservice architecture. 
However, this method is also likely to be modified for use in 
research involving the creation of any distributed and 
decentralized system design. For example, studies in Internet-
of-Things (IOT) involve any tools such as hardware and 
sensors that need to be designed so that they can achieve their 
intended purpose. The study in this area is still new and the 
solution method from this study is seen to have potential for 
use in the IOT field. Apart from the IOT field, any area 
requiring distributed and decentralized system designs can also 
take advantage of this method as in cyber security, blockchain 
and business modeling. 
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VIII. CONCLUSIONS 

This study is an attempt to produce an artefact in the form 
of a method that can be used to design scalable microservice-
based application systematically. Starting with the problem of 
lack of methods to produce scalable microservice-based 
application designs it has been suggested in this study to find a 
method that can be used to produce scalable microservice –
based application design. The result findings have shown the 
method capabilities to be used to model a scalable 
microservice-based application design. The principles behind 
the method has made the proposed method to be able to deliver 
not just scalable design of microservice-based application but 
also taking into consideration the stability of the application 
that will be produced. However, the method produced from this 
research is limited only for designing a scalable microservice-
based application without considering other aspects such as 
cost, security and human. 

The contribution of this method is very important as 
existing methods are still not systematic and do not guarantee 
the development of scalable microservice-based applications. 
This method is designed specifically for developers to design 
microservice-based applications that will guarantee the 
development of scalable microservice-based applications. It is 
also important because it can align between organization, 
business and information technology for the sake of 
organization viability. 

REFERENCES 

[1] Beer, S. 1979. The heart of enterprise. Managerial cybernetics of 
organization. Wiley. 

[2] Bhadoria, R. S., Chaudhari, N. S. and Tomar, G. S. 2017. The 
Performance Metric for Enterprise Service Bus (ESB) in SOA system: 
Theoretical underpinnings and empirical illustrations for information 
processing. Information Systems 65: 158–171. 

[3] Burgess, M. 2015a. Thinking in Promises: Designing Systems for 
Cooperation. O’Reilly Media. 

[4] Burgess, M. 2015b. In search of certainty : the science of our 
information infrastructure. 

[5] Conant, R. C. and Ross Ashby, W. 1970. Every good regulator of a 
system must be a model of that system. International journal of systems 
science 1(2): 89–97. 

[6] Conway, M. E. 1968. How do committees invent. Datamation 14(4): 
28–31. 

[7] Espejo, R. and Reyes, A. 2011. Organizational Systems: Managing 
Complexity with the Viable System Model. Springer Berlin Heidelberg.  

[8] Evans, E. 2013. Domain-Driven Design Quickly. Journal of Chemical 
Information and Modeling, p. Vol. 53.  

[9] Friedrichsen, U. 2017. Resilient Functional Service Design. InfoQ.  

[10] Gucer, V., Narain, S. and others. 2015. Creating Applications in 
Bluemix Using the Microservices Approach. IBM Redbooks. 

[11] Gysel, M., Kölbener, L., Giersche, W. and Zimmermann, O. 2016. 
Service Cutter: A Systematic Approach to Service Decomposition. 
European Conference on Service-Oriented and Cloud Computing, p. 
185–200. 

[12] Levcovitz, A., Terra, R. and Valente, M. T. 2016. Towards a Technique 
for Extracting Microservices from Monolithic Enterprise Systems. 

[13] Newman, S. 2015. Building Microservices. O’Reilly. 

[14] Pahl, G., Wallace, K., Blessing, L. T. M., Beitz, W. and Bauert, F. 2013. 
Engineering Design: A Systematic Approach. Springer London.  

[15] Peffers, K., Tuunanen, T., Rothenberger, M. A. and Chatterjee, S. 2007. 
A Design Science Research Methodology for Information Systems 
Research. Journal of Management Information Systems. 

[16] RV, R. 2016. Spring Microservices. Packt Publishing.  

[17] Timms, S. 2016. Mastering JavaScript design patterns. Packt Publishing 
Ltd. 

[18] Vernon, V. 2013. Implementing Domain-Driven Design. Pearson 
Education. 

[19] Yahia, E. B. H., Réveillère, L., Bromberg, Y.-D., Chevalier, R. and 
Cadot, A. 2016. Medley: An Event-Driven Lightweight Platform for 
Service Composition. International Conference on Web Engineering, p. 
3–20. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

136 | P a g e  

www.ijacsa.thesai.org 

Adaptive Simulated Evolution based Approach for 

Cluster Optimization in Wireless Sensor Networks

Abdulaziz Alsayyari 

Computer Engineering Department 

Shaqra University 

Dawadmi, Ar Riyadh, Saudi Arabia 

 

 
Abstract—Energy consumption minimization is crucial for the 

constrained sensors in wireless sensor networks (WSNs). 

Partitioning WSNs into optimal set of clusters is a promising 

technique utilized to minimize energy consumption and to 

increase the lifetime of the network. However, optimizing the 

network into optimal set of clusters is a non-polynomial (NP) 

hard problem, and the time needed to solve such problem 

increases exponentially as the number of sensors increases. In 

this paper, simulated evolution (SimE) algorithm is engineered to 

tackle the problem of cluster optimization in WSNs. A goodness 

measure is developed to measure the accuracy of assigning nodes 

to clusters and to evaluate the clustering quality of the overall 

network. SimE was developed such that the number of clusters 

and cluster heads are adaptive to number of alive nodes in the 

network. In fact, extensive simulation results demonstrate that 

SimE provides near optimal clustering and improves the lifetime 

of the network by about 21% compared to the traditional 

LEACH-C protocol. 

Keywords—Clustering algorithm; cluster optimization; network 

lifetime; simulated evolution; wireless sensor networks 

I. INTRODUCTION 

Wireless sensor networks (WSNs) are formed using small 
sensor nodes to monitor certain phenomena of environments 
where human presence may be impossible or not preferred. 
After wireless nodes are deployed and connected together, data 
about sensed events is typically gathered and reported to a 
centralized location for further processing [1], [2]. 
Nevertheless, the applications of WSNs are wide and vary 
from one application to another [3]. The application often 
customizes the details of designing wireless sensor nodes and 
WSNs’ planning; including node architecture, communication 
protocols, network topology, and deployment schemes [4]. In 
large-scale deployment scenarios of WSN such as battlefields 
and forest habitat monitoring, sensor nodes often have limited 
resources. This is because batteries in such deployment 
scenarios are mostly neither changeable nor chargeable. As a 
result, batteries of sensor nodes are considered a sacred 
resource [5]. Therefore, minimizing energy consumption is 
necessary to increase the life time of the WSN. 

In WSNs, data is exchanged between sensor nodes in an ad 
hoc fashion. This technique allows the network to cover larger 
geographical areas, extend the reach of the network, and help 
sensor node in saving energy by lowering transmission power 
of the node and allowing neighboring nodes to perform certain 
network duties alternately [6]. In fact, clustering is a popular 
method commonly utilized in WSN to prolong network 

lifetime [7]. Furthermore, efficient clustering directly leads to 
energy saving and, hence, results in extending network lifetime 
[8], [9]. Clustering is achieved by grouping a specific set of 
sensor nodes in one cluster and, then, assigning a cluster head 
(CH) to handle certain tasks in the cluster. Typically, nodes are 
selected in one cluster according to criteria such as cluster size 
and nodes’ locations. In such scenario, nodes in the cluster 
communicate with the cluster head instead of directly 
communicating with the base station (BS).Later, the cluster 
head aggregates packets received from cluster nodes and sends 
them to a BS. 

In this work, a simulated evolution (SimE) algorithm for 
cluster optimization in WSNs to provide near optimal solutions 
is presented. More specifically, 

 A simulated evolution (SimE) algorithm is developed to 
cluster the WSN and increase its lifetime. The results 
show that the proposed SimE algorithm minimizes 
energy consumption in the network. This is achieved by 
minimizing the total sum of squared distances between 
cluster nodes and the CHs.  

 A goodness measure, which is the core part of the SimE 
algorithm, is proposed to tackle the WSN clustering 
problem and to evaluate the quality of the produced 
clusters.  

 Unlike previous methods, the adaptivity of number of 
clusters (or CHs) to the network size is also addressed, 
where it is shown that number of clusters is adaptive to 
number of alive nodes in the network and a clustering 
algorithm should be adaptive to number of alive nodes 
per round instead of assuming a fixed number of 
clusters. The adaptivity of the proposed SimE approach 
eliminates the need to develop a multi-objective 
optimization function to account for load balancing of 
the clusters.  

 This paper investigates the effect of BS location and 
deployment area on the network lifetime and addresses 
the change in number of clusters as deployment area 
changes.  

 The simulation results show that the proposed SimE 
approach enhances the network lifetime by about 21% 
compared to the LEACH-C protocol. 

The remainder of this paper is organized in the following 
order. While Section II provides a background study on the 
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research literature in relevance to cluster optimization in 
WSNs, Section III presents an overview of the proposed SimE 
method, including the algorithm and the goodness measure 
details. Meanwhile, Section IV provides the performance 
results and finding of the proposed SimE approach. Finally, 
Section V concludes the work. 

II. RELATED WORK 

K-means algorithm is a popular approach utilized in WSNs 
among many other applications to produce clusters [10], [11]. 
In fact, various approaches that are based on such algorithm 
have been developed to ensure a more efficient clustering [12], 
[13]. Such development efforts are continuously attempted as a 
result of inherent challenges that exist in the WSN clustering 
scheme. The objective of this problem is to find k optimal 
clusters such that the total energy is minimized and the lifetime 
of the WSN is increased. The nodes of the network are grouped 
(clustered), where they are either member nodes or CH node. 
Member nodes send to the CH instead of sending directly to 
the BS. This allows for a reduction in the communication 
distance and an increase of the lifetime of the network [8]. In 
general, the number of clusters and CHs are not previously 
known. Therefore, this number might change over time due to 
the complete energy loss in some nodes in the network, which 
further complicates the problem of finding optimal clustering 
using k-means algorithm. In fact, the problem of k optimal 
cluster optimization in WSNs was proven to be non-
deterministic polynomial-time hard (NP-hard) problem [14]. 

Many evolutionary approaches and protocols targeting 
cluster optimization were proposed for WSNs. One of the most 
well-known approaches is the Low Energy Adaptive 
Clustering Hierarchy (LEACH) protocol, which is a distributed 
clustering algorithm [15]. In the LEACH protocol, CHs are 
randomly selected. Then, they advertise their presence by 
utilizing the Carrier Sense Multiple Access (CSMA), which is 
a Medium Access Control (MAC) protocol. Cluster members 
(CMs) that have not been selected as CHs choose the 
corresponding CH based on the received signal strength (RSS). 
In fact, they send their packets to the corresponding CH instead 
of sending them to the base station (BS) to reduce the energy 
consumption of the CMs. The CH, however, aggregates the 
received packets into a single message and forwards it to the 
BS using spreading codes and CSMA/MAC protocol. 

It was shown in [8] that random selection of CHs using 
decentralized approaches as in LEACH is not efficient in terms 
of energy consumption. It was also shown that using 
centralized approach increase the lifetime of the network since 
it is possible to rotate the selection of the CHs in each round. 
Furthermore, number of CHs is proportional to the network 
energy consumption, which directly affects the network 
lifetime [16]. In fact, the study in [8] proposed a revised 
version of LEACH called centralized LEACH (LEACH-C) 
protocol. Generally, the BS centrally configures the clusters 
according to the communication distance and the energy levels 
obtained from network’s nodes. In LEACH-C protocol, 
however, the simulated annealing (SA) algorithm is utilized to 
configure clusters [17]. To balance the energy consumption in 
each node, only nodes that have energy levels greater than the 

average energy of the nodes are nominated to be CHs. The BS 
runs SA to form the clusters by utilizing the nominated CHs. 

A genetic based approach was proposed in [18] and several 
factors affecting the optimization of the clusters such as the BS 
location were discussed. In fact, the number of clusters is not 
adaptive, which may cause uneven number of nodes in the 
clusters, and it thus was assumed that number of CHs is 10%. 
The results in [18], however, showed that as number of nodes 
doubles, the population size needs to be doubled as well for the 
purpose of maintaining comparable performance. 80% 
reduction in the distance, on average, was achieved compared 
to the distance obtained by direct transmission. Several studies 
discussed QoS routing in WSNs including [19], [20], [21]. The 
study in [19] presented a multi-objective genetic algorithm for 
efficient QoS routing in two tiered WSNs. Three fitness 
functions were introduced to form the multi-objective function 
of the genetic algorithm, which are energy consumption, delay 
and reliability. Additionally, it was shown that genetic 
algorithm is reliable in optimizing these functions including 
QoS in WSNs. However, performance results of the proposed 
genetic algorithm in terms of number of alive nodes per round 
were not reported. 

Nevertheless, several studies utilized the particle swarm 
optimization (PSO) algorithm for cluster optimization in 
WSNs; for example, see [16] and [22]. In [22], however, the 
objective function is formed from the Euclidean distance of 
nodes and the energy consumption of nodes in each round. A 
constant was utilized to weigh these functions to form the 
multi-objective function. The proposed PSO approach was 
compared to LEACH-C to demonstrate the effectiveness of 
PSO algorithm. Though, unequal initial energy for the nodes 
and a fixed (not adaptive) number of CHs were assumed. 
Furthermore, the study in [16] utilized PSO for cluster 
optimization in WSNs. In this study, the PSO algorithm aims 
to minimize energy consumption by minimizing number of 
active CHs. However, minimizing CHs is not always the most 
appropriate strategy for minimizing the energy consumption as 
was explained in [8]. 

Furthermore, the study presented in [23] provided WSNs 
clustering algorithms based on simulated annealing (SA) and 
PSO algorithms. Their approach was presented to provide 
better clustering when compared to LEACH protocol. 
However, their objective function is actually a multi-objective, 
which allows less flexibility for energy load distribution among 
the clusters and that number of clusters in their approaches is 
fixed. Meanwhile, Tabu search based centralized approach was 
proposed in [24] for cluster optimization in WSNs. The nodes 
and the connection between them were represented as a 
hypergraph, which is a graph with edges having multiple 
nodes. This approach initially represents the cluster nodes and 
their CH as a Clique and apply Tabu search to optimize the 
Clique problem. Although the authors showed that their 
proposed Tabu search outperforms SA algorithm, the runtime 
of their proposed approach is higher than SA and it requires 
addressing many complicated Tabu search related structures 
such as short, medium, and long-term memories. Recently, the 
new nature inspired Cuckoo search algorithm was applied for 
cluster optimization in WSNs, for example, see [25]. In this 
study, the approaches aims to optimize randomly created 
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clusters. However, no description of how the Cuckoo search 
was applied to the clustering optimization, which is discrete in 
nature, giving that cuckoo search is mainly developed for 
continuous objective functions. 

Nevertheless, many other proposals attempted to solve the 
problem of clustering the WSN as a pure clustering problem, 
for example, see [14], [26] and [27]. For this to work, fixed 
cluster need to be assumed, which is not suitable for the 
problem of clustering WSNs due to the change in number of 
nodes in the network over time. In addition, pure clustering 
might perform worst when the number of nodes decreases in 
the network due to the complete loss of energy. 

III. DESCRIPTION OF THE PROPOSED APPROACH 

In this section, a full description of the proposed SimE 
approach is provided, which is being utilized to optimize 
number of clusters in the network. This includes describing the 
SimE algorithm, the proposed goodness measure, and how 
SimE is engineered for cluster optimization in WSNs. 

A. Assumptions 

In this work, the following are assumed (no assumption 
about network density is made): 

 The BS has unconstrained power source. 

 Each sensor node belongs to exactly one cluster. 

 The sensor nodes are static given that in the majority of 
applications sensor nodes have no mobility. 

 Initially all sensor nodes are charged with the same 
amount of energy. 

 Communication links are bidirectional. 

 The computation and communication capabilities are 
the same for all network nodes. 

 The only source of energy in sensor nodes is the battery. 

 The sensor nodes are unaware of their location. Most of 
the contributions found in the literature assumed that 
the sensors can determine their location by means of the 
Global Positioning System (GPS), which is an 
unrealistic assumption. This paper, however, adopts the 
approach described in [16], which assumes that each 
sensor maintains a list of its neighbors. In that work, the 
flooding method is utilized to send the list to the BS, 
where it can decide which nodes will be CHs based on 
the information received. 

B. SimE Description 

SimE is a very attractive and elegant evolutionary iterative 
algorithm that is being utilized over the years to solve various 
types of optimization problems. By employing SimE, the 
search space is traversed in a smarter way using smart moves, 
which makes it outperform other iterative algorithms for most 
different problems. The evolution of the SimE is as follows: 
first ill-assigned nodes are determined, and they become 
candidates for moving them to a better cluster. With iterations, 
the quality of the solution is improved as the ill-assigned nodes 
either decrease in number or placed in the best possible cluster. 

Therefore, unlike other iterative algorithms such as genetic 
algorithms, SA and PSO, the evolution of SimE with iterations 
is smarter and more efficient. 

Typically, the SimE algorithm consists of three main steps 
that are executed in sequence; the evaluation, selection and 
allocation steps as described in Fig. 1 [28]. In the evaluation 
step, the nodes are evaluated based on the goodness of each 
node in the cluster solution and ill-assigned nodes are marked 
to be considered for movement. Note that in order for the SimE 
to escape local minima, some nodes that are good might be 
chosen based on some random parameter. The selection step 
performs this and also puts nodes to be moved in a selection 
list PS as in Fig. 1. The allocation step allocates the selected 
nodes to the clusters based on checking best cluster of the 
current solution. 

In [28], the SimE was selected for cluster optimization in 
WSNs because it is believed that it is naturally more suitable 
for cluster optimization in WSNs. This is believed because of 
the following reasons. Firstly, the nature of WSNs clustering 
depends on choosing CHs, which are not necessarily the same 
each round. And, there are certain nodes that can join/leave 
certain cluster at certain round. Secondly, nodes might die or 
completely lose energy including CHs, which is not a problem 
for SimE, given that these nodes simply can be discarded from 
the clusters without affecting other clusters. This also suggests 
that the SimE is adaptive in this regard. For example, number 
of clusters could be reduced at certain round due to the 
complete loss of energy of all its nodes. Unlike other protocols 
and heuristics, the SimE itself determines, given an upper 
bound, the best number of clusters at each round. 

ALGORITHM Simulated Evolution(N, Øinitial); 

/* B: Selection bias; */ 

/* ni: node i; */ 

/* gi: goodness of node ni; */ 

/* Ø: Complete Solution; */ 

INITIALIZATION; 

Repeat 

EVALUATION: 

ForEach ni 𝜖 Ø Do Evaluate gi EndForEach; 

SELECTION: 

ForEach ni 𝜖 Ø Do 

If Selection(ni,B) Then PS = PS ∪ {ni} 

EndIf; 

EndForEach; 

Sort the elements of PS; 

ALLOCATION: 

ForEach ni 𝜖 PS Do Allocation(ni; Øi) EndForEach; 

Until Stopping-criteria are met; 

Return (BestSolution); 

End Simulated Evolution. 
 

Fig. 1. Simulated evolution structure [25]. 

In general, the main component of the algorithm is the 
goodness measure. Such measure requires to be carefully 
developed in order to get a good quality final solution 
produced by the SimE. The goodness value indicates how well 
a certain cluster node is currently assigned. In such case, the 
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higher the value of the goodness provided, the lower the 
probability of the node being selected for reallocation is. In 
fact, allocation is the most important step in SimE algorithm 
and has the most impact on the quality of the produced 
solution. The selection set PS and the partial solution Øi are the 
inputs of the allocation operator. A new complete solution ØN 
is generated according to an allocation function, which depends 
on the optimization problem being solved and generally 
allocates the elements in the PS. The importance of the 
allocation step comes from the iterative improvement, where 
previous solution is improved as PS elements are being 
assigned to a better cluster, without being too greedy. 

C. Goodness Evaluation 

The idea of the presented goodness measure is to utilize the 
fact that a node is considered for moving it from the current 
cluster to another cluster if its goodness value in the current 
cluster is low. To determine the goodness of a node in a cluster, 
one must find the total cost of the cluster nodes when a direct 
communication is made between them and BS. Then, a 
calculation should be performed of the total cost when one of 
the cluster nodes is randomly selected as a CH. This represents 
the goodness of the cluster. To find the goodness of a node in 
the cluster, the distance from the node to the nodes in the 
cluster is divided by the total cost from the cluster nodes to the 
BS. The lower the goodness value of the node is, the higher 
probability it is to move the node from the cluster to another 
cluster. To illustrate this, consider the example in Fig. 2 for one 
cluster having four nodes and a BS, assuming node c is the CH. 

In the above case, the goodness of node a (gda) will be: 

gda = 1-((d0+d1+d2+d8)/(d6+d7+d8+d9)). Similarly, 

gdb = 1-((d1+d3+d5+d8)/(d6+d7+d8+d9)) 

gdd = 1-((d2+d3+d4+d8)/(d6+d7+d8+d9)) 

 
Fig. 2. Illustration of the goodness measure. 

The goodness gdd is less than gda and gdb and, hence, 
node d is less likely to be part of the cluster and will be 
considered for movement to another cluster. However, node d 

might not move into another cluster if gdd is the best possible 
goodness for all clusters. This illustrates the need for making 
number of clusters adaptive to maximize the lifetime of the 
network. The goodness of the assumed CH c is calculated in 
the same way and might move to another cluster, where 
another cluster node will act as a CH. Therefore, CH selection 
is not important in the presented algorithm as any one of the 
cluster nodes can act as a CH with some very little increased 
energy, which will be discussed in more details in the results 
section. 

IV. SIMULATION RESULTS AND ANALYSIS 

This section explains the simulation implementation, 
illustrates the results, and provides an analysis of the obtained 
results. 

A. SimE Performance 

SimE was implemented in C++ and a random initial 
network was created. It is worthwhile to mention that the BS is 
responsible about running the SimE and producing the clusters. 
Hence, no extra work is needed by the CHs except the 
aggregation of the data collected from the CMs. Nodes were 
also deployed randomly. For the simulation, a laptop with Intel 
i5 processor, 8G memory, and 750G of physical memory was 
utilized. To demonstrate the output of the presented SimE 
implementation, Fig. 3 shows an example of clustering 100 
nodes in an area of 50X50   . The BS was placed at (50,175). 
The upper bound of number of clusters was set to 100 and 
number in the figure represents the cluster that the node in that 
location is assigned to. 

 

Fig. 3. The resulting clustering of SimE for 100 nodes in a 50X50    area. 

After many experiments, B value was determined to be 0.1 
and a balance parameter was introduced to balance the energy 
load among the clusters. If a node is considered for allocation 
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in a cluster x and number of nodes in x exceeded the limit, i.e., 
(# of nodes in the network/ # of clusters) + balance, the 
allocation of the node to the cluster x will be discarded and the 
node will be allocated to another cluster. 

To evaluate the quality of the solution produced by the 
SimE and to test the goodness measure being proposed, many 
experiments were carried out. Considering a network deployed 
in a 100X100    area and a BS located at (50,175), Fig. 4 
depicts the overall average goodness over 1000 iterations. The 
simulation is repeated 100 times and the average goodness was 
taken. As can be seen from the figure, the goodness initially 
starts at low value which indicates that the initially random 
clustering is not good and start improving till it reaches above 
0.9 and starts the hill climbing process trying to escape local 
minima. The maximum average goodness is 0.97. As expected, 
selection list PS is behaving the opposite of the goodness and is 
generally decreasing through iterations as in Fig. 5. 

 
Fig. 4. The behavior of the average goodness over iterations. 

 

Fig. 5. Selection list size over iterations. 

Table I summarizes the results obtained by the SimE for an 
area of 100X100   . The table shows the goodness, number of 
iterations taken till no improvement in the solution, the 
percentage of reduction in the distance compared to direct 
communication between the nodes and the BS, the runtime and 
number of clusters produced. The table was produced based on 
the average of 100 runs. The goodness increases when number 
of nodes increases and also the reduction in the distance tends 
to increase as number of nodes increases. These results suggest 
that the upper bound of number of clusters should be higher 
when number of nodes increases because the cluster coefficient 
will be higher in smaller area. The results also demonstrate that 
the location of the BS plays an important role in the 
optimization of the clusters. This is due to the fact that the 
distance of some nodes from the BS is less than the distance to 
any other node in the network and, therefore, it is concluded 
that when optimizing and forming clusters, the BS should be 
far from the area of the deployment to obtain good clustering. 

Further, to study the relationship between the cluster 
optimization and the area of deployment, simulations for an 
area of 200X200    were also carried out. The simulation 
results of this experiment are shown in Table II. 

TABLE I. SUMMARY OF PERFORMANCE FOR AREA OF 100X100 M2 

Area 100X100 

BS location 500,500 200,200 100,100 

Node size 100 200 400 800 100 200 400 800 100 200 400 800 

Goodness .98 .98 .98 .98 .95 0.95 .95 .94 .79 .74 .85 .87 

Iterations 625 766 771 952 330 506 847 960 22 26 33 99 

Distance reduction 81.3 88.2 93 95.3 78.5 84.5 88.4 90.8 71.2 73.1 77.9 80 

Time (sec) .39 .71 2.6 7.74 .34 0.64 3.86 5.85 .07 .15 .2 .45 

# clusters 17 20 20 20 16 20 20 20 14 18 40 77 
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TABLE II. SUMMARY OF PERFORMANCE FOR AREA OF 200X200 M2 

Area 200X200 

BS location 500,500 400,400 300,300 

Node size 100 200 400 800 100 200 400 800 100 200 400 800 

Goodness .93 .94 .96 0.97 .93 .95 .96 .97 .92 .92 .94 .96 

Iterations 174 226 314 400 148 217 321 409 166 169 296 366 

Distance reduction 86.4 88.1 90.4 92 82.98 84.9 86.7 88.1 75.8 82.9 85.2 86.4 

Time (sec) .15 1.55 .94 3.35 .12 .61 2.71 6.14 .11 .32 1.5 7.81 

# clusters 5 10 20 40 10 18 38 75 18 19 38 78 

Since the area size is 200X200   , the BS was placed 
outside the deployment area by selecting 300X300    and 
400X400    locations. There is a fluctuation in the distance 
reduction and the goodness since the network is deployed 
randomly. Furthermore, no assumptions were made regarding 
the clustering coefficient, in which the nodes tend to be groped 
to some extent while randomly deploying the network. For this 
reason, clustering coefficient will be lower for larger 
deployment area. Therefore, it is better to increase the upper 
bound of number of clusters for larger area. 

Fig. 6, however, depicts the relationship between the 
deployment area, the distance reduction, and number of 
clusters for 100 nodes and BS located at (250,250). As the 
deployment area increases, number of clusters decreases and 
the distance reduction increases until some point. The number 
of clusters decreases as the area increases. This finding reflects 
the fact that the number of clusters should not be assumed 
fixed at each round as most of contributions in the literature 
assumed, i.e., 5%, while it needs to be adaptive in order to 
account for the deployment area size. Moreover, as the 
deployment area increases, the parentage of distance reduction 
tends to decrease. The reason of this is that the distances 
between the CHS and the BS increases, which does not mean a 
low quality clustering. On the other hand, number of clusters is 
also affected by the location of the BS, which also 
demonstrates the need for making number of clusters adaptive 
for better clustering results. 

 
Fig. 6. The effect of the area size on the percentage of the distance reduction 

and number of clusters. 

B. Network Lifetime 

To investigate the network lifetime using the proposed 
SimE approach, experiments were also conducted in C++. The 
energy consumption model is assumed to be the same as in [8] 
and [29]. The energy consumed to transmit (ETx) and receive 
(ERx) l bits of packet over a distance d in radio hardware can 
be written as in (1) and (2), respectively. 



 



0       ,2  Eelc l

0    ,4   
=

dddefsl

dddemplEelcl
ETx(l,d)

          (1) 

Eelc l=ERx(l)              (2) 

emp

efs
=d0

             (3) 

Where efs and emp are factors of energy dissipation rate in 
the power amplifier and Eelc is the per bit energy dissipation in 
the radio electronics. 

In this experiment, 100 sensor nodes randomly deployed in 
100X100   . The base station was positioned at (50, 175) m 
and the upper bound for number of clusters is set to 5% of 
nodes. The initial energy (d0) of each sensor node was set to 2 
J while the parameters utilized in the radio model are Eelc = 50 
nJ/bit, efs = 10 pJ/bit/   and emp = 0.0013 pJ/bit/  . The 
microcontroller energy consumption for data aggregation (Eda) 
is assumed to be 5 nJ/bit/signal.The following assumptions are 
made throughout the experiment: error free communication 
channel, ideal MAC layer, and nodes are in range of each other 
and BS. Control packet size was set to 25 bytes, data packet 
size was set to 500 bytes, and 6 TDMA frames per each data 
gathering period was assumed. 

Fig. 7 shows number of alive nodes per round for SimE and 
LEACH-C. The simulation was ended when number of dead 
nodes is greater than or equal to 90%.For LEACH-C, the first 
node died at round 512 and 90% of nodes died in round 
1050.For SimE, the first node died at round 643 and 90% of 
nodes died in round 1151.Considering the network when 50% 
of the nodes died, SimE improves the lifetime by about 21% 
compared to LEACH-C. Energy consumption of the network 
over time is an important factor for measuring the efficiency of 
clustering the wireless sensor networks. In addition, the total 
energy consumption of network over time is shown in Fig. 8. 
The figure shows that SimE algorithm reduced the energy 
usage more than LEACH-C. 
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Fig. 7. Alive nodes vs. Simulation rounds. 

 
Fig. 8. Energy consumption of the network per round. 

In conclusion, it is difficult to run a comprehensive 
comparison between the findings and performance results of 
this paper and other approaches proposed in the literature since 
the parameters utilized and the assumption made are different 
among the approaches. For instance, many proposals assumed 
a location for the BS inside or outside the network deployment 
area. As was illustrated in previous sections, the BS location is 
greatly influencing the simulations of the network. Also, other 
proposals assumed a fixed number of clusters (fixed CHs) in 
their simulations. Though, this assumption is completely 
avoided in our adaptive SimE approach and only an upper limit 
of number of clusters is used. However, some contributions 
assumed nearly the same assumptions made in 
LEACH/LEACH-C protocol. Looking at the distance 
reduction, however, the provided approach produced higher 
average distance reduction compared to [18] in most cases and 
CHs percentage is less. Comparing the presented SimE 
approach to other metaheuristics, SimE is about 8% better than 
PSO and SA algorithms presented in [23], which utilized 
mostly the same configuration and assumptions that were 
presented in this work. 

V. CONCLUSION 

In this paper, cluster optimization in wireless sensor 
networks was presented using simulated evolution iterative 
algorithm. A goodness measure was proposed to evaluate the 
produced clusters. The proposed SimE approach and its 
goodness measure had the advantage of adaptively varying the 
clusters and their nodes when number of nodes in the network 
is decreased due to the complete loss of energy. This adaptivity 
is important for network lifetime as the nodes in a cluster might 
completely lose their energy in some round; causing unbalance 
in the produced clusters and re-clustering the whole network. 
Using adaptive SimE approach, the other clusters will remain 
unchanged and the whole network needs not to be re-clustered. 

The results showed that SimE can produce a very high 
quality clusters for WSNs. In addition, the results showed that 
there is a relationship between the size of the deployment area, 
the number of clusters, and the reduction in the total distance. 
This suggests that number of clusters should be adaptive to 
number of alive nodes for better clustering in WSNs. 
Furthermore, the results demonstrated that the base station 
location is crucial for effectively clustering the WSN. Finally, 
the results depicted that the presented SimE approach increased 
the network lifetime by about 21% compared to LEACH-C 
protocol, which utilized SA algorithm as the base for selecting 
CHs. 
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Abstract—Mobile health (m-health) applications are a way to 

provide solutions to the non-availability of physical health 

services in the Arab world. However, end users of m-health 

around the world have their cultural and personal differences 

that distinguish them from others. Studies suggest that culture is 

an essential component of the success of any product or 

technology usage. In view of this, the study investigated 

acceptance towards mobile health application User Interface (UI) 

designed for Arab elderly users based on their culture. The TAM 

model formed the theoretical basis upon which a quantitative 

design was adopted, with a questionnaire as data collection 

instrument from 134 participants. The findings showed that 

perceived Ease of Use (PEOU) and Attitude Towards Use (ATU) 

had a significant positive influence on Behavioural Intention (BI) 

to use mobile health application User Interface. Overall, the 

results indicated that Arab elderly users found the mobile health 

application UI as acceptable due to its cultural-based design. To 

improve designs of mobile applications UI targeting elderly 

users, it is vital to gain insight into cultural aspects that influence 

the usability of mHealth application UI as well as insights into 

their personal characteristics and experiences. 

Keywords—TAM; elderly users; mobile health applications; 

user interface; culture 

I. INTRODUCTION 

Recently, the number of aged people over 65 years old has 
increased rapidly in the world and it is predicted to be about 1 
billion by 2030 [1]. The significant increasing number of elders 
suggests the need to develop technologies for this group of 
users, in order to achieve their health demands [2], [3]. For 
example, the number of elderly generation aged 65 years and 
over in the United States is expected to rise  from 40 million in 
2010 to 72 million in 2030 [4]. This means that there should be 
more friendly and usable technologies developed to provide 
healthcare related support for this elderly population, as 
pressure on physical health facilities will be eminent. 

Currently, it was reported in January 2018 that within the 
world, approximately 2.51 million times mobile health- apps 
(health and fitness) available in the Google Play Store were 
downloaded to mobile devices 
(https://www.statista.com/statistics/699096/leadinghealth-and-
fitness-google-play-canada-downloads/). These health apps 

involved numerous types of medical and health applications 
such as health and fitness apps for life management, medical 
education and patient-centered apps [5]. With the rapid 
increase in health apps, research on their use in the areas of 
healthcare evaluation, medicine and disease management have 
also increased meaningfully in the last years [6]. A large 
number of studies carried out on mobile apps concentrated on 
particular medical issues such as pain management [7], weight 
loss [8], [9], and diabetes [10], [11]. To analyze the content of 
applications and provide deep vision into what apps are 
presented and what practice based theories inform app design 
approach is of deep concern. In view of this, it is important to 
go behind content analysis to investigate users’ perceptions 
towards m-health apps user interface (UI). Investigating users’ 
experience with current m-health apps to give opportunity for 
researchers and apps developers to better design future m-
health apps to be usable, effective and accepted by end users is 
becoming important. This is culturally possible when culture 
sophistication in design of such apps is to be addressed. 

However, there is a lack of empirical studies that 
investigate and validate the effect of culture on UI design in 
Arab countries within the m-health context. Poor cultural 
aspects in UI design regularly means poor user interaction and 

hence reduced user acceptance and satisfaction.Therefore, 
addressing cultural differences of use in designing User 
Interfaces (UIs) could improve acceptance, usability and help 
users to interact in a better way with the interface. In addition, 
elderly users are not the main target of design technology and 
mobile applications [12]. This study contributes towards 
understanding Arab elderly users’ attitudes towards using m-
health application UI designed based on their cultural elements 
and the factors that influence users’ intentions to use the 
designed mobile health application. In addition, recognizing 
and addressing these factors will support future design of 
mobile health applications UI and their implementation in the 
Arab world. The remainder of this paper is structured as 
follows. Section II describes the literature review of this study. 
Section III presents the research methodology. Section IV 
presents the results and analysis. Section V discusses the 
results of the study. Section VI presents conclusion and 
implications. Section VII describes the limitations of the study. 
Section VIII presents the future work. 
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II. LITERATURE REVIEW 

A. Possible Barriers Faced by Elderly users in using 

Technology 

One of the explanations for the seeming lack of m-health 
applications targeting Arab elders, is the lack of studies carried 
out to investigate the factors that affect elderly users’ 
engagement in technology, to inform developers on the suitable 
m-health application appropriate for the Arab aged population 
[13]. On the other hand, there is the general idea in the world 
that the elderly are unwilling, unable and afraid to use 
technology involving mobile phones, internet and computers 
[14]-[16]. In addition, some elderly folks  suffer from some 
effects of ageing such as hearing loss, psychomotor 
impairments, diminished vision as well as reduced attention, 
memory and learning abilities occurring at the beginning of 
ageing or resulting from some form of disease. These serve as 
barriers to interacting with technology. This may prevent them 
to effectively use technologies such as mobile applications, 
internet and navigating websites [17]. Around the world, the 
age group of 50 years and above suffer from some form of 
physical limitations and mental changes that can cause an 
interference with their engagement with technology [16]. In 
view of this, within the Arab context, there is the need to 
provide an m-health application coupled with an ideal 
environment that foster the engagement of elderly people aged 
60 years and above with technology to improve upon their 
health behavior. 

B. Elderly Users and Mobile Health Apps 

According to [18], within The Netherlands, there has been 
an increasing interest among older people in using technology 
such as computers, smartphones and the internet. The search 
for health information and healthcare services is one of the 
most priorities for this group of users. One technology to 
deliver such health related services for elderly users is mobile 
technology, referred to as mobile health (m-Health). In 
addition, mobile health technologies have the ability to 
promote care to the elderly users through easy use and 
convenient healthcare. For instance, m-Health applications can  
remind patients to take medications, track daily pain levels, 
watch symptom levels and  have access to behavioural health 
information [19, 20]. As the elderly lives longer, there is the 
need to improve their live through care and support by using 
technologies that adapt to ageing changes for better technology 
usable experience. M-health applications  can  provide such 
vital  opportunities to learn and obtain health information to 
improve their lives [21]. 

C. Arab Elderly Users 

The Arab world has witnessed rapid growth in the number 
of older adults. Based on the latest statistics in 2017, the older 
adults were 26.8 million in 2015 and expected to be 50 million 
by 2030. Presently, the percentage of elderly aged 60 years and 
above in  the Arab world is expected to be 6.7%, with 
projections showing an increase to 9.5% by 2030 [22]. 
Therefore, the responsibility of the workforce is expected to 
change from the usual support for children, to the simultaneous 
support for both children and older persons [23]. This makes it  

expedient to develop technologies targeted at Arab elderly 
users to primarily support their healthcare  and reduce the 
envisaged dependency on the working class, while addressing 
the issue of non-availability of physical healthcare services. 
However, these mobile health technologies should be more 
convenient and acceptable for such people. 

D. Arab Culture 

Generally, end users around the world have their cultural 
and personal differences such as the customs, religion, habits 
and different languages that distinguish them from others. In 
addition, they interact using technology  in different manners, 
depending on these differences [24]. In view of this, designing 
mobile applications’ user interface to be more user friendly is a 
vital issue for the success of such applications, technologies 
and products. Nonetheless, the user interfaces in mobile phones 
face cultural differences, which mean that interfaces should be 
more convenient and acceptable to each cultural attribute [25]. 

The principles of Arab culture are special and unique, often 
unclear and secretive to Western cultures. Arab cultures are 
traditional, whereas the term Arab refers to language and 
cultural aspects, with many practices and norms revolving 
around Islamic beliefs and customs. So, everyday words, 
images, symbols or phrases that may be completely acceptable 
in western countries may be unacceptable for Arab audience 
[26]. Therefore, considering these differences in the UI design 
might be important for improved acceptance towards usability 
of UIs. This study designed a mobile health application UI 
based on Arab culture to enhance acceptance of using mHealth 
app UI. 

E. Theoretical Framework and Development of Research 

Hypotheses 

Several models have been suggested by researchers to 
investigate the individual acceptance behaviour on information 
technology and information systems, for examples of such 
models include Theory of Reasoned Action (TRA), [27], 
Theory of Planned Behaviour (TPB), [28]. Technology 
Acceptance Model (TAM, TAM2, and TAM3), [29], and 
Unified Theory of Acceptance and Use of Technology 
(UTAUT), [30]. Technology Acceptance Model (TAM) is one 
of the most popular theories used widely to investigate the 
individual acceptance behaviour of information systems [31]. 
TAM model as shown in Fig. 1, comprises variables such as  
behavioural intention to use, attitude towards use, perceived 
usefulness and perceived ease of use [32]. Davis (1989) defines 
perceived usefulness as the prospective user’s subjective 
probability that using a specific application system will 
enhance his or her job or life performance, while perceived 
ease of use defines the degree to which an individual believes 
that using a particular system would be free of mental or 
physical effort. Additionally, behavioural intention is defined 
as “the strength of one’s intention to perform a specified 
behaviour” [31]. Attitude on the other hand can be defined as 
“an individual’s positive or negative feelings about performing 
a target behaviour” [33]. Previous reviews show that TAM 
may assist as a useful theoretical framework for the present 
study. Particularly, TAM provides its strength in predicting 
behavioural intention [34], [35]. 
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Fig. 1. Technology Acceptance Model (TAM) Davis (1989). 

1) Relationship between perceived ease of use (PEOU) 

and perceived usefulness (PU): Perceived ease of use is 

expected to have a positive influence on perceived usefulness. 

The findings of the original TAM model have shown that 

perceived ease of use has a positive effect on perceived 

usefulness. Studies conducted by Gambari, and Sule [36], Liu 

[37] show that users do well in tasks when they do not need to 

exert much mental and physical effort. This study defines ease 

of use as the degree to which Arab elderly users’ usage of 

mHealth app UI is perceived or seen as easy or effortless. 

Hence, this study hypothesizes that: 

H1: Perceived ease of use will have a positive effect on 
user Perceived usefulness. 

2) Relationship between perceived usefulness (PU) and 

attitude: Based on TAM studies, the first primary relationship 

is that perceived ease of use and perceived usefulness will 

have a possible impact on enhancing users’ attitude towards 

usage. In addition, Juniwati [38] indicates that both perceived 

ease of use and perceived usefulness may affect attitude. 

Alsamydai [39] posited that, perceived usefulness was an 

important factor in using  mobile banking services. It is 

supposed that perceived usefulness was affected by the level 

of users’ trust [40]. Lai and Yang [41] claimed that users in a 

performance-oriented e-business environment are usually 

reinforced for good performance and benefits. Hence, this 

study defines usefulness as the degree to which Arab elderly 

users’ usage of mHealth app UI is perceived as useful or 

beneficial. This notion will positively influence attitude 

toward mHealth app UI. Consequently, this study 

hypothesized that: 

H2: Perceived usefulness will has positive effect on 
Attitude to use mHealth app UI. 

3) Relationship between perceived ease of use (PEOU) 

and attitude: Attitude towards actual usage is determined by a 

belief of how easy the user thinks he can use the system. TAM 

posits that PEOU has a direct positive influence on attitude 

towards using a system. The present studies propose that 

perceived ease of use is a main attribute in defining the 

attitude of an individual towards system usage. This study 

defined attitude as the overall affection (whether positive or 

negative) of Arab elderly users towards using mHealth 

applications UI. Positive attitude is acquired when Arab 

elderly users find as easy when they use mHealth app UI. The 

reverse will be the case. This usually depends on the effort 

needed to use the application and the complexity of the 

process. Therefore, this study hypothesizes that: 

H3: Perceived ease of use will has positive effect on user 
attitude to use mHealth app UI. 

4) Relationship between perceived usefulness (PU) and 

behavioural intention (BI): Davis [29] defined perceived 

usefulness (PU) as the users’ belief that using a particular 

system will increase his or her job performance. Based  on this 

definition, Phua, Wong, and Abu [42] found PU  as a main 

factor of usage behaviour and intention. Subramanian [43] 

found that PU (not PEOU), had a direct impact on usage 

behaviour. This study, define PU as the degree to which Arab 

elderly users believe that the use of mHealth app UI will 

improve their health related needs or livelihood. 

Consequently, this study hypothesizes that: 

H4: Perceived usefulness will has positive effect on user 
behavioural intention to use mHealth app UI. 

5) Relationship between perceived ease of use (PEOU) 

and behavioural intention (BI): Perceived ease of use (PEOU) 

has an indirect impact on behavioural intention to use 

technology through increased perceived usefulness [44]. The 

easier a system is to interact with; the greater should be the 

users’ sense of efficacy [45] and personal control [46], 

concerning his or her ability to move out the sequences of 

behaviour required to run the system. This study defines 

PEOU as, flexibility, simplicity and compatibility towards the 

overall usage of the mobile health application as experienced 

by Arab elderly users. Subsequently, the variables attached to 

perceived ease of use (flexibility, simplicity and compatibility) 

were all positively related to behavioural intention in the 

literature. Hence, this study hypothesizes that: 

H5: Perceived ease of use will have a positive effect on 
behavioural intention to use mHealth app UI. 

6) Relationship between attitude and behavioural 

intention (BI): Attitude (ATU) is a vital construct in the 

domain of information technology. In terms of mobile 

applications, most users today prefer to use mobile apps for 

various purposes because of their portability characteristics. 

Based on their previous experiences, they develop an attitude 

towards using them, ranging from good to poor. Previous 

empirical studies have shown the existence of such 

generalized attitude and its effects on the assessment of new 

systems in similar situations [47]-[49]. In this study, attitude is 

envisaged to have effects on intention towards using mHealth 

app UI. The variable is defined in this study as the degree to 

which Arab elderly users have favourable or unfavourable 

affection towards using mHealth app UI. Numerous studies 

such as that of Shittu, Gambari, and Sule [36] and Wang and 

Liu [50] have stated that the attitude construct affect 

behavioural intention. This study posits that how favourable or 

unfavourable Arab elderly users perceive the use of mHealth 

applications UI to be, will eventually influence their intention 

behaviour to use the application. Against this backdrop, they 

study hypothesizes that: 
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Fig. 2. Conceptual framework. 

H6. Attitude towards use will have a positive effect on 
behavioural intention to use mHealth app UI. The conceptual 
framework based on this discussion is presented in Fig. 2. 

F. Mobile Health Application based on Arab Culture 

A mobile health application was specifically developed for 
Arab elderly users for this study. The application manages their 
health related information and needs such as dosage, time, type 
of medicine and instructions about medication. In addition, this 
application provides general health related information on the 
causes, symptoms and preventive strategies of diseases specific 
or common to the Arab world. Fig. 3 depicts a graphical image 
of the interfaces for this mobile health application. 

Arabic language used in designing this app UI was to 
ensure that the functions are clear and understandable for Arab 
elderly users from different backgrounds to avoid any 
confusion that can occur due to different meaning of some 
local terms and words. Colours of Arab culture and Islam 
(green, blue and black) are used in designing app UI to 
enhance acceptance of Arab users, since Arab people are proud 
of their culture, customs, and religion. Green reflects the 
Islamic symbol, while black is linked to a specific period of 
time in the Islamic era. The Blue colour is related to the sea 
and sky. Red and yellow colours also used in designing the 
application UI were to attract the users. Since these colours are 
used frequently in the Arab world to get the attention of users 
and attract them to try its usage and buy different things such 
as clothes, foods, cars etc. 

The app UI used font size of 12pt and font type “الرقعة” to 
display the information while font size 14pt was used for 
heading. This is because it is one of the easiest Arabic fonts 
and the most widespread among people in their daily writings. 
Additionally, its simplicity and distance from the complexity 
and ease of reading and writing are very much appreciate in the 
Arab world [51]. Information architecture of app UI was 
designed simply based on previous studies conducted on Arab 
culture such as by Hall [52] and Hofstede [53]. They showed 
that Arab culture is Uncertainty Avoidance culture, which 
means that Arab people do not like risk, and prefer simple use 
and avoid any complex design of systems. 

Arab culture has strong Individualism and Collectivism 
dimension [52], [53]. This means that Arab users have high 
concern for the group and exchange for devotion. Reputation, 
dignity, shame, honour, and pessimism occupy a higher 
consideration. Therefore, common Arab icons and symbols are 
used in the app UI design. In addition, Arab writing and 

reading are from right to left. Therefore, the UI layout was 
designed from right to left.  Finally, labels and messages were 
used in the app UI design to inform users about the various 
stages of usage and completed tasks. This was targeted at 
providing easy assistance and information on progress made 
with the system’s use. 

 

Fig. 3. Some Screen Shoot of the Designed mHealth App. 

III. RESEARCH METHODOLOGY 

A. Ressarch Method 

1) Questionnaire: The questionnaire for this study was 

adopted from Davis (1989) and modified to suit mobile health 

app UI context which have also been validated in previous 

studies such as Ntaliani, Costopoulou [54], Alharbi and Drew 

[32], to guarantee clarity and avoid grammatical and language 

errors, the questionnaire was first examined by English 

language experts and then translated into Arabic language by 

Arabic language experts. This provided clarity and accuracy 

of understanding to the respondents. This is because the 

respondents were native Arabic speakers. 

2) Instrument: The questionnaire consisted of five parts. 

Part one focused on demographic characteristics of 

participants. Parts two, three, four and five elicited responses 

on factors related to TAM model constructs. Specifically, 

parts two and three measured participants’ Usefulness, Ease of 

Use toward using m-health application UI respectively, while 

part four measured the factors that impact users’ Attitude and 

part five on Behavioural Intention to use mobile health app 

UI. All TAM factors were measured at five levels of Likert-

type scale. Participants were asked to choose from 5 points 

Likert-type scale with 1= SD (Strongly Disagree), 2= D 

(Disagree), 3= N (Not Sure), 4= A (Agree) and 5= SA 

(Strongly Agree). 

3) Sample and data collection: In this study, the target 

population was Arab elderly users (male and female) from 

different backgrounds aged 60 years and above and have at 

least one year experience in using mobile applications. This 

study used purposive sample technique to obtain the sample 

size for this study. 150 questionnaires were distributed but a 

total of 137 questionnaires were received from the targeted 

respondents, which constituted 91.3% response rate from the 

survey. Among the 137 sets of questionnaires returned, there 

were incomplete responses from four respondents, leaving 134 

questionnaires for further data analysis use. 
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IV. DATA ANALYSIS 

A. Demographics 

Demography of participants for the study was analysed by 
simple descriptive statistics. Results from this analysis are 
depicted in Table I. 

TABLE I. DEMOGRAPHIC INFORMATION STATISTICS FOR PARTICIPANTS 

 Information 
Number of 

participants 

Percentage of 

sample  

Age  

60-64 

65-69 

70-74 

75-79 

≥80 

118 

10  

4 

2 

0 

88.1% 

7.5% 

3.0% 

1.5% 

0% 

Participants’ 
Gender 

Male 

female 

113 

21 

84.3% 

15.7% 

Participants’ 
Level of 

Education 

School level  

Diploma 
degree  

Bachelor 
degree 

Master 
degree 

PhD degree 

58  

44 

15 

8 

9 

43.3% 

32.8% 

11.2% 

6.0% 

6.7% 

Participants’ 
experience level 

of mobile apps 
use 

1-3 

4-6  

7-9 

≥10 

15 

59 

46 

14 

11.2% 

44.0% 

34.3% 

10.4% 

As shown in Table I, majority of respondents were between 
the age range of 60-64 years (n: 118; 88.1%). However few of 
them (n: 2; 1.5%) were between 75-79 years old. None of the 
participant was 80 years or above. Regarding the gender, out of 
the 134 respondents, 113 of them (84.3%) are male and 21 
(15.7%) are female. With regards to the level of education, 
most of the respondents had school level certificate (n: 58; 
43.3%). A few of them possessed masters (n: 8; 6.0%) and 
Ph.D. (n: 9; 6, 7%). In terms of experience in mobile 
application usage, majority of the users. 

B. Instrument Reliability 

Reliability is the consistency of measurement or stability of 
measurement over a variety of conditions in which basically 
the same results should be obtained [55]. The reliability 
analysis was based on the Cronbach’s Alpha tests on the items 
used for each factor. Table II shows the reliability of each 
factor of this study. 

TABLE II. RESULTS OF RELIABILITY ANALYSIS 

Factor Items Cronbach’s alpha 

Perceived Usefulness 

(PU) 
6 .878 

Ease of use (EOU) 7 .796 

Attitude (AT) 4 .725 

Behavioural Intention 

(BI) 
3 .703 

Overall reliability of 

Acceptance factors 
20 .897 

Reliability values can be classified into four ranges: values 
of up to 0.50 indicate low reliability; values from 0.50 to 0.70 
indicate moderate reliability; and values from 0.70 to 0.90 
indicate high reliability respectively [56]. The findings shown 
in Table II indicate that all reliability values were higher than 
0.70 which is considered as high. Moreover, when all items 
were entered at the same time, the overall reliability for this 
instrument was 0.897, exceeding the acceptable threshold. 

C. Acceptance Correlation Analysis 

The correlation coefficients were examined to determine 
the relationship between Perceived ease of use (PEOU), 
Perceived Usefulness (PU), Attitude (AT) and Behavioral 
Intention (BI) toward mobile health application UI usage. 
Pearson’s correlation analysis was employed, since it is the 
most common measure of correlation which shows the degree 
of linear relationship between variables and it is useful for 
scale and interval variable relationships [57]. Table III shows 
the correlations between the PEOU, PU, AT, and BI. 

Table III shows that the correlations between acceptance 
factors PEOU, PU, AT and BI are significant and positive. 
Based on Pearson correlation 1 to 0.3 represents small; 0.3 to 
0.5 medium; and 0.5 to 1.0 large [58]. Table III shows there is 
a moderate significant positive correlation between perceived 
ease of use and perceived usefulness (r = 0.379**, p<0.01). 
Additionally, the results indicated that there is a moderate 
significant positive correlation between perceived usefulness 
and attitudes towards using the mobile health application UI (r 
= 0. 345**, p<0.01). Furthermore, the findings show that there 
is a large significant positive correlation between perceived 
ease of use and attitudes towards using the mobile health app 
UI (r = 0. 760**, p <0.01). Similarly, the relationship between 
attitude towards using the mobile health app and Behavioral 
Intention was significantly positive and large (r = 0. 641**, 
p<0.01). 

TABLE III. PEARSON CORRELATION BETWEEN VARIABLES 

 

Factors 

Behavioural 

Intention (BI) 

Attitude 

(AT) 

Ease of 

use 

(EOU) 

Perceived 

Usefulness 

(PU) 

Behavioural 

Intention (BI) 

1 

 

 

.641** 

.000 

.622** 

.000 

.322** 

.001 

Attitude (AT) 

.641** 

.000 

 

1 

 

 

.760** 

.000 

 

.345** 

.001 

Ease of use 

(PEOU) 

.622** 

.000 

 

.760** 

.000 

 

1 

 

 

.379** 

.000 

 

Perceived 

Usefulness 

(PU) 

.322** 

.001 

 

.345** 

.001 

 

.379** 

.000 

 

1 
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D. Factors Affecting Arab Elderly Users’ Behavioural 

Intention of using Mobile Health Application UI 

To find the factors affecting Arab elderly users’ acceptance 
of using mobile health application UI, stepwise multiple 
regression was conducted. Before continuing for the regression 
analysis, suitability of the regression analysis was assessed to 
ensure that there was no violation of the assumptions of 
outliers, normality, multi-collinearity, homoscedasticity, 
linearity, and independence of residual. Based on Kock [59], in 
assessing multi-collinearity among variables, the best approach 
is to analyze the variance inflation factor (VIF) values. 
Accordingly, VIF values below 3.0 indicate the absence of 
multi-collinearity. Based on the result for this study, all VIF 
values for the relationships between dependent and 
independent variables ranged from 1.000 to 2.258 which are 
below the 3.0 threshold [61]. The VIF values for dependent 
variables are shown in Table IV. 

TABLE IV. MULTI-COLLINEARITY STATISTICS VIF 

Independent 

Variables 

Dependent Variable 

Behavioural Attitude Usefulness 

Ease of use 1.857 1.065 1.000 

Usefulness 1.312 1.065  

Attitude 2.258   

E. Multiple Regressions between Perceived Ease of Use, 

Usefulness, Attitude and Behavioural Intention 

A multiple regression was finally applied to test for 
predictive significance between dependent and independent 
variables. The results of the stepwise regression are presented 
in Table V. 

TABLE V. ANOVA RESULTS BETWEEN PERCEIVED EASE OF USE, 
USEFULNESS, ATTITUDE AND BEHAVIOURAL INTENTION 

No. Model 
Sum of 

Squares 
df 

Mean 

Square 
F 

1. 

Regression 

Residual  

Total 

6.331 

9.071 

15.402 

1 

79 

80 

6.331 

.115 

55.134 

2. 

Regression 

Residual  

Total 

6.992 

8.410 

15.402 

2 

78 

80 

3.496 

.108 

 

32.424 

Dependent Variable: Behavioral Intention 

Predictors: (Constant), Attitude  

Predictors: (Constant), Attitude, Ease of use 

Table V shows ANOVA, a test of significance of model. 
The results show that two predictor variables (ease of use and 
attitude) are a statistically significant predictors of behavioural 
intention in using mobile health application UI. Table VI 
shows the values of regression coefficients of the two 
regression models constructed by stepwise regression method. 
Two independent variables emerged as positive predictors of 
behavioural intention. 

TABLE VI. VALUES OF MULTIPLE LINEAR REGRESSION BETWEEN 

PERCEIVED USEFULNESS, PERCEIVED EASE OF USE, ATTITUDE AND 

BEHAVIOURAL INTENTION 

Model 

Unstandardized 

Coefficients 

Standardized 

Coefficients 
      t   sig 

B Std. Error Beta 

Behavioural 

Intention  

(Constant) 

1.394 

.629 

.964 

.391 

.344 

.641 

3.777 

7.425 

.000 

.000 

Attitude 

Ease of use  

(Constant) 

.964 

.391 

.344 

.397 

.126 

.139 

.399 

.319 

2.425 

3.094 

2.476 

.018 

.003 

.015 

Usefulness  

(Constant) 

.255 .084 .322 3.021 .003 

a. Dependent Variable: Behavioural Intention to use 

The Behavioural Intention of Arab elderly users was 
primarily determined in a positive manner by Ease of Use (β = 
0.319, p < 0.05), Attitude (β =0.399, p<0.05), and Usefulness 
(β = 0.322, p < 0.05).  Apparently, Attitude was the strongest 
predictor in affecting the Behavioural Intention in using mobile 
health application user interface. The Attitude of Arab elderly 
users was in turn influenced by ease of use (β = 0.319, p < 
0.05) and strongly determined by Usefulness (β = 0.322, p < 
0.05). However Arab elderly users’ perception of the 
usefulness of the mobile health app was based on easiness of 
use of the application (β = 0.322, p < 0.05). 

V. DISCUSSION 

The findings of this study showed that Arab elderly users 
have positive intentions to use the designed mHealth app UI.  
TAM constructs (attitude, usefulness, and ease of use) had high 
prediction levels in explaining behavioural intention to use 
mobile health app UI. Ultimately, the construct attitude was the 
strongest predictor of the mHealth UI app uptake intention. 
This means that the sample population had a positive attitude 
toward using mobile health app UI which was designed based 
on their culture. This induced positive attitudes towards their 
use of the application in the future. Consequently, the majority 
of Arab elderly users believed that using mobile health app UI 
was also positive and a good idea. This finding supports studies 
such as that of Alotaibi, Houghton [60] and Fong and Wong 
[61] who found that the mainstream of participants wanted to 
use mobile application and services based on their positive 
attitude toward the application. 

Additionally, ease of use had a strong significant positive 
relationship towards attitude to use the mobile health app. This 
indicates that the mobile health app UI design was clear, 
simple and easy to use. This was because the consistency 
between UI elements designed based on Arabic aspects such as 
language, layout, colors, and buttons promoted ease of use. 
These findings are supported by several studies that found 
perceived ease of use to have a close correlation to the 
construct attitude in TAM [42], [62]. In addition, the result of 
this study is supported by other studies conducted on the role 
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of culture in technology design such as that of Almakky, 
Sahandi [63], Ishak, Jaafar [64] and Kalliny, Saran [26]. These 
previous researchers also addressed the fact that users feel it is 
easy to interact with technologies and user interfaces which 
directly reflect and relate to their own culture. Furthermore, 
perceived ease of use had a strong significant relationship with 
behavioural intention. Arab elderly users believed that the 
design of mobile health app UI was easy to use and effective to 
use. This usage would belief expected to strengthen their 
perception of the easiness of mHealth app UI. The flexibility in 
obtaining information, operating the application, and learning 
and managing medical information, provides a sense of relief 
to Arab elders on less effort exerted towards usage. 
Consequently, Agarwal and Karahanna [65] and  Venkatesh 
[66], reiterate that successful deployment of mobile 
applications are based on how developers and designers  ensure 
easiness towards actual use of apps Redzuan, Razali [67] and 
[68] also provided evidence that perceived ease of use has a 
significant effect on behavioural intention to use systems. 

The relationship between ease of use and usefulness was 
also positive and significant within this study. The effect of 
perceived ease of use might contribute to clarifying a 
significant impact towards perceived usefulness. Usefulness of 
an application is tied to actual use. Where users are able to 
apply a particular technology to perform associated tasks, they 
relate to the performance of the technology in meeting task 
requirements. The ability of Arab elders in utilizing the mobile 
health app UI for health related purposes provided them with a 
sense of usefulness of the app. This is because, they derived 
benefits from the app in terms of acquiring useful health related 
information, diagnosis, prescriptions and awareness of ageing 
ailments’ management and prevention. The acquisition of these 
benefits from the mobile app usage was dependent on their 
ability to interact with the app when demanded. Davis [28], 
posited that ease of use is an originator of usefulness. This 
result is also consistent with previous studies from 
Lallmahamood [69], Leishman [70], as well as Shim and 
Viswanathan [71]. 

Finally, the construct usefulness significantly influenced 
attitude towards usage of the mobile health app. Arab elderly 
users were interested in using the functionality of the mobile 
health app UI, which in turn increased their health related 
independence and helped them in their daily activities, 
ultimately improving their healthy life. The importance 
attached to the provisions of the mobile health app UI, made 
the users acquire a favourable affection towards the app. Their 
feelings were positive towards using the app because it 
benefited them in terms of provision of their health needs. In 
addition, usefulness had a significant effect on behavioural 
intention to use the mobile health app UI. As users became 
familiar with the use of the mobile health app, they found it 
helpful in their lives. How helpful the app was to them, 
culminated into positive intentions towards continual usage of 
the app. Arab elderly users’ behavioural intentions to use the 
app was positive and highly reflected in their final usage 
behaviour. This result confirms the original TAM relationship 
between perceived usefulness and intention to adopt new 
technology. The result is also in line with several studies such 

as by [29, 30] who stated that usefulness was a strong factor for 
measuring the behavioural intention to use new systems. 

VI. CONCLUSION AND IMPLICATIONS 

Mobile health apps could be a vital part for developing 
elderly people lives and decrease the cost of healthcare. This 
study attempted to enlarge the lack of research on the Arab 
elderly users’ perspectives of mobile health app UI when 
culture is integrated into the design of mHealth application UI. 
Theoretically, this study evaluated the technology acceptance 
model (TAM) in the mobile health app UI context by 
investigating relationships between behavioural intention to 
use (BIU) and three independent factors perceived ease of use 
(PEOU), perceived usefulness (PU), and attitude towards use 
(ATU). The study identified the significant factors as being 
PU, PEUO and ATU. The results showed that most 
participants had a positive attitude towards using mobile health 
application UI designed based on Arab culture. However, this 
study provides support for TAM, and approved the fact that 
attitude is most powerful factor in explaining the behavioural 
intention toward usage. 

VII. LIMITATIONS 

Nonetheless, there are some limitations that should be taken 
into account. First, the study’s conceptual framework was 
constructed based on TAM only. This study can be further 
improved by other theoretical frameworks like Unified Theory 
of Acceptance and Use of Technology (UTAUT) to add to the 
analytical power of acceptance. Second, the present study 
investigated only the determinants of behavioural intention 
without exploiting that of actual behaviour. 

VIII. FUTURE WORK 

In the future, the researcher plans to continue exploring the 
relationship between certain design elements of UI, cultural 
aspects and mobile applications. Of particular interests are the 
following cultural aspects: Age, gender, religion and education 
level. This further exploration will be achieved by conducting 
future studies using mobile applications and theoretical 
frameworks like Unified Theory of Acceptance and Use of 
Technology (UTAUT). 
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Abstract—Acoustic complements is an important 

methodology to perceive the sounds from environment. 
Significantly machines in different conditions can have the 
hearings capability like smartphones, different software or 
security systems. This kind of work can be implemented 
through conventional or deep learning machine models 
that contain revolutionized speech identification to 
understand general environment sounds. This work focuses 
on the acoustic classification and improves the 
performance of deep neural networks by using hybrid 
feature extraction methods. This study improves the 
efficiency of classification to extract features and make 
prediction of cost graph. We have adopted the hybrid 
feature extraction scheme consisting of DNN and CNN. The 
results have 12% improvement from the previous results 
by using mix feature extraction scheme. 

Keywords—Acoustics; deep learning; machine learning; neural 

networks; audio sounds 

I. INTRODUCTION 

The advances in the automatic recognition of voice were 
consolidated in industrial systems [1]. Researchers have more 
interest to make advancement in identification quality. It is 
challenging task to identify acoustics in remote situations 
against the noisy background [2]. In other places, the advances 
in retrieval of music information have provided us with 
systems that can transcribe the notes and chords in the music or 
check the name of the track and the artist from a fragment of 
low quality sounds. The main focus of researchers is on 
classification of speech and music which can be heard mostly 
in a typical indoor outdoor environment [3]. Sound is few 
times a purposeful completion of different methods such as 
video, which transports information that would not be present 
like speech, processed data and songs of birds. The voice may 
also be easier to collect on a cellular phone. The information 
collected from a pragmatics audio inquiry can be purposeful 
for more working such as machine exploration, alert messages 
for user or analysis and prediction of event arrangements [4]. 

In the past years, a number of sound control techniques 
have been proposed. Deep learning is possibly the most 
recently used. The term deep learning employs a high level 
representation of low level data by stacking multiple levels 
using nonlinear module. There are several variants of deep 
learning architectures. The convolutional neural network is a 
profound learning method traditionally used for image 
distinction because of its good performance in learning 
distinctive local characteristics. The first Detection and 
Classification of Acoustic Scenes and Events (DCASE) 
challenge organized by the IEEE Audio and Acoustic Signal 

Processing (AASP) in 2013 and then the DCASE 2016 
challenge with an extend Acoustic scene classification dataset 
[5]. 

A. Acoustic Scene Classification 

Acoustic is a term used in different fields. Acoustics is 
challenged in many terms, as in acoustic physics means the 
knowledge in the field of mechanical waves that are in 
different things like gases, liquids and solids [6]. But in 
general, acoustics is related to sound, vibration, etc. A person 
or a scientist who works in the area of acoustical fields is 
known as acoustician. The study of sounds, their frequency and 
the behavior of sound are included in acoustics. Acoustics is 
the science of production, control, transmission, response and 
the effects of sound. The classification of an acoustic scene 
allows devices to understand the environment and opens 
various applications [7]. For example, devices such as 
androids, IPhones, Internet devices, wearable devices, and 
robots prepared using artificial intelligence can benefit from 
the situations of the classification of the acoustic scene. Also, 
intelligence assistants represent another field that can benefit 
from the classification of sound scenes. IPA are software 
providers that make advice and perform action by 
automatically identifying different types of input data including 
audio, images, user input, context-based information, such as 
location, weather and private schedules. Now, Microsoft's 
Cortana and Apple's Siri are using audio inputs and the use of 
context-based information gathered from environmental sounds 
has a significant potential to recommend appropriate actions to 
users. 

Environmental sound is a combination of several sound 
Sources. It has a lot of information that can help humans for 
feeling of environment around. Voice evaluation draws 
researchers' attention to the machine Learning has been 
implemented in the community and monitoring, information 
services on robotic navigation and tourism, etc. The 
recognition of acoustic events is aimed at the identification of 
voices. Classification is the detection of these sounds. This will 
helpful in information retrieval, with multimedia applications 
content analysis, context-aware and audio-based devices 
surveillance and monitoring systems. The classifications of 
acoustic events have aimed to the divisions of different 
acoustic events in target groups for specified area [8]. 

Fig. 1 gives an example of an acoustic classification 
system. Acoustic classification consists of different phases. 
The audio data can be classified using unsupervised or 
supervised learning based on data. This can be achieved by 
implementing different kinds of deep learning models like 
neural networks and feature extraction techniques to get the 
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features from that audio data. Afterwards, the performance of 
the model is evaluated for acoustic scene classification. 
Acoustic models are not only relating with sound classification 
it is also use for image classifications and some other kinds of 
classifications [9]. 

 

Fig. 1. Acoustic scene classification system. 

B. Artificial Intellegence and Machine Learning 

According to John McCarthy, artificial intelligence is the 
science and engineering to create the tools that are based on the 
sharp behavior [10]. Artificial intelligence is an intelligent 
behavior to make computer or software run by robots. 
Artificial intelligence perceives how peoples learn, how make 
decisions and efforts when struggling to solve the problems. 
The development of artificial intelligence began with the 
purpose of making the intelligence as same as found in the 
peoples. The aim of artificial intelligence is to develop the 
special machines (Machines that show the sharp behavior to 
learn, indicate, describe and advise who use it) and to perform 
the intelligence of peoples to systems (Develop systems which 
include, perceive, understand and act according to peoples). 
Simply Artificial Intelligence is the technique or method in 
which human transfer their intelligence to machines and make 
them intelligent to perform tasks intelligently for given data. 
Artificial machines get intelligence from the line of codes and 
also act according to the behavior of human’s commands. 

Artificial intelligence is scientific and technological area 
which has applications in other fields like Computers, Biology, 
Psychology, Linguistics, Mathematics and Engineering. One of 
the main impulses of artificial intelligence is the creation of 
functions for computer that are linked with the sharpness of 
peoples such as logical judgment, understanding and searching 
to solve problems. In the first half of the 20th century, people 
thought of artificial intelligence (AI) direct connection with the 
robot. Over the decades, growth in robotics proved to be 
enough today we have robots around us [11], but they do not 
stop developing at ANN. 

Machine learning is an area of artificial intelligence based 
on the idea to make machines accessible for data and learn 

themselves from the accessed data. It was started of graph 
identification and the idea from which the systems can be 
studied using no program without performing certain jobs. The 
peoples who want to make research they specify their interest 
in this field want to see computers can learn from data. From 
initial point of learning of machines is useful due to new 
representations are related to models. These systems absorb 
from the past adaptation to make well-grounded reflection, 
conclusions and outcomes. This is a discipline which is not 
starting except who have attained freshness. However, a 
variety of system studying procedures is extended over a 
period, the capacity to implement complex numerical solutions 
automatically on large amount of data. 

Machine learning workflow can be described through the 
following figure, in which completely describe how machine 
learning work in a well-mannered workflow. As machine 
learning wants to tackle huge and most complicated problems, 
the issue of concentrating on the most appropriate data in a 
conceivable overpowering measure of information. It has 
turned out to be progressively critical. For instance, 
information mining of organizations or researcher's records 
regularly includes managing numerous highlights and 
numerous cases, the Web and the Internet have put an 
expansive volume of low quality data in the simple access to a 
learning framework. Comparative issues emerge in the 
personalization of the separating frameworks for data recovery, 
email, arrange news and so forth. 

Fig. 2 depicts how machine learning algorithms works. 
These algorithms take a dataset as input. First, it takes a dataset 
to extract the features from that data using different kinds of 
methods of features extraction. After feature extraction use the 
machine learning algorithms especially deep learning 
techniques to grouping the data objects. At the end predict the 
model by taking a testing dataset, it checks the performance on 
that test data and at the end get the results. 

 

Fig. 2. Example of work-flow for machine learning. 

C. Deep Learning 

Deep learning is a branch of machine learning, in deep 
learning computational models comprising of numerous 
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handling layers and various reflection levels. These techniques 
have fundamentally enhanced the most progressive innovation 
in discourse acknowledgment, visual question 
acknowledgment, protest identification, medication revelation 
and genomics. Profound taking in many sided quality of 
expansive informational indexes, utilizing the back propagation 
calculation and a machine the interior parameters used to figure 
the impact on each layer from previous layer. Profound overlay 
systems have gotten leaps forward the territories of picture, 
video, discourse and picture handling. Voice and monotonous 
nets shed light on progressive articulations for example content 
and discourse. 

Besides improving the authenticity of different patterns 
identification issues, one of Deep's core objectives learning, 
automatic machine learning revelation of numerous levels of 
impressions. The goal of utilizing crude information (e.g. 
picture pixels) as contribution to the models and let the models 
learn middle of the road introductions. That enables the model 
to learn highlight identifiers. This is particularly obvious it is 
imperative as demonstrated by Bengio for territories where 
highlights exist. It is difficult to formalize things like question 
acknowledgment and discourse acknowledgment errands. In 
the assignment of arranging woodland species, a few elective 
element extractors have been utilized (as noted above) 
demonstrates the trouble of finding a decent portrayal for 
inconveniences. 

Recent developments in deep learning have led to a 
significant improvement in automatic speech recognition and 
music characterization. However, speech is one of many kinds 
of voices and people often count a variety of environmental 
voices to improve perception, when they are in danger and 
someone is walking through a busy street. It is a useful way to 
complement the visible information, such as more audio, 
videos and pictures, with the advantages that the sound can 
accumulate and be stored more easily. Deep learning has been 
a major practical success and a profound influence on machine 
learning and artificial intelligence literature. Practical success 
and deep learning in the literature have been investigated 
together with their theoretical features. Deep learning explores 
a wide range of areas for researchers to work with and learning 
outcomes in machine learning and artificial intelligence. Over 
the past decade, a number of volume control techniques have 
been proposed and deep learning is probably the most 
encouraging. As demonstrated by the deep learning, the 
method uses a high level representation of low level data by 
stacking multiple levels using a nonlinear module. Presently, 
deep learning architects have various variants and the 
convolutional neural network method is a profound learning 
method traditionally used for image segmentation because of 
its good performance in learning distinguishing local features. 

Fig. 3 illustrates the layers of a neural network model. In 
deep learning, when it is required to learning deeply use 
different neural networks to classify things. These algorithms 
are referred to as artificial neural networks (ANNs) because the 
earliest use of artificial intelligence algorithms shows how 
learning is done in the causal mind [12]. Use different deep 
neural networks that can be applied for image, audio or video, 
speech, text, multimodal and IOT data recognition and 
classification while learning in depth. The deep neural network 

includes an input layer that contain input nodes, hidden layers 
with multiple hidden nodes and an output layer that contain 
output nodes. Initially, set the input values at the input nodes 
and these nodes calculate the output values by multiplying the 
weights and the input values which is the same for the other 
hidden nodes of the hidden layers and goes to the output layers. 
Output layer is the last layer containing output values. 

 
Fig. 3. Example of deep learning network [13]. 

II. NEURAL NETWORKS 

There are different kinds of neural networks that are used in 
deep learning for the different kinds of working, analysis of 
working and to perform certain kinds of artificial intelligence 
application in programming way. The neural networks that are 
included in deep learning are Convolution Neural Network 
(CNN), Artificial Neural Network (ANN), Long short term 
memory (LSTM) and Recurrent Neural Network (RNN). 

A. DNN 

Deep neural network (DNN) is supervised learning 
feedforward artificial network used in various applications like 
in image processing, in video recognition, automatic speech 
recognition and also it is trained for acoustic scene 
classification. It has different layers usually an input layer, 
several hidden layers to build a deep architecture and an output 
layer. Take a DNN and train it on the data taken from DCASE 
2017 challenge that contain recording of different audio scenes 
[14]. Input layer of DNN receives the input from data and then 
work according to feed forward technique and pass it to its next 
hidden layer. In hidden layers complete its training on the 
provided data set then at the end find its results according to its 
training on training dataset. At the end to check its efficiency 
implants DNN on a test data and check its working according 
to its testing how it works? How it classifies the data? 

B. CNN 

CNN is also architecture of deep learning that is used for 
the classification of objects on the bases of layers. It also 
contained layers that are named as one input layer, several 
hidden layers, one output layer, working of CNN is same like 
that DNN take input from dataset and then apply functions on 
it at the hidden layers and find out result and show at the output 
layer. Commonly used CNN layers are Max pooling layer, 
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convolution layer and fully connected layer. In layer that is 
convolution, filter is convolved with input features. Max 
pooling layer do the job of down sampling the input and fully 
connected layer connects all neurons from previous layer with 
its every neuron. 

Fig. 4 depicts the CNN model. First, the model takes the 
channel input. Then this input was convoluted at next stage 
using 1D convolution then at the next stage Max-pooling was 
performed after max pooling again convoluted then fully 
connected layer used on that data and at the end softmax is 
applied on that channel input at the last stage of CNN model. 

 
Fig. 4. CNN model. 

III. AUDIO FRAMEWORK 

The audio framework used in this study consists of 
seventeen low level descriptors for temporal and spectral sound 
characteristics. This set of descriptors is generic to allow a 
wide range of applications to use these descriptors. That can be 
divided into six groups (Fig. 5). In addition to these six groups, 
there is a very simple audio framework mute descriptor. The 
two basic audio descriptors are the scaled values temporarily 
sampled. The audio waveform descriptor describes the audio 
waveform envelope by sampling the maximum and minimum 
values in an analysis window. The audio power descriptor 
describes the instantaneous power levelled temporarily. These 
can provide a quick and effective summary of a signal, 
especially for visualization purposes. The four basic spectral 
audio descriptors have the central link deriving from an 
analysis of the audio signal at a temporal frequency. 

The audio spectrum envelope describes the short term 
power spectrum of an audio signal. It can be used to show a 
spectrogram and to synthesize a raw naturalization of the data 
or as a generic descriptor for research and comparison. The 
center of the audio spectrum is defined as the frequency center 
of the power weighted record. The power spectrum can be 
dominated by low or high frequencies [16]. The audio 

spectrum extension defines the sound moment of the power 
spectrum of the logarithmic frequency. 

 
Fig. 5. Audio framework [15]. 

The logarithmic frequency indicates that the power 
spectrum is close to the centrifuge or it extends in the 
spectrum. The level of the audio spectrum describes the 
flatness characteristics of the short time power spectrum of an 
audio signal. This identifier refers to the scattering of the signal 
power spectrum from a smooth form. The spectral flatness 
analysis is calculated for the desired number of frequency 
bands. Sound signals can be used as a feature vector for robust 
pairing between pairs. The two spectral base identifiers 
represent small sized projections of a high dimensional spectral 
area to facilitate compactness and recognition. 

The basic sound spectrum descriptor contains the basic 
functions used to transform high dimensional spectrum 
definitions to a low dimensional representation. The sound 
spectrum projection descriptor represents the low dimensional 
properties of a spectrum that is computed after projection on a 
reduced basis given by the sound spectrum base. The 
fundamental frequency is a good indication of music tone and 
vocal tone. Audio describes the harmonic level of an audio 
signal with a harmonic identifier. This makes it possible to 
distinguish between sounds with a harmonic spectrum and a 
spectrum with a non-harmonic spectrum between musical 
sounds and sound. The two timbral temporal identifiers 
describe the temporal properties of the audio segments. These 
are useful for describing the musical temperament. The 
temporal centric descriptor defines where the energy is 
produced over time depending on the length of the sound track. 
The five spectral identifiers of the timbre define the temporal 
characteristics of the sounds in the linear frequency domain. 
This makes it useful to explain the timbral spectrum coupled 
with the temporal identifiers especially the musical instrument 
tone. The spectral center identifier is very similar to the center 
of the sound spectrum with the use of a linear power spectrum 
as the only difference between them. 

IV. METHODOLOGY 

The methodology adopted for this research is similar to 
previous approaches that were based on machine learning 
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techniques. The most common machine learning technique 
used for classification of sounds or some other classifications is 
deep learning. In this approach, first add the dataset that 
contains the audio files. Afterwards, features from the dataset 
are extracted using the feature extraction. Then use these 
values in neural network layers to find out the results. The deep 
learning techniques are used for the classification of acoustic 
scenes, sounds, images or any other objects. 

Fig. 6 elaborates the methodology adopted in this work. 
This research work uses a model that is based on two neural 
networks one is NN and second is CNN and implement 
separately. First of all, in these neural networks set the layers in 
three ways the layer that is at first end is called input layer that 
contain the input values next hidden layers that receive the 
input values and weights and then perform the function of 
neural networks and at the last end last layer that is called 
output layer and at that layer output values can be showed in 
the form of results. Secondly, use a dataset that contain the 
input in form of sounds use this dataset in the designed model 
and extract features from that dataset to take values in numeric 
form for the input and weight setting. To extract features, use 
the hybrid methods of feature extraction. Then feature 
extraction uses these values for finding the results. 

 
Fig. 6. Methodology adopted for this study. 

A. Data Set 

The dataset that used in this acoustic scene classification 
process was taken from the Urban sound datasets and this 
dataset named as Urbansound8K dataset. This dataset is 
divided into 10 folds and all the folds contain the audio files in 
the format of .wav of different kinds of sounds. These are 
fold1, fold2, fold3 and so on up to fold10. The dataset contains 
the 8732 named sound audio files and these all sounds are of 

length less than four seconds. The dataset consists of urban 
sounds including 10 types of low-level scientific classification, 
i.e., air conditioning, car horn, children playing, barking dogs, 
drilling, idling engine, blow, jackhammer, siren and street 
music. To avoid big contrasts of class of property, it establishes 
a confinement point of 1000 denominations per class, 
generating a total of 8732 denominations. Table I provides 
details of the features used in this study. 

TABLE I. SOUNDS IN URBAN SOUND DATASET 

Sr. No. Sound Format Duration 

1 Air conditioner .wav <=4 sec 

2 Car horn .wav <=4 sec 

3 Children playing .wav <=4 sec 

4 Dog bark .wav <=4 sec 

5 Drilling .wav <=4 sec 

6 Engine idling .wav <=4 sec 

7 Gunshot .wav <=4 sec 

8 Jackhammer .wav <=4 sec 

9 Siren .wav <=4 sec 

10 Street music .wav <=4 sec 

B. Feature Extraction 

To extract the useful features from sound information, 
utilize the Librosa library. It gives a few strategies to extract 
diverse features from the sound files. Following are strategies 
to extract different highlights: 

 Spectrogram Mels: calculates an energy 
spectrogram on the Mel scale 

 mfcc: coefficients of cepstral Mel frequency 

 Chorma Stft: calculates a chromatogram from a 
waveform or a power spectrogram 

 Spectral Contrast: calculates the spectral 
contrast 

 Tonnetz: calculate the characteristics of the 
tonal centroid (tonnetz) 

Fig. 7 illustrates that how to simplify the procedure for 
highlighting the extraction of audio locks, two assistance 
strategies have been identified. First, parse audio files which 
takes the name of the main catalog, the subdirectories within 
the main index and the expansion of the document (the default 
is .wav) as information. At that time, it emphasizes each of the 
documents within the subdirectories and calls the second job 
called the associated function. Take the document as 
information, read the record by calling the librosa, load 
technique, concentrate and return the salient points mentioned 
above. In general, these two strategies are necessary to move 
from the raw sound clicks to the salient points of the 
instructions. The class name of each solid closure is in the 
document name. 
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Fig. 7. Feature extraction from audio sounds. 

The channel bank has a generally trapezoidal size reaction, 
with a significant portion between adjacent channels. In each 
channel, a flag envelope setting shown significantly with 
changing wave and low pass screening. Each flag is 
standardized on the calculation of the normal level on a 
complete articulation and isolate this quantity. Moderate 
adjustments in each standardized dissected indicator envelope 
then sieving flag through an unpredictable band passage 
channel and taking the log expansion yield. 

C. Required Tools 

The tools that are used for this acoustic scene classification 
process of sounds are as following: 

 Anaconda 

 Spyder 

 Python 

D. Required Libraries 

Libraries that are used in this research work as follows: 

 Numpy 

 Scipy 

 Pandas 

 Matplotlib 

 Plotly 

 Theano 

 Tensorflow 

 Keras 

 Librosa 

 FFMPEG 

V. RESULTS AND DISCUSSION 

Two neural networks are implemented in this research 
work with different feature extraction techniques to get the 
results over the Urban dataset 8k. Extract the features from the 
dataset that putted in the working code after feature extraction 
set the hidden layers and weights on those layers by using the 
feature values that extracted from the data. Data set contain the 
sounds of each classes and in all the fodders sounds of all 
classes are presents so selection of folds is very sensitive 
matter. The two neural networks that are used in this research 
work are DNN and CNN. 

In deep neural network use the three folds of dataset and 
then parse that sound files and parsing that sound files extract 
the features from the sound files. By extracting features use the 
values of that features in the form weights on hidden layers and 
then apply the formula of DeepNN and get the results. Fig. 8 
depicts the F-score obtained from that DeepNN. 
Approximately 80% accuracy was achieved using this 
approach. 

 
Fig. 8. Resulting curve of DNN. 

 

Fig. 9. Resulting graph of CNN. 
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The mfcc technique was used to extract the features from 
the sound files, two folds of dataset, 41 frames, 60 bands, 2460 
feature size, 10 class labels, 2 channels, 50 batch size, 30 
kernel size, 20 depths, 150 hidden units, 0.01 learning rate and 
2000 training iterations. In CNN also weights are set by using 
the values of feature extraction that are extracted using the 
librosa library. Fig. 9 depicts the resulting plot that is obtained 
from the CNN. 

Accuracy obtained from the CNN is 0.153 nearly about to 
87% that is enhanced from the previous approach. In CNN 
working is slower but the results are accurate when compared 
to the DeepNN. 

VI. CONCLUSION 

The results after implementation of different hybrid feature 
extraction techniques on Urban dataset 8K improved in both 
machine learning techniques CNN and DNN. The fundamental 
task of this research work was that how improve the results 
from the previous methodology that is adopted on that Urban 
sound dataset 8K, so use many feature extraction methods to 
extract the feature values from sound data then apply deep 
learning methods DNN and CNN to get the results from 
extracted features. After implementation of this hybrid feature 
extraction method improve the efficiency of the neural 
networks on the described dataset. 
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Abstract—Quality Assurance is a technique for ensuring the 

overall software quality suggested by Global Standards bodies 

like IEEE. The Quality Assurance for Data Analytics requires 

more time and a very different set of skills because Software 

Products, which are used for Data Analytics, are different than 

that of traditional ones. In result, these Software Products 

require more complex algorithms to operate and then for 

ensuring their quality, one needs more advanced techniques for 

handling these Software Products. According to our survey, Data 

Analytical Software Products require more work because of their 

more complex nature. One of the possible reasons can be the 

volume and variety of Data. On the same hand, this research 

emphasizes on testing of Data Analytical Software Products 

which have many issues because testing of these Software 

Products requires real data. However, every time the testing of 

these Software Products is based either on dummy data or 

simulations and these Software Products fail when they work in 

real time. For making these Software Products work well before 

and after deployment, we have to define certain Quality 

standards. In this way, we can get better result producing 

analytics Software Products for better results. 

Keywords—Software Quality Assurance (SQA); data analytical 

softwares; data driven softwares; real time analytics; data 

analytics; quality issues; quality control 

I. INTRODUCTION 

Quality Assurance (QA) related activities are proven to be 
beneficial because it gives a confidence about the completion 
of requirements and needs that a user expect from a system, it 
can be the quality of product or it may be the accessibility and 
reliability, accessibility and reliability are just two qualities of 
systems, there are many more suggested by different experts. 
With change in time and access of internet, everything has 
changed its nature especially the field of information 
technology with increased usage of data driven softwares has 
impacted a lot. The more softwares will rely on data the more 
we will be facing challenges of software quality [1], [2]. 

In this paper we will not only discuss the quality issues in 
data driven softwares but we will also discuss best practices 
for testing of data analytics. Data analytics has contributed in 
almost every sector, especially for making life easier and for 
the betterment of our society, whether it is health sector or 
smart homes, data analytics has a huge impact on human race 
[3]. 

The increase in importance of data analytics has increased 
the work for developers especially for quality assurance teams 
because as we know and we have also practiced that Quality 
Assurance activities are the major portion of the effort in 
development of a software product.  We have seen tremendous 

change in data related work and as a result the complexities 
and quality issues in software products have grown since few 
decades, these gaps in Software development must be handled 
with the help of performing activities to perform software 
quality assurance. Hence there is a need to define certain 
measures and approaches that must be followed to tackle 
quality issues of data driven softwares or data analytical 
softwares [4], [5]. 

Proliferation in the volume and variety of data has 
challenged practitioners to work more on the authenticity of 
data [6]. Let’s discuss the internal structure and creation of 
data driven or data Analytical softwares because before 
talking about Quality Assurance we must know about the 
structure, development and purpose of those systems. Main 
goals of Data Analytical products are to read the data, 
understand the data and then find trends from it and most 
importantly to predict about the subject matter.  These 
predictions can be pointing to a grater meaning of subject that 
is being observed, and results obtaining from these analysis 
can be leading to new theories and innovations, that is why 
these analytical softwares are getting familiarity day by day. 

These softwares generally work in three stages: Data 
Preparation, Data understanding, and Prediction. This whole 
process continues after data gathering; data gathering can be 
done by doing surveys, focus groups or by taking interviews, 
etc. 

 Data preparation that includes ETL (Extract, Transform 
and load), ETL includes data cleaning activities like, 
normalization, formatting the data into specified format 
and removing redundancies etc. Many times we need 
to make categories of continuous data. 

 Data Understanding can be referred as Understanding 
of data by software, First software understands the data 
and then it is in the state to predict something by 
applying various predictive models. 

 Prediction is the major part of any Analytical Software; 
it can be done after understanding of data by software 
and then applying some analytical method on it. 

Quality Assurance is not only required for software 
development but it has many other benefits as well, software 
quality assurance also includes the contractual condition that 
are very essential when someone (an individual or an 
organization) is outsourcing a software; Q.A suggests best 
practices, rules and many other things like budget and 
deadlines to decide before signing the agreement [7]. 

https://lms.iba.edu.pk/portal/tool/296d913d-e1a0-4730-89aa-d926c7f20001/main
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This research focuses on the complexities in data 
analytical softwares and suggestions for quality enhancement 
in softwares [8]. 

II. BACKGROUND 

Availability of internet at every place especially in 
industries has a huge impact on the production of data, earlier 
data used to be stored in disks or hard drives now trend of 
storing data has moved towards digitization because data is 
producing in streams every second. Especially in the field of 
health where data is everything and to handle and manage this 
huge amount of data we need some special software that is 
totally different from traditional softwares. To develop 
tools/softwares that are data driven or we can say that are used 
for analysis purpose, we must define certain quality attributes 
because as we have already mentioned that these analytical 
softwares are very different and complex from traditional 
softwares [9]. 

Researchers from past have practiced many approaches to 
gather data and relevant information about the Research topic. 
Many methodologies and strategies to conduct a survey have 
also been proposed by practitioners and they have stressed the 
adaptation of various evidences related to research area [10]. 
With technological advancement and usage of social 
networking, the Data generating apps have introduced us with 
the big data and these apps generate such a huge amount of 
data that can be estimated as Terabytes, in a single day 
worldwide. Medical field also needs a quality assurance 
mechanism for their figure data as most of the clinical data 
contains medical figures, such as ex-rays. On an average a 
medium size hospital generates about 1 million figures per 
year [11].  To get some results from that data and its storage is 
not an easy task that’s why we need some special techniques 
and standards that can tackle this issue [12]. 

This research will be focusing on the data analytical 
softwares’ quality measures as we have seen changes in trend 
of softwares. This domain is still new and needs certain rules 
and standards so that quality of analytical software can be 
measured. We will be having a research survey along with a 
literature review, because research in this domain is not yet 
properly done so we will have to conduct a research survey 
too. The research survey will consists of questionnaire related 
to complexities and practices used in industries , this survey 
will be conducted from industry persons and students who 
have at least a bachelor degree in computer science because 
they are the one who will be working for those analytical 
softwares. Industry persons will also be taken interviews so 
that we can have a better knowledge about our research, since 
this is still a developing domain we will try to take surveys 
and interviews from people living outside of Pakistan. 

III. LITERATURE REVIEW 

Software Quality Assurance is a methodology that 
suggests globally accepted practices and standards to assure 
software quality. It aims to provide a quality product by 
conducting tests at different stages of Software project 
development [13]. 

Quality Assurance for data analysis needs domain 
knowledge in the distinctions of not only what can be the 

complexities, errors and efforts can be required at the time of 
collection of data, but interpretation of data can also be a huge 
challenge, because results from data can be misleading many 
times. That is why it is highly recommended that Quality 
Assurance team must be involved in the development phase 
and they should get in touch directly to the developers. These 
approaches can be followed when working on a project related 
to data Analytics: 

Make a Quality Assurance group, who will verify that the 
output data that Data Analytical system produces is valid and 
give outcomes or results that we are supposed to get. Working 
with experienced individuals is necessary when we are 
working on some analytical system, because results can be 
dangerous many times. Adding Quality Assurance persons in 
developing team can be beneficial because they will be 
finding and resolving quality related issues at earliest and this 
approach can save out time, as a result, money can be saved. It 
is a mandatory task to plan for quality assurance activities, 
Quality Assurance team must make plans for testing; test 
plans can be interpreted as test cases etc. This approach gives 
a view to Quality assurance team and with this approach we 
can see a positive movement in our project testing side [4]. 

Testing in real environment is complex and money wasting 
technique, that’s why to simulate devices is a better option and 
this technique is successful so for, but in case of data analytics 
we need real data, like in case of traffic analysis we cannot 
simulate it or visualize it, though we can but it is not a 
successful technique. Recently Automated vehicle crash has 
occurred and this minor accident has caused company so 
much loss. In result, for data analytics we need real and 
variety of data so that beneficial output can be generated [14]. 

These approaches are very necessary because in majority 
of the systems data sources are too many and data is too huge 
to check it manually. For a simple query for example how 
many bike crossed this signal at 7:00 pm yesterday? Now this 
seems very simple in first sight but when we will be running 
this query manually it will take many hours may be a day or 
two in traditional or manual systems, that’s why we need to 
migrate to especial systems and we need to concentrate on 
quality more [15]. 

Many researches have highlighted the software quality 
assurance as a recent and autonomous field and it is also 
mentioned that software quality assurance is introduced after 
hardware quality assurance and similarities between these two 
domains are also discussed. Traditional methods are not 
enough to do the necessary improvements; there need to do 
some changes [16]. 

The purpose of this project is to highlight such quality 
attributes and techniques that must be present and used when 
developing or testing analytical software. 

IV. METHODOLOGY 

This research paper is based on literature review and 
questionnaire survey; we have conducted a research survey 
from variety of practitioners, those are either industry experts 
or students who have fresh and innovative ideas related to this 
domain. Motivation behind this survey was the unavailability 
of enough literature that could support our research [17]. 
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V. SURVEY RESPONSES 

We have conducted a survey on Quality assurance for Data 
analytics. Through in this survey we have found so many 
different views. Some people think quality assurance for data 
analytics is really important while other thinks it is not 
important. Many people who have taken part in the survey are 
either employees or final year students. This summary will be 
showing the results from our survey. 

We wanted to make sure that our audience must have CS 
background or at least they have enough knowledge about 
quality assurance so we asked them about their professions. 
People, who have given their views on this survey, are mostly 
students and developers. The graph summary in Fig. 1 showed 
that almost 60% are students, 30% are developers and 
remaining 10% are Instructors, Business Analyst and SAP 
consultants.  Most students are graduates who have experience 
in this particular field. During this survey, we have analyzed 
the importance of quality assurance in every profession. 

 

Fig. 1. Profession. 

 
 Affiliations.Fig. 2.  

 
 Experience in years.Fig. 3.  

We also wanted to observe the people’s affiliation; in 
which organization they are working or in which organizations 
they have previously worked. Fig. 2 shows that most people 
are either IBA students or they work in Hudson pharma Pvt.  
People from cloudKibo, Lot, HBL, Lakson group and Sukkur 
IBA have also helped us to analyze the need of quality 
assurance for data analytics. We can observe in this figure, the 
affiliation is on horizontal line and no: of employees on 
vertical line. 

For this survey, it was very important for us to know about 
the work experience of the people who are taking part in this 
research, because mostly experienced people support quality 
assurance than fresh practitioners. In Fig. 3, we can see that 
most people have either no experience or less than three year 
experience. Graph summary shows that, only 12% are those 
who have 3 to 5 year experience and all remaining have 0 to 2 
year experience. We tried to reach out to those employees who 
have more than six year experience but unfortunately we were 
only able to get 2 or 3 responses. 

We wanted to know if people think that quality assurance 
is important for any software product. As it has already 
mentioned that most people who have taken part in this 
survey,  are either final year students or employees because 
they have better idea of quality assurance rather than students 
who are in their first, second or third year. In Fig. 4 we can 
see, 96.2% of them think that it’s really important and only 
3.8% people think quality assurance is not much important. 
The reason behind this is maybe they don’t have too much 
experience or maybe they are over confident on their code. 

 
 According to you, is quality assurance important for any software Fig. 4.

product? 
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Fig. 5. At which stage of software development, quality assurance team 

should interfere? 

We wanted to analyze, at which point quality assurance 
team should play its part. From Fig. 5, we can observe that 
everyone has its own view. 30.8% of them suggested that QA 
team should play its part before the deployment only, 15.4% 
of them suggested that they should apply tests and algorithms 
after deployment, 26.9% of them suggested that QA team 
should be there for only development phase and very few of 
them suggested that QA team should take part at every step 
and also after the deployment as well. 

 
Fig. 6. Have you ever worked in the development of data analytical 

software. 

 

 If yes, what was your role?Fig. 7.  

We are conducting survey for data analytical software 
products that is why we wanted to observe our users in detail. 
Fig. 6, shows the responses of a question in which audience 
were asked, weather they have ever worked on any data 
analytical software. The summary told us that 50% of them 
have previously worked on data analytical software and they 
also believe that Quality assurance for Data analytics is really 
important. 

From Fig. 7, we can understand that results are very 
interesting because question is answered by only those 
individuals who have ever worked for data analytical software 
and it is very important to know the views from them who 
have ever worked for an analytical software, almost 1/3 of the 
population have worked in the development of analytical 
software products and almost same number of Practitioners 
have worked in testing of those softwares, around 1/7 of the 
sample has worked in the designing phase of that software 
while a few people have worked in the requirement gathering 
phase of any analytical software ; requirement gathering can 
be included in designing phase. 

From these results we can claim that almost half of the 
topic surveyors have worked in the creation of data driven or 
data analytical software products. 

Fig. 8 gives us an overview about the opinion of people 
regarding the complexities of data driven or data analytical 
softwares. 

The purpose of this question was to understand and find 
what people think about the complexities related to data 
analytical softwares. They were asked if complexities are 
different than the traditional softwares. Majority of the people 
that is around 4/5th of the total sample has accepted that 
complexities in data analytical system are more than the 
traditional softwares. 

These results show that most of the Practitioners have 
clear understanding of data analytical softwares or at least 
they have a knowhow of these softwares. Those people who 
said the complexities aren’t different it may be because they 
do not have ever worked for analytical softwares or maybe 
they have found it easy for them. 

 
Fig. 8. In your opinion, are the complexities in data analytical softwares are 

different than the traditional softwares? 
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Fig. 9. If yes, in which phase these complexities occur? 

 
Fig. 10. Do you think there are any gaps in quality assurance of data 

analytical softwares? 

This question was asked just to understand that during 
which phase practitioner find more complexities when 
working on analytical softwares. Fig. 9 explains, around 2/5th 
of the sample have said that they have found complexities 
during designing phase and I think this is genuine response 
because designing phase is the initial phase where software 
development team should be ready for upcoming complexities 
and should plan accordingly. Moreover almost same number 
of sample have expressed that they felt complexities during 
development phase that is also a genuine thing because if we 
do not plan and get ourselves ready during designing phase, 
we will having issues during development phase and almost 
1/7th of sample feel that they face some complex situation 
during testing phase that is also understandable because 
testing of these softwares is also not an easy task, we need 
dummy data to simulate real life scenarios but many times real 
life results can be different than simulations , that means 
testing of these softwares is also a big issue. While few people 
also think that there can be complexities except these phases 
too. 

Fig. 10 shows the responses of question ―Do you think 
there are any gaps in quality Assurance of Data Analytical 
Softwares?‖ around 3/4th of the audience have said yes there 
are many gaps in the quality assurance of data analytical 
softwares, these gaps can be referred as barriers to test the 
analytical softwares, most important thing when testing these 
types of systems is data, because we have not sufficient data at 
the time of testing and in the end our software fails in real 

environment. While 1/5th of the population thinks that there 
isn’t any gap in the quality Assurance of these Analytical 
softwares it may be because they haven’t tried this task with 
their own hand or may be because they have find it easy or it 
is also a fact that they have find it interesting because many 
people find these analytical softwares very interesting. In 
addition to this 1/7th people have chosen others option it may 
be because they haven’t ever worked for these kind of 
softwares or maybe they have some different views about this. 

Fig. 11 shows the summary of the responses, in which 
people were asked about the availability of the solutions 
related to these complexities, around 3/4th of the total 
population have positive opinion that there are many solutions 
to tackle these complexities. Although there are also few that 
was around 1/7th of population who do not know what to 
comment on this, that’s may be because they haven’t worked 
on any related software. Around 1/9th of population said no 
there is not any solution available that can tackle these 
complexities, that’s may be because they have worked on 
more complex softwares. 

Fig. 12 shows the summary of the responses of a question, 
in which we asked our audience, if they allow us to contact for 
further details, around 3/5th of population is ready to tell us 
more about their experience related to this survey subject, few 
people said no, they do not want to be contacted and while 
1/5th of the sample also chose other option that can be 
interpreted as they have some conditions before contacting 
them. 

 
Fig. 11. Are there any solutions available to these complexities? 

 
 For further information if we want to contact you personally, are you Fig. 12.

willing to help us in this regard? 
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 Can we use your email address for contact purpose.Fig. 13.  

We also asked them if we can contact them on the same 
email address that they have provided in the beginning of 
survey form, Fig. 13 shows that most of them that was around 
2/3rd of the population said Yes they can be followed on same 
email address, while 1/3rd of the sample doesn’t want to be 
contacted on same email address that may be because they do 
not want to be contacted anymore. 

This Survey gives us the idea what practitioners and 
concerned people think and has experienced while working on 
the data analytical softwares, all these responses will be 
helpful in our research and we appreciate each person who 
helped us achieve our goal. 

VI. CONCLUSION 

Quality Assurance for a software product is an essential 
part of development cycle and when it comes to Data 
Analytical Software, responsibility of Quality Assurance team 
increases due to the complexities because of such a huge 
amount of data and its variety. We have also conducted a 
survey to know about the views of practitioners those have 
worked/working in this domain. Majority of them have 
accepted that development of an Analytical software is more 
complex than a traditional software, and it was also answered 
that majority of them suffered issues during development of 
these software products while there are also few who suffered 
during testing phase. Our research concludes that there is a 
strict need of Quality Assurance team to interfere and suggest 
some solutions that can bridge that gap of quality 
requirements. Surveyors have also a positive feeling that these 
gaps can be filled by some new techniques and by applying 
those techniques, Quality Requirements for Data Analytical 
software can be fulfilled. 
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ANNEXURE-A 

Questionnaire: 

Email address:  
 

 

 

Profession:  

Ex: Developer, Student   

Affiliation:  
Ex: IBA, Arpatech etc 

 
 

Question: Experience in Years? 

 0-2 years 

 3-5 years 

 6-10 years 

 10-20 years 

 More than 20 years  

Question: According to you, Is quality Assurance important for any 
software Product? 

 yes 

 No  

Question: At which stage of software development, quality assurance 
team should interfere? 

. . . . . 

. . . . . 

. . . . . 
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 Designing phase  

 Development phase 

 Pre-deployment 

 post deployment  

 Other. . . . 

Question: Have you ever worked in the development of Data analytical 
Software? 

 Yes 

 No 

Question: If yes, what was your role? 

 Developing  

 Designing  

 Testing 

 Others . . . . . . 

Question: In your opinion, are the complexities In Data Analytical 
softwares are different than the traditional softwares? 

 Yes 

 No 

Question: If yes, in which phase these complexities occur? 

 Designing Phase 

 Developing Phase 

 Testing Phase 

 Others . . . . 

Question: Do you think there are gaps in Quality Assurance of Data 
Analytical Softwares? 

 Yes  

 No 

 Others . . . . . 

Question: Are there any solutions available to these complexities? 

 Yes 

 No 

 Others. . . . 

Question: For further information if we want to contact you personally, 
are you willing to help us in this regard? 

 Yes 

 No 

Question: For further information if we want to contact you personally, 
are you willing to help us more in this regard? 

 Yes 

 No. 

Question: Any suggestions or feedback? 

Ans: 
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Abstract—Communication can guarantee the coordinated 

behavior in the multi-agent systems. However, in many real-

world problems, communication may not be available at every 

time because of limited bandwidth, noisy environment or 

communication cost. In this paper, we introduce an algorithm to 

develop a communication strategy for cooperative multi-agent 

systems in which the communication is limited. This method 

employs a fuzzy model to estimate the benefit of communication 

for each possible situation. This specifies minimal communication 

that is necessary for successful joint behavior. An incremental 

method is also presented to create and tune our fuzzy model that 

reduces the high computational complexity of the multi-agent 

systems. We use several standard benchmark problems to assess 

the performance of our proposed method. Experimental results 

show that the generated communication strategy can improve the 

performance as well as full-communication strategy, while the 

agents utilize little communication. 

Keywords—Multi-agent systems; decentralized partially 

observable Markov decision process; communication; planning 

under uncertainty; fuzzy inference systems 

I. INTRODUCTION 

One of the main goals of artificial intelligence is designing 
autonomous agents interacting in a domain. A Multi-Agent 
System (MAS) includes multiple autonomous agents operating 
in an uncertain environment in order to maximize their utility. 
In MAS, each agent independently perceives its local 
environment and influence the environment by executing its 
actions. Many artificial intelligence problems can take 
advantage of MAS design such as multiple mobile robots, 
sensor networks, disaster response teams, smart city and video 
games. 

There are two types of problems in MASs, self-interested 
and cooperative settings [1]. In self-interested scenario the 
agents can have different and even conflicting goals. In 
cooperative setting, which we focus on it in this work, the 
agents cooperate to reach a shared target. In this case, each 
agent individually makes a decision based on its local 
observation, but the maximum reward will be achieved when 
the individual decisions are coordinated. Communication is an 
important factor to preserve coordinated behavior. However, 
communication is not always available, especially when the 
agents have limit on battery usage or the communication 
channel is noisy or limited. Therefore, one of the main 
challenges in MASs is to maintain coordination over a long 
period of time with minimal communication. 

Various mathematical models have been used to 
characterize decision-making problems. In a stochastic fully 
observable environment, Markov Decision Process (MDP) 
provides a powerful modeling tool. Partially Observable 
Markov Decision Process (POMDP) is employed in problems 
with limited sensing capabilities. Decentralized Partially 
Observable Markov Decision Process (Dec-POMDP) is a 
powerful framework for collaborative multi-agent planning in 
an uncertain environment [2]. In this paper, we use Dec-
POMDP to model cooperative MAS problems. 

The strategies of multi-agent problems are categorized in 
two categories, finite-horizon and infinite-horizon Dec-
POMDPs. Finite-horizon policies are usually represented by a 
decision tree and numerous techniques have been proposed to 
obtain or approximate the optimal policies [3]-[5]. Moreover, a 
number of methods have been developed to generate 
decentralized policies with minimal communication usage [1], 
[6]. On the other side, finite state controllers (FSCs) is a major 
model to represent infinite-horizon Dec-POMDP policy. 
Several optimization techniques have been used to approximate 
the parameters of FSCs, for example, Linear programming [7], 
nonlinear programming [8] and expectation-maximization [9], 
[10]. However, identifying best situations for communication 
has not been considered by existing methods. This paper 
focuses on solving this issue. 

One of the powerful function approximators are fuzzy 
systems that can approximate any non-linear system to an 
arbitrary accuracy. A fuzzy system is capable of handling high 
level of uncertainty by a compact fuzzy rule-base. Therefore, 
presenting fuzzy model is desirable to solve a MAS in previous 
studies [11]. In [12] an incremental fuzzy controller has been 
introduced to find a solution of large MASs. 

Our aim in this paper is to present an algorithm to identify 
best situations for making communication in MASs modelled 
by infinite-horizon Dec-POMDP. This method develops a 
strategy that helps the agents to maintain coordination with 
minimal communication. This communication policy is 
developed centralized in a training phase, where the 
communication is not restricted. The agents use this policy 
decentralized in a test environment that the communication 
channel is limited. This paper presents an incremental method 
to estimate the benefits of communication in every possible 
situation that the agents can have. Based on this estimation, the 
agents can decide when the communication has the most 
impact on the improvement of the final performance. The 
results show that the performance of the presented 
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communication strategy is almost the same as the full 
communication. 

The organization of the rest of paper is as follows. 
Section 2 formally defines the infinite-horizon Dec-POMDP 
and gives an overview of the Dec-POMDP solution methods. 
Section 3 presents the details of the proposed method. In 
Section 4 we evaluate the proposed communication strategy on 
several well-known Dec-POMDP problems. Finally, the 
conclusions are given in Section 5. 

II. BACKGROUND AND RELATED WORKS 

In this paper, we consider a group of agents cooperate with 
each other in an uncertain environment over infinite time steps. 

At each time step t, the agents take joint action 
ta


 (action 

t
ia  

for i-th agent) that causes the state of the environment to 
change from s

t
 to s

t+1
. After that, each agent perceives its 

observation and receives a global reward from the 
environment. This cycle repeats over infinite steps. This type 
of MAS problems is properly modelled by infinite-horizon 
Dec-POMDP [12]. Fig. 1 displays the interaction of the agents 
and the environment. 

 
Fig. 1. Dec-POMDP Setup. 

A. Infinite-Horizon Dec-POMDP 

In infinite-horizon Dec-POMDP, a group of agents are 
considered that operate in an uncertain environment over 
infinite steps. Infinite-horizon Dec-POMDP is a tuple 

,,,,},{},{,, 0bROPASI ii   where I is a finite set of agents 

and S is a finite set of states. Each state determines the specific 

situation of the environment. The number of agents is
IN and 

SN is the number of states. Ai and i specify the finite set of 

actions and observations available for agent i. 

INaaa ,...,1  denotes a joint action ( iIi AA 


) and 

INooo ,...,1


 denotes a joint observation ( iIi  


). If 

the agents take joint action 
ta


in time step t, the state of the 

environment is transitioned from s
t
 to s

t+1
 with probability 

),|( 1 ttt assP


. The probability of the joint observation 
1to


 

in state s
t+1

 after the agents perform joint action 
ta


 is 

),|( 11 ttt asoO
 

. At the end of each time step, the 

environment gives the agents the global reward ),( asR


 for 

taking the joint action a


in the state s. The initial state 

distribution is
0b . The belief vector  t

Ni
t
i

t
i

S
bbb

,1,   

determines the belief of i-th agent about the state of the 

environment in time step t. In fact, 
t
ib is a probability 

distribution over S such that 
t
nib ,  specifies the belief of i-th 

agent that the state of the environment is sn. The belief space is 
an Ns-dimensional space defined by the belief vector. 

For infinite-horizon Dec-POMDP problems with the initial 

state distribution
0b , the solution is a joint policy  that 

maximizes the expected infinite-horizon discounted reward














0

0

),( basRE
t

ttt 
 , where a discount factor  (0≤ < 1) 

limits the summation of rewards in the infinite-horizon. 

Finding the optimal solution for the infinite-horizon Dec-
POMDP may not be practical, because of unbounded number 
of steps [13]. Previous researches have tried to find a sub-
optimal solution by using a bounded policy representation. The 
most common policy representation is finite state controllers 
(FSCs). Several approaches have presented to estimate the 
parameters of FSCs such as linear programming [7], nonlinear 
programming [8] and expectation-maximization [9], [10]. 
Value function is another approach to represent the policy in 
infinite-horizon Dec-POMDP problems [14]. In our previous 
work [12] we have introduced an incremental method to learn a 
fuzzy model as a value function. It generates a compact fuzzy 
rule-base as a solution that offers scalability for large MAS 
problems. 

As stated before, obtaining minimal communication to 
coordinate the behavior of the agents is one of the main 
challenges in cooperative MAS problems. Therefore, several 
methods have been introduced to determine the communication 
strategy. Most of these algorithms work for finite-horizon Dec-
POMDP cases [15], [6]. F. Wu et al. [1] introduced an online 
planning approach to reduce the computational complexity. To 
cope with limited bandwidth, the agents communicate only 
when history inconsistency is detected. The presented method 
in [16] calculates divergence between the agents’ belief to 
evaluate communication. Since this method has considered an 
imprecise assumption for calculating belief divergence, it 
cannot accurately estimate the value of communication. 

B. Incremental Learning 

An incremental learning is a method that creates a model 
by recursively extracting required information from sequence 
of incoming data. This learning method is able to start learning 
―from scratch‖. Its parameters and structure are tuned 
incrementally according to current information without 
memorizing previous observation. Thus, the model can be 
created using low computational complexity and limited 
memory size. Evolving fuzzy [17] and neuro-fuzzy [18] 
systems are the most popular approaches for incremental 
learning. Shahparast et al. in [19] proposed two fast methods 
for adapting certainty factors of fuzzy rules, based on the 
reinforcement learning and reward and punishment. In [20] a 
simple and fast method is proposed that uses gradient decent to 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

169 | P a g e  

www.ijacsa.thesai.org 

tune the structure and parameters of a fuzzy classifier. D. 
Kangin et al. in [21] and [22] have introduced a group of 
incremental methods called TEDA that can be used for 
clustering, regression and classification. Incremental methods 
are also employed to find a policy for infinite-horizon Dec-
POMDP. An incremental reinforcement learning algorithm is 
presented in [12] to create a compact fuzzy model as a solution 
of large MASs. 

III. OUR PROPOSED METHOD 

In this paper, we introduce a method to find a 
communication strategy for cooperative MAS problems in 
which the communication is expensive or limited. This method 
estimates the benefit of communication by computing the 
effect of communication on increasing accumulated reward for 
each situation. This can be used to obtain minimal 
communication that is necessary for successful joint behavior. 

In this paper, we extend our previous method presented in 
[12]. In that method, each agent makes use of an individual 
fuzzy rule-base to interact with the environment. These rule-
bases that map the belief space to the value of the actions, are 
created and tuned by an incremental reinforcement learning 
algorithm regarding experiences of the agents. 

In this paper, two phases are considered, learning and 
execution phase. In the learning phase, communication 
between the agents is not limited and the algorithm freely 
shares the information of the agents to tune the communication 
strategy. However, there is limited bandwidth in the execution 
phase and the agents use the learned strategy to identify the 
situations where the communication can be beneficial to 
improve the performance. 

A. Learning Phase 

In this phase, the agents interact with the environment and 
in addition to tuning their behavior according to the response of 
the environment, the communication strategy is adjusted. To 
do this, each agent has an individual decision making system to 
select the best action in every time step and there is a shared 
communication rule-base, that is used to learn the benefit of 
communication for each situation. 

The benefit of communication,
t
cQ , is computed by 

comparing the outcomes of two different agent-environment 
interactions in the particular state of the environment. Since the 
state of the environment is not available in Dec-POMDPs, we 
approximate it with the belief vectors of the agents. In each 
time step, once, the agents select the action without using 
communication and once again, the actions are selected after 
sharing information. The difference between the value of these 
two selected actions (i.e. immediate reward plus the expected 
accumulation of future rewards) determines the benefit of 
communication. Therefore, there is a tuple for each time step 
that contains two parts: particular situation of the environment, 

which specified by belief vector and 
t
cQ , the benefit of 

communication for this situation. We call this tuple an 
experience. Fig. 2 illustrates the process of producing an 
experience in time step t. 

Since the agents interact with the environment many times 
and an experience is achieved for each time step, there is a 
sequence of experiences (one element for each time step). The 
communication rule-base is created and tuned using this 
sequence. The sequence of experiences theoretically is infinite 
in infinite-horizon Dec-POMDP problems. Therefore, we have 
introduced an incremental algorithm to develop 
communication strategy. We describe the process of producing 
an experience and updating mechanism according to an 
experience in following two sub-sections. 

1) Producing an experience: At each time step t, first, the 

agents interact with the environment, using only local 

information. Each agent updates its previous belief vector 1t
ib  

to local belief vector t
ib  that is computed based on its 

previous action 1t

ia and local observation t

io . 
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Fig. 2. The process of producing an Experience in time Step t. 
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Where, 
t
io


 and 

1

t

ia


 are the joint observation and the 

joint action of all agents except agent i respectively. Also, iO

and iA  are all possible joint observations and all possible 

joint actions for the other agents,  
t
i

t
i

t ooo


,  and 

 


 111 , t
i

t
i

t aaa


. 

Then, according to 
t
ib  , the agent selects the best action. 

As stated before, we used our previuos work presented in [12] 
to determine the behavior of the agents. In this method, each 
agent has individual fuzzy rule-base to estimate the value of the 
actions according to its belief vector.  In fact, fuzzy rule-base 

of i-th agent determines ),( m

t

ii abQ , the expected value of 

action m. At each time step, the agents estimate the value of 
their actions and perform the action having maximum value. 

),(maxarg m
t
ii

a

t abQa

m
i


  



After obtaining
t

i
a , the same process is done to determine 

the appropriate joint action if the agents share their local 

information. To do this, the algorithm considers 
commtb ,

 as 

global belief vector and update it by using joint action 1ta


 

and joint observation to


. 
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Using global belief vector
commtb ,

, each agent selects the 

best action 
commt

ia ,
: 

),(maxarg ,,
m

commt
i

a

commt
i abQa

m

  

Therefore, there are two joint actions in each time step for 
interacting with the environment; if the agents communicate to 

each other,
commta ,

 is selected and if they make decision based 

on the local information, 
ta


 is selected. The difference 

between the outputs of these two joint actions, determines the 
value of the communication in time step t.  

Assume 
comm
tr  and 

commto ,1
are global reward and joint 

observation if the agents take joint action 
commta ,

; and if the 

agents perform joint action
ta


, they receive tr  and 

1to


 from 

the environment. The difference between the outputs of these 
two joint actions is calculated as follow: 

   )()( 1,1   t
t

commt
i

comm
t

t
c ibVrbVrQ   

Where 1t
ib  is updated for each agent using 

t
ia

, 
1t

io
 and 

(1), and also 
commt

ib ,1

 is updated using 
commt

ia ,

, 
commt

io ,1

and 

same equation. 
)( ,1 t

ibV
 (i.e. 

)()( ,11 commt
i

t
i bVorbV 

) is the 

estimated value of the incoming situation. In fact, )( ,1 t
ibV  

estimates accumulated reward that will be achieved in the 

future steps. 
)( ,1 t

ibV
 is easily obtained by one-step look-

ahead: 

),(max)( ,1,1 abQbV t
ii

Aa

t
i

i

 



  

In this manner, whenever each agent has the same belief 

vector as
t

ib , the benefit of the communication is t
cQ  (i.e. 

communication can increase the accumulated reward by t
cQ ). 

Our proposed algorithm uses this tuple  t
c

t
i Qb ,  as an experience 

to tune the communication rule-base. 

2) Updating mechanism: In the learning phase, the agents 

interact with the environment many times and an experience is 

achieved for each time step. Hence, there is a sequence of 

experiences that our algorithm uses to create and tune the 

communication rule-base. The proposed method combines the 

information of experiences by clustering the similar 

experiences, in which center of each cluster identifies a 

communication rule. Since the number of experiences in the 

learning phase is huge, we introduce an incremental approach 

to cluster the experiences. In the following, we present the 

incremental process of tuning the communication strategy 

according to an experience: 

Each rule specifies the benefit of communication for a 
region of belief space. The j-th rule in communication rule-

base, 
comm

jR  , have a following form: 

comm
j

comm
j

t
i

comm
j QQthenBlikeisbifR :  

Where  comm
Nj

comm
j

comm
j

S
BBB

,1,   is a reference belief 

vector [12] of rule j that specifies the center of the region and 

Q  represents the expected benefit of communication for this 

region. 

Assume the i-th agent has an experience  t
c

t
i Qb ,  in the time 

step t. The algorithm identifies the most similar reference belief 

vector to
t
ib . To do this, the similarity of 

t
ib  to the reference 

belief vector of all existing rules in the communication rule-
base is computed as follows: 
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Where ),( comm
j

t
i BbCosSim  is the cosine similarity of these 

two vectors. 

If maximum similarity of t
ib  to the existing rules is less 

than thershold minSim , i.e. t
ib considerably different with all 

reference belief vectors, so we consider  t
c

t
i Qb ,   as a new 

experience. In this case, the proposed method adds a new rule 

to the communication rule-base, according to  t
c

t
i Qb , . The 

reference belief vector of the new rule is set to t
ib  (

t
i

comm
newRule bB  ) and the consequent part of the new rule is set 

to t
cQ ( t

cnewRule QQ  ). It is noteworthy that if there is no rule 

in the communication rule-base, the same procedure is done to 
add the first rule. 

Otherwise, if there is a similar reference belief vector to t
ib , 

the nearest rule to t
ib  is determined: 

 ),(maxarg comm
j

t
i

j

BbCosSimw   

Where, w is the index of the most similar rule. Each rule is 

identified by averaging all similar experiences that agents have 
during the learning phase. Since the number of these 
experiences is huge, we use recursive formula to calculate the 

mean of group of similar experiences. For adjusting
comm
wR  

according to the experience  t
c

t
i Qb , , the antecedent of 

comm
wR is 

updated regarding 
t
ib  by following recursive equation [21]: 

k

bBk
B

t
i

comm
oldwcomm

neww




)(
)(

)1(
  

Where
comm

oldwB )( and
comm

newwB )(  are the reference belief vectors 

of 
comm
wR , before and after updating, respectively. Similarly, 

the consequent of  
comm
wR  is updated as follow: 

k

QQk
Q

t
c

comm
oldwcomm

neww




)(
)(

)1(
  

B. Execution Phase 

The generated strategy is performed in the execution phase 
in which communication is limited. In this phase, the agents 

estimate the benefit of communication and if it is recognized 
beneficial, the agents share their local information. 

In each time step, the agents compute the benefit of 
communication according to its belief vector as follow: 

Assume the belief vector of i-th agent in time step t is t
ib . 

Firing strength of all rules in communication rule-base are 
calculated using: 





S

ni
comm

nj

N

n

t

B

t
j b

1

)(
,,

   

Where
t
j  is the firing strength of the rule j. These firing 

strengths are then used to calculate the benefit of 
communication: 










r

r

N

j

t
j

N

j

comm
j

t
j

t
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Q
bQ

1

1
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Where Nr is the number of rules in the communication rule-

base and )( t
icomm bQ  denotes the benefit of communication 

from the perspective of i-th agent. This agent propagates 
communication request if the estimated benefit is more than 

predefined threshold commC : 

comm
t
icomm CbQ )(   

The values of commC depends on the characteristics of each 

problem. In the real-world problems, this parameter can be set 
according to the percentage of access to the communication. 
Also, in an application with the communication cost, this 
parameter can be used to balance the communication costs with 
the coordination benefits. 

If communication is available, each agent propagates its 
sequence of action-observation from previous communication, 
up to the current time step. By sharing this information, the 
belief vectors of all agents are equivalent and thus the 
coordinated behaviours are guaranteed. In the absence of 
communication, the agent postpones its request until the 
communication is allowed. By using this strategy, the 
behaviours of the agents maintain coordinated with little 
communication. 

IV. EXPERIMENTAL RESULTS 

We evaluated our proposed algorithm on several 
benchmark problems that have been widely used to rate multi-
agent planning methods. These problems are Broadcast 
Channel [3], Meeting in a Grid 3×3 [4], Cooperative Box 
Pushing [5] and Stochastic Mars Rover [23]. We reported the 
accumulated discounted reward (Reward), percentage of 
communication (Comm. (%)) and the number of generated 

rules with different values of commC . In the real-world 

problems, commC can be set regarding the amount of access to 

the communication. Lower value of commC  increases the 
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communication usage. In an application with the 

communication cost, commC can be used to balance 

communication costs with coordination benefits. The discount 
factor is set to 0.9 and the results are averages over 50 runs. 

To the best of our knowledge, this is the first attempt to 
find the communication behaviour in infinite-horizon Dec-
POMDP problems. Therefore, we compare the performance of 
our communication strategy to the full-communication (Full-
Comm.) strategy as an upper bound and the no-communication 
(No-Comm.) strategy as a lower bound. Since in real-world 
MAS problems the communication is limited, the main 
purpose of the experiments is to test whether our proposed 
communication behaviour can help the agents to approach the 
performance of full-communication, while using little 
communication. 

A. Broadcast Channel Problem 

In the Broadcast Channel problem two agents are 
connected in a network. In each time step, only one of them 
can use the connection and sends its message. To avoid 
collision, each agent has to decide whether send a message or 
not. This problem has 4 states, 2 actions and 5 observations. 
The results in Table I show that Broadcast Channel problem is 
very simple such that the agents can easily cooperate. 
Therefore, the performance of the various percentage of 
communication is almost the same and different values of 

commC
 
have no effect on the performance. 

TABLE I.  BROADCAST CHANNEL RESULTS 

Broadcast 
channel 

Ccomm Reward Comm. (%) 
No. of 
rules 

|S|=4 No-Comm. 9.1 0 - 

|Ai|=2 0.5 9.11 0.0 2 

|Oi|=5 0.1 9.18 83.16 1.16 

 Full-Comm. 9.2 100 - 

B. Meeting in a Grid Problem 

In Meeting in a Grid problem, there are two agents on a 
3×3 grid. They can move up, down, left or right, or stay on 
previous square. Each agent can sense whether there are walls 
around by noisy sensors with a 0.9 chance to perceiving the 
right observation. The goal of the agents is to spend as much 
time as possible on the same square. This problem has 81 
states, 7 observations, 5 actions. The results in Table II show 
that low percentage of communication cannot significantly 
improve accumulated reward, however the performance of full-
communication strategy can be achieved by making 
communication in almost half of time steps. Since the agents in 
Meeting in a Grid problem need the future planning 
information to cooperate, and in our method, the action-
observation sequence is transferred, the proposed 
communication strategy cannot maintain the agents 
coordinated for a long time. 

TABLE II.  MEETING IN A 3×3 GRID RESULTS 

Meeting in a 
3×3 Grid 

Ccomm Reward Comm. (%) 
No. of 
rules 

|S|=81 No-Comm. 4.19 0 - 

|Ai|=5 0.7 4.22 14.13 27.62 

|Oi|=7 0.5 5.71 57.99 27.94 

 Full-Comm. 5.82 100 - 

C. Cooperative Box Pushing Problem 

In Cooperative Box Pushing problem, there are three boxes 
(two small and one large) on a 3×4 grid and two agents that can 
move the boxes. Each agent can push a small box alone. 
However, for moving the larger box, the agents need to 
cooperate. Whenever one of the boxes reaches into a goal area, 
a trial ends. If it is one of the small boxes, the agents gain a 
reward of +10, and if the large box move into the goal area, 
they get a reward of +100. However, if a box smashes into a 
wall or the large box is pushed by one agent, a penalty of -5 is 
received. The Box Pushing problem has 4 actions, 5 
observations, 4 goal states and 96 non-goal states (100 states in 
total). According to the definition of this problem, 
communication has a significant impact on the performance. 
The reported results in Table III show the proposed 
communication strategy did significantly improve the 
performance with low percentage of communication. While the 
achieved accumulated reward with no communication is 
177.11, this value can be increased to 218.97 by 
communicating in only 6.13% of time steps. Also, the 
accumulated reward has reached 225.19 by communicating in 
one third of time steps whereas it is 232.25 for the full-
communication case. 

Fig. 3 demonstrates the effect of different values of 

parameter commC  on the percentage of communication and the 

accumulated reward in solving Cooperative box pushing 
problem. In order to better illustration of the performance of 
our method, the values of the accumulated reward are shown 
between the achieved reward of the No-Comm. strategy as a 
lower bound and the Full-Comm. strategy as an upper bound. 
As stated before, the percentage of communication and 

accumulated reward are increased by decreasing commC . 

Moreover, regarding these figures it is obvious that the 
accumulated reward is significantly increased with a small 
increase in percentage of communication. 

TABLE III.  COOPERATIVE BOX PUSHING RESULTS 

Cooperative 
box pushing 

Ccomm Reward Comm. (%) 
No. of 
rules 

|S|=100 No-Comm. 177.11 0 - 

|Ai|=4 30 198.63 1.82 26.34 

|Oi|=5 20 218.97 6.13 26.34 

 10 225.19 33.86 26.56 

 Full-Comm. 232.25 100 - 
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(a) 

 
(b) 

Fig. 3. The Effect of commC  on (a) the Percentage of Communication and 

(b) the Accumulated Reward in Cooperative Box Pushing Problem. 

D. Mars Rover Problem 

We evaluate the performance of our proposed method with 
a larger problem, Mars Rover problem. In This problem, there 
are two rovers experimenting at a 2×2 grid by independently 
drilling or sampling at each site or moving around. Two of the 
sites just need one agent to sample, while in the other sites, 
both agents must drill at the same time in order to get the 
maximum reward. The agents get a large penalty, if a site is 
drilled while it only needs to be sampled. When at least one 
experiment is performed at each site, the problem is reset. This 
problem has 256 states, 6 actions and 8 observations. As can be 
seen from Table IV, proposed communication strategy did very 
well for Mars Rover problem as a large MAS problem. The 
method achieves almost the same performance as the case of 
full-communication by making communication in less than one 
fifth of time steps (17.51%). 

We have also demonstrated the results of accumulated 
rewards and the percentage of communication with different 

values of commC  in solving Mars rover problem in Fig. 4. 

Fig. 4(a) illustrates the effect of commC on the percentage of 

communication and Fig. 4(b) shows the effect of this parameter 
on the accumulated reward. Again, in Fig. 4(b), the values of 
accumulated reward are shown between the reward of the No-
Comm. strategy and the Full-Comm. strategy as the lower and 
upper bound, respectively. Fig. 4 clearly shows that with a 
small increase in percentage of communication, the 
accumulated reward is significantly increased. 

TABLE IV.  MARS ROVER RESULTS 

Mars 
Rover 

Ccomm Reward Comm. (%) No. of rules 

|S|=256 No-Comm. 23.55 0 - 

|Ai|=6 3 23.5 0.7 8.06 

|Oi|=8 2 26.05 12.19 8.02 
 1 27.09 17.51 8.24 
 Full-Comm. 28.77 100 - 

 
(a) 

 
(b) 

Fig. 4. The Effect of commC  on (a) the Percentage of Communication and 

(b) the Accumulated Reward in Mars Rover Problem. 
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To summarize, our proposed algorithm to develop the 
communication strategy, performed very well in all the 
benchmark problems. Using this strategy can heavily reduce 
the amount of communication necessary for successful 
coordinated behaviour. 

V. CONCLUSION 

We introduced an algorithm to develop a communication 
strategy for cooperative multi-agent systems in which the 
communication is limited. This strategy identifies best 
situations for making communication in MASs modelled by 
infinite-horizon Dec-POMDP. This communication policy is 
developed centralized in a training phase, which the 
communication is not restricted. The agents use this policy 
decentralized in a test environment that the communication 
channel is limited. Our method generates a fuzzy model to 
approximate the benefit of communication for each situation. 
The agents can use this fuzzy model to obtain minimal 
communication that is necessary for coordinated behavior. We 
also introduced an incremental method to create and tune this 
fuzzy model. Our incremental method has reduced the high 
computational complexity of the multi-agent systems by 
constructing a compact fuzzy rule-base. We used several 
standard benchmark problems to evaluate the performance of 
our proposed method. Experimental results show that this 
communication strategy can help the agents to achieve almost 
the same performance as the full-communication strategy by 
using little communication. Therefore, in the real-world MAS 
problems that the communication is usually limited, our 
proposed algorithm can heavily reduce the amount of 
communication necessary for successful coordinated 
behaviour. 

Many AI domains can take advantage of MAS design such 
as multiple mobile robots and disaster response teams. 
Developing a group of intelligent players or agents in video 
games is another interesting field in AI research. In our future 
work, we intend to customize our incremental model to create 
human-like players for real-time strategy games who can act 
and react intelligently against virtual environment and even 
real players. 
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Abstract—The exponential growth of technology has 

contributed to the positive revolution of distance learning. E-

learning is becoming increasingly used in the transfer of 

knowledge where instructors can model and script their courses 

in several formats such as files, videos and quizzes. In order to 

complete their courses, practical activities are very important. 

Several instructors have joined Multi-User Virtual World 

(MUVW) communities such as SecondeLife, as they offer a 

degree of interrelated realism and interaction between users. The 

modeling and scenarization of practical activities in the MUVWs 

remains a very difficult task considering the technologies used by 

these MUVWs and the necessary prerequisites. In this paper, we 

propose a framework for the OpenSimulator MUVWs that can 

simplify the scenarization of practical activities using the 

OpenSpace3D software and without requiring designers to have 

expertise in programming or coding. 

Keywords—E-Learning; multi-user virtual world; practical 

activities; OpenSimulator; virtual reality; virtual laboratories 

I. INTRODUCTION 

In the current circumstances, the use of Information and 
Communication Technologies (ICT) in both „distance‟ and face 
to face training and particularly in the form of virtual learning 
environment such as learning management systems (LMS), has 
become a necessity for universities, high schools and even 
training companies, consequently they tend to virtualize their 
education and training system [1], this is due to all the features 
offered by these virtual environments including document 
sharing, collaboration, discussion, and communication between 
learners and their teachers [2]. 

It should be noted that providing a quality educational 
experience for all courses type is not easy, some of them like 
engineering courses require practical activities (PA) and 
therefore the laboratory concept is very important in the 
learning process [3][4]. 

In fact, PAs enable learners to develop useful skills for their 
professional career, to learn how to handle and use things 
accurately, to discover new things, and even to test the veracity 
of an idea. For teachers, practical activities are the best way to 
build knowledge, to understand facts and scientific theories and 
to stimulate learner‟s motivation. This can be done by 
performing concrete experiences, developing psychomotor 

skills and/or illustrating scientific approaches to solve 
problems. 

A huge quantity of solutions has been attempted in order to 
propose approaches for teachers to integrate PAs in distance 
learning. The first was the remote-control laboratory 
[5][6][7][8], then the use of videos and finally virtual 
laboratories [9]. However, the latest proposal is very 
superficial, and very limited. 

At this level, several challenges arise following the 
providing of PAs remotely and which come in two main issues: 
the first is to have a scalable and open environment for tutors to 
design, model practical activities and set it accessible to 
learners. The second challenge is to have a collaboration and 
communication environment, with a great degree of realism 
and to give the students the opportunity to take their practical 
activities by immersing them as much as possible in a learning 
situation. These requirements have pushed researchers in 
education domain to orient themselves towards the 3D 
environments as multi-user virtual worlds (MUVW) like 
Second Life, OpenSimulator and others, in order to measure 
their efficiencies and their capacities to meet the needs of 
teachers and learners [10][11][12][13][14]. Therefore, a set of 
3D simulation solutions in MUVE have emerged like in 
[15][16]. Even if this approach offers very immersive 
environments with a high degree of realism, its implementation 
remains difficult to achieve. As a teacher, this difficulty occurs 
on four levels, namely to model, animate, interact and share 
with learners a 3D scene containing objects. 

This paper presents a solution for developing practical 
activities based on OpenSimulator MUVWs, specifically using 
the open source software OpenSpace 3D [17]. The purpose is 
to create virtual reality applications by using a simple graphical 
interface and minimizing the code as much as possible. The 
proposed solution is a bridge between the 3D scenes created 
with openSpace 3D and the worlds of OpenSimulator [18] 
which aims to make the creation of virtual practical activities 
easier for teachers. 

This paper is divided into several sections and is organized 
as follows: Section II presents the various works that have been 
done to ensure PAs in e-learning and illustrates a comparative 
study of the different proposed approaches. In Section III, we 
present the architecture of the proposed framework as well as it 
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sub-modules, and particularly the transformation module which 
is fully described in Section IV. Section V presents a case 
study to test the proposed framework and thus it shows the 
results obtained before a discussion and a conclusion section 
(Section VI). 

II. LITERATURE REVIEW AND MOTIVATION 

Distance education has seen a great evolution as Mari Lahti 
and her colleagues show in [19]. This development is due to 
the true potential of the e-learning concept. In fact, distance 
learning is a very useful training tool for researchers who have 
problems related to their geographic location or adult learners 
who have work commitments, family constraints or other 
obstacles [19]. Contrariwise, we may be confronted with topics 
that require PAs, especially the courses that refer to the fields 
of engineering and science [20]. Moreover, experiments can 
emphasize prominent information or remove confusing details 
[20]. 

Several approaches have come to solve the problem of 
remote practical activities. In this section, we present these 
solutions and we try to show and discuss their weaknesses. 

A. Remote Control Laboratory (RCL) 

The principle is to enable different learners to remotely 
control real equipment using a software interface as in 
[21][22][23][24]. During the experiment, the results obtained 
are retrieved and stored in a database, or displayed on the 
interface that the learner uses to communicate with the remote 
laboratory. 

Fig. 1 illustrates a basic model of RCL based approaches. 
In remote labs, students manipulate physical apparatus and get 
real data from physical experiments [20]. This solution is very 
limited for several reasons: 

 The investment to ensure the purchase and the 
maintenance of the real hardware is always a problem 
in such cases. On the other hand, if a device fails during 
testing, the student is obliged to contact the person 
responsible for maintenance. The presence of a 
technician is mandatory, and the resumption of the 
workshop can take hours. 

 If this solution offers us the ability to control robots or 
remote machines, it cannot ensure practical workshops 

(for example, in chemistry). It can only be used in 
teaching simple engineering experiments. 

 The most prevalent downside is the large number of 
experiments in relation to practical activities that can 
run simultaneously. The major problem in education, 
especially at the university, is the massive number of 
enrolled students, and therefore the number of required 
workshops and investment they need. 

 This can cause feelings of isolation for the student and 
hence reduces his/her motivation [21]. 

B. The use of Videos 

To best fit the needs of this problematic and the different 
limits of the solution for remote control of the real hardware, 
another proposal has emerged. The idea is to record one 
version of the practical activity and share it with the learner 
when it reaches the stage of practice in his learning course [25]. 

This solution solves, actually, a few of the previous limits, 
but it puts the learner in a passive learning state, due to the lack 
of interactivity, and especially for learners who need to be 
immersed in the learning experience in order to understand the 
different notions. 

C. Virtual Laboratories and Simulators 

Currently, either for „distance‟ or „face-to-face‟ education, 
the use of virtual laboratories (VL) experienced a great growth 
in various disciplines, namely the modeling and simulation of 
complex systems in physics [26][27], chemistry [11][28], 
biology [29] [30][31] and even robotics and engineering [32] 
[33]. 

This growth is due to several reasons. Indeed, the use of 
such materials has very significant advantages. In [34], the 
authors show that VL has several objectives on different levels 
such as instrumentation, models, equipment, data analysis, 
design, creativity, psychomotor, security, communication and 
teamwork. 

Nevertheless, these environments are curtailed. A virtual 
laboratory is a set of virtual objects modeling real objects. 
Therefore, their extension is very difficult. If the tutor needs to 
add an object for some reason, he/she must wait for the release 
of the next version, and there can be no assurance that these 
processes will fit the expectations of the users. 

Real laboratory with Internet 
remotly managed by the learner

Database to store the results after 
execution of the treatments 

Internet Learner

Server for control and processing data 
sent by the laboratory equipment

 
Fig. 1. Remote Control of Real Equipment Model. 
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D. The Use of Multi-User Virtual Worlds (MUVW) 

Another way to ensure simulations, which becomes 
increasingly adopted [35], is the use of MUVWs. This growth 
is evidenced by the significant amount of research on this topic 
and the number of affected areas. 

First, a multi-user virtual world, defined in [35], is an 
online environment, allowing multiple users simultaneous 
access to virtual resources and contexts where each user is 
represented by an avatar. Users can interact, communicate and 
share experiences that may be similar to the real world. 
Currently there is a large number of MUVW platforms such as 
Second Life, Open Simulator, Multiverse, and many others for 
rotating MUVWs. 

Today, the features listed in the definition are no longer 
restricted to MUVWs, but they are redirected to be used in 
other areas, namely science [36], medicine, engineering [37] 
and many other disciplines [38]. 

E. Comparative Study of Existing Approaches 

To offer a solution that meets as much as possible the needs 
of users, a comparison of existing solutions is required. The 
following table (Table I) illustrates the main differences 
between them, based on criteria that we considerate pertinent. 

It can be seen that VLs share with MUVWs the same 
strengths in terms of the realization and the learner pedagogical 
situation. For against, the use of MUVWs leave a great level of 
immersion as well as the teachers and learners interaction, 
especially when it comes to 3D virtual worlds. 

VLs remain limited to the objectives for which they were 
developed. Therefore, if the teacher wants to modify the 
proposed practical activity, s/he is compelled to code (knowing 
that all the proposed solutions are not open source), which 
requires the expertise of experts in this kind of programming 
cases. 

TABLE I. COMPARATIVE STUDY OF EXISTING APPROACHES 

Solution 

 

 

 

Criterion 

RCL 

 

Videos 

 

VL 

 

MUVW 

 

Realization 
Very 

expensive 

Less 

expensive 

Less 

expensive 

Less 

expensive 

Maintenance 
Very 
expensive 

No cost -- -- 

Level of 

immersion 
Unavailable Unavailable Limited  Available 

Evolution -- -- 
Not always 

possible 
Possible 

Cost 
Very 

expensive 
-- Expensive 

Less 

expensive 

Learner 

pedagogical 

situation  

Liability Liability Asset Asset 

Interaction Unavailable Unavailable Limited Excellent 

III. THE PROPOSED APPROACH 

A. Presentation 

The primary focus in this work is to design and implement 
a computer system addressing the issue of simulation by 
providing an approach for the preparation of virtual PAs and 
meeting the limits of existing approaches. At this level, several 
questions arise: 

 How can the teacher create practical activities while 
having an extensible environment? 

 How to create interactive objects, upload them and send 
them to students, knowing that not all teachers are 
computer scientists or either have programing skills? 

 Is there a way to realize solutions and contextual factors 
in the different workshops between students? 

In this section, we present our project: a simulation system 
composed of several modules that we consider important to 
model, animate and realize a practical activity. This section is 
divided into several parts, the first describes the overall 
architecture of the proposed system, and the second presents 
the approach used to create and realize a practical activity, 
while the third part explains the architecture‟s modules and the 
technologies used. Finally, the fourth part details an important 
module of the solution, which is the transformation module and 
represents the proposed system base. 

B. Global Architecture 

As we have mentioned, the framework we propose is 
divided into several modules, as shown in Fig. 2. The first 
module is a 3D object design tool. The second is a scripting 
tool for animating and making the interaction with the objects 
provided by the graphic designerThe transformation module 
manages the conversion of the language and formats generated 
after the teacher animates the objects of PAs to the language 
and format supported by the MUVW, this module is practically 
the cornerstone of this project. 

The Fig. 2 shows also the actors involved in the system in 
its entirety. On one hand, there is the designer who, with 
his/her expertise, helps to design the PA. In a second hand, 
there is the teacher, as an essential actor in a teaching situation. 
The system must provide him/her with a set of features 
allowing him/her to prepare, monitor and control PAs. 
Eventually, the student is the targeted actor and the most 
important one. The system must offer him/her a sophisticated 
environment facilitating the communication with the other 
students, in addition to his/her interaction with the workshop 
and the objects. Thus, it will help assimilate easily the different 
concepts applied in a workshop. 

C. The System Modules and Technology 

1) 3D modeling tools: The main function of this module is 

to model 3D objects to animate them later in OpenSpace3D. 

In fact, a specific tool does not limit us, any 3D modelling 

software can do the trick, we quote Blender, Maya, 3D Max, 

etc. 
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.XOS structure .OAR archive

Three dimension object 
modelling module

Transformation module Multi-User Virtual World 
server

Multi-User Virtual World 
client

Interacting object module

.DAE

LearnerTeacherDesigner  
Fig. 2. Global Architecture.

2) Scripting environment of practical activities: It is the 

main tool with which the teacher, with the help of a graphic 

designer, can prepare practical workshops, and animate events 

(e.g., click, and double click). This module is the OpenSpace 

3D software, which is an open source platform for developing 

Virtual and Augmented Reality projects. It allows full build of 

interactive 3D scenes graphically rich without entering any 

line of code. On the other hand, it also has many functions 

ready for use. Achieving an OpenSpace3D implementation 

therefore is integrating different functions and defining their 

reciprocal interactions. 

OpenSpace 3D is based on plugIt principle to animate 3D 
objects. PlugIt is a function package already developed with 
Scol language [39]  and a very simple way to animate 3D 
objects. The tool offers a sophisticated interface, divided into 3 
parts (Fig. 3): the first one lists the imported 3D objects in the 
project, the second part shows the object‟s scene in 3D and the 
last part is where the user animates the objects with PlugIts just 
by using links between the event and the action. A link is a 
connection between an event function and an action of another 
or the same function. After the animation of the scene, the user 
saves his/her project under XOS format or s/he can import it 
towards a Scol project or a standalone application. 

 
Fig. 3. OpenSpace 3D Environment. 

OpenSapce 3D is not only limited to the creation of virtual 
reality applications, but also offers a set of Plugit dedicated to 
the management of augmented and mixed reality. It also offers 
the possibility of use and integration of several sensors, for 
example Leap Motion and Kinect Xbox. It can facilitate the 
development of applications and games which can be oriented 
to the educational area. 

3) MUVW Module: This module will, to some extent, play 

the role of virtual laboratory. It represents the environment 

where the learner will make his/her PAs and communicate 

with other users whether they are students or teachers. The 

choice was made on the OpenSimulator platform[40], an open 

source project under the BSD license. It aims to develop a 

functional platform for virtual worlds capable of supporting 

multiple clients and servers, all in a heterogeneous grid 

structure. It allows great freedom concerning the development 

of specific applications, hosting and controlling overall costs 

for economic and efficient projects. This is partly justified, by 

the free license contrary to proprietary solutions. 

Furthermore the interface (3D client browsers) already 
incorporates comprehensive tools for creating content 
accessible to neophytes (3D objects from simple primitive 
forms, scripts for programming, management of the 3D 
environment, etc.). Furthermore, design professionals who are 
familiar with softwares such as Blender, Maya, and 3DS Max, 
etc., can also incorporate 3D content created from these 
professional softwares. Finally, some collaboration tools are 
available in Open Simulator like Vivox, the leader in voice 
conference, Shared Media that allows a simple integration of 
multiple, rich and diverse media (web pages, video, images, 
etc.). These tools bring Open Simulator to an unparalleled level 
of functionality compared to other solutions. 

4) Transformation module: This module is the processing 

interface that adapts 3D objects animated by the practical 

workshops‟ preparation module (OpenSpace 3D) to the OAR 

format used by Open Simulator. This transformation module, 

fully explained in the next section, exploits the transformation 

rules and the code generation to LSL (Linden Scripting 

language), the animated language adopted by Open Simulator 

to animate 3D objects. 
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XOS file 
description

Mesh file importation
sub-module

Object transformation
sub-module

Code generator
sub-module

Transformation module

Linking sub-module

Database of names’ function & their 
equivalents in Linden Scripting Language

 
Fig. 4. Transformation Module Architecture.

D. Transformation Module Details 

1) Architecture: For each scene of objects, OpenSpace3D 

generates an XML file with XOS extension that contains a 

description of the entire scene, events, and the location of 3D 

objects on the hard disk. The import unit searches the XML 

list files of 3D objects used in the practical workshop, and 

then it loads the objects in the OpenSimulator objects 

database. The transformation engine provides the 

correspondence between the activities defined in the XML file 

and generates the relevant objects and LSL Script based on 

defined transformation rules, and at the end, it loads the scripts 

on the server. The Fig. 4 illustrates the transformation 

mechanism from the XOS format into the OAR archive 

format. 

We have segmented the transformation of the XOS files 
into the OAR format in several parts. The first step is to import 
the necessary resources for the construction of 3D objects and 
thus of the scene. The second step is searching for the 

positioning information of each object on the stage and its 
characteristics. The third step is to transform the animations by 
searching in the database for the functions in LSL equivalent to 
those mentioned in the XOS file. The last step is to ensure the 
link between the objects, their characteristics and the 
animations (interactions). 

2) Meta-model of XOS: After animating 3D objects of 

practical activity in OpenSpace 3D, the teacher saves the 

entire scene as a single compressed XML file with the XOS 

extension. The main role is to describe all objects in the scene, 

cameras, reference objects and their positions in the scene on 

one side, and the different events and own animation of each 

object in the other side. The Fig. 5 presents a part from an 

example of the XOS file. 

We are based on several examples developed under Open 
Space 3D to propose a general meta-model of the XOS 
description. The Fig. 6 shows a simplified Meta model of an 
XOS file. 

 

Fig. 5. Example of an XOS File. 
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Fig. 6. Simplified Meta-Model of XOS. 

3) Meta-model of OAR format 

a) The OAR model: The OpenSimulator Archive (OAR) 

function as it is introduced in the official web site of 

OpenSimulator has existed since OpenSimulator 0.5.9. The 

facility does a similar job to load-xml2/save-xml2 and it saves 

prims so that they can be reloaded later. 

However, OpenSimulator (OAR) archives go further in this 
direction, since they can back up all the inventory data needed 
to fully restore terrain, region parcel data, object textures and 
their inventories when they are loaded on a completely 
different system using a different asset database. 

An OAR file is a “gzipped” tar file in the original Unix tar 
format. This can be extracted and created with standard tools. 
The Fig. 7 shows the OAR structure and components. 

 
Fig. 7. OAR Format. 

As we can see in Fig. 7, the OAR format is a set of 
directories; each one has a specific role. In our approach, OAR 
is the exchange format between the teacher and different 
learners. As following, a global description of the OAR format: 

 Archive.xml: This is the archive control file. It contains 
a major and minor version number, to allow 
compatibility with future format changes. 

 Assets/: This directory contains all the assets in the 
archive. The assets for all the regions are stored in the 
same directory because assets are often shared. Each 
filename has the following format <uuid>_<asset 
type>.<asset extension>. The uuid section must always 
be present and form a valid uuid - it is used directly for 
that asset. The asset type and asset extension are used to 
identify the type of asset and the asset extension allows 
the asset to be associated with different editors on 
platforms such as Windows. For instance, a script will 
always have the asset type and extension script.lsl. A 
full list of asset types and extensions can be found in 
the file. 

 Landdata/ : This directory contains all the parcels in the 
region. Information for each parcel is stored in a 
separate file in XML format. 

 Objects/ : Each individual file is an object in the region 
(where an object [linkset] can be composed of many 
prims). The file format used is OpenSim's XML2 
format. Each filename has the following structure by 
default. 

 Settings/ : This contains the region settings information 
for the region in XML format. The filename will be the 
same as the region name. 

 Terrains/ : This contains the terrain file for the region, 
stored in RAW format. The filename must end with 
.r32. 
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Fig. 8. Example of Object Presentation in OpenSimulator using XML Model. 

To identify equivalences between XOS model and the 3D 
objects OpenSimulator, we have also created a meta-model. 

b) Object’s model on OpenSimulator: The most 

important in this first stage is to export objects with animation 

script from XOS format to OAR archive. Therefore, we 

focused on the objects directory to model 3D object and on the 

assets directory to create script animation and affect each one 

to its 3D object. Firstly, we developed a meta-model of how 

3D objects are modelled on OAR format. Each 3D object is 

defined with a file in the objects directory. 

The Fig. 8 shows a part from an example of object 
presentation in OpenSimulator using XML model. 

We are based on several examples developed under Open 
Space 3D to propose a general meta-model of the XML 3D 

object description in OpenSimulator. The Fig. 9 shows the 
schematic simplified representation of a 3D object in an 
OpenSimulator„s scene. 

Each object is a “SceneObjectGroup” in the 
representation‟s file, this SceneObjectGroup is a set of 
SceneObjectPart, each SceneObjectPart has <x,y,z> 
coordinates. If SceneObjectGroup is a set of many mesh 
objects, a SceneObjectPart is defined in this case as a set of 
SceneObjectPart which is, in turn, defined in an OtherPart tag. 

c) Linden Scripting Language (LSL): Is the 

programming language used by residents of OpenSim. LSL 

has a syntax similar to C language and allows objects to 

control the behavior of in-world objects of Second Life from 

the Internet via email, XML-RPC, and most recently, HTTP 

requests. 

 
Fig. 9. Simplified Meta-Model of Object Presentaion in OpenSimulator Environment. 
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Fig. 10. Simplified Meta-Model of LSL Language Structure. 

Linden Scripting Language is a state-event driven scripting 
language, a type of finite state machine. A script consists of 
variables, function definitions, and one or more named states. 
Each state contains a description of how to react to events that 
occur while the program is within that state. The system sends 
to the script, such as timers, movement, chat (from other 
agents), email, and collisions (with objects in the virtual 
world). Scripts can change most aspects of the state of the 
object and communicate with other objects and agents. As soon 
as a script is added to an object, and turned on, it begins to 
execute. The Fig. 10 shows a simplified LSL‟s meta-model. 

4) Transformation rules: The transition from XOS to 

OAR model requires firstly a correspondence between the 

XOS and OAR elements. This correspondence is divided into 

two parts: the first one is for the transformation of 3D objects 

and their positions on the scene (Table II); the second part is 

the transformation of different animation‟s scripts (Table III). 

TABLE II. XOS TO OAR OBJECT FORMAT 

XOS OAR objects format 

Shell SceneObjectGroup 

Mesh A file with .llmesh extension in the asset directory 

Xyz Xyz 

Color Color 

Scale Scale 

Position GroupPosition 

Rotation RotationOffset 

TABLE III. PLUGIT TO LSL FUNCTION 

Plugit LSL 

Action Function 

Param Parameter 

Event Event 

 
Fig. 11. Example of Generated LSL Code. 

Animations in XOS are described in XML format, and 
grouped into several plugins. Although the components of each 
plugit differ from one plugit to another (especially at the 
number of parameters) and depending on the desired 
animation, there is a standard part that describes the function of 
the animation and the event that triggers it. For example, the 
description of the plugin of moving an object by clicking on 
the left mouse button will be as follows: 

<link action="Goto" instance="ball+goto+0%2e2" 
group="Scene" event="LeftClick"/> 

Each attribute has a meaning: 

 Action: the name of the function to be called. 

 Event: the name of the event that triggers the action. 

 Instance: The name of the instance that contains the 
parameters needed to call the "GoTo" function, and 
which in turn, has a particular description containing 
the new position (x, y, z) of the object after executing 
the "Goto ". 

By respecting the transformation rules proposed in Table 
III, we obtain an LSL file containing the code of the LSL 
animation (Fig. 11): 

The generated LSL code consists of several blocks. The 
first block is "default", which represents the default state of the 
object. An object can have several states depending on its 
nature, the person object for example can be on or sitting, the 
light object can be on or off. The second block "touch" 
represents the event that will change the position of the object 
(in our case it is the event click on the right button of the 
mouse). The "LLsetPosition" function is the LSL function that 
changes the position of the object according to the cardinalities 
(x, y, z). 

The generated script is placed in the "assets" folder in the 
OAR archive, and it is linked to the "ball" object via its unique 
name. Each object in "OAR" format has a unique identifier, 
and each script is attached to its object with the same name as 
the object in question. 

IV. CASE STUDY 

A. Presentation, Protocol, and Objective of the Workshop 

Mechanics remain a special educational area, this comes 
from the fact that the majority of the notions, introduced in its 
courses, need visual experiments and practical activities so that 
a learner can assimilate these notions and understand their 
usefulness. 
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Fig. 12. Practical Activity with Real Equipment. 

Mechanics remain a special educational area, this comes 
from the fact that the majority of the notions, introduced in its 
courses, need visual experiments and PAs so that a learner can 
assimilate these notions and understand their usefulness.  The 
case presented in this section of the paper illustrates the study 
of a ball free fall where the ball is subject to a single force, its 
weight, and the other forces are neglected. The main objective 
is to determine the relationship between the ball‟s height and 
the free fall time. The learner takes a ball with fixed mass and 
tries to change the height in order to launch the ball. An 
electronic clock measures the travel time (t) of the ball from its 
origin. The learner repeats the experimentation many times by 
changing the height of the ball (h), notes the fall time on the 
clock, calculates and notes the quotient h/t². 

This experiment generally requires a hardware device 
called a free fall device (Fig. 12). The latter includes several 
parts, namely a digital counter for calculating the falling time, a 
micro-magnet which retains the ball in the starting position, a 
switch for starting the time measurement, and finally a plate on 
which the ball strikes in order to stop the time measurement. 

B. Virtualization Steps 

The virtualization of the workshop described above has 
undergone several steps. First, we have developed a list of 
minimal requirements from hardware devices. There are the 
ruler with which the learner can choose the height of the ball, a 
ball and a display showing the time of the free fall. 

The second step consists in modeling the various devices in 
three dimensions. To do so, we used the "blender" software as 
shown in Fig. 13. 

 
Fig. 13. Creation of Needed Objects in Blender Software. 

 
Fig. 14. Importation of All Objects in OpenSpace 3D Software. 

Once the objects are created, Blender offers the possibility 
of exporting the scene to several formats. We chose "collada" 
format which is the standard format for exchanging 3D objects. 

Step three consisted of programming the interaction of the 
virtual devices with the users in order to give them the 
opportunity to simulate the practical workshop and to collect 
information (the displayed time of the free fall). For this, we 
used the OpenSpace3D software. We have imported 3D 
objects and then created a scene. We placed the different 
objects in their initial positions and animate the objects so that 
if the learner clicks on a number on the ruler (a chosen height), 
the ball changes its position and moves to the opposite of the 
mentioned height, see (Fig. 14). 

Once the user clicks on the ball, the ball falls freely to the 
ground and the time counter gives the duration of the fall. To 
ensure this interaction, we have called the various plugIts of 
the OpenSpace3D software (Fig. 15). The latter offers a variety 
of animation plugIts allowing the change of the position of an 
object, rotation, or even treating object collision without 
coding. 

It remains to point out that the 3D engine used in 
OpenSpace3D offers the exploitation of physics laws by giving 
the possibility to parameterize gravity, mass and many other 
options by proposing a plugit for that. 

 
Fig. 15. Animating Objects in OpenSpce 3D Software. 
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Fig. 16. Obtained View after OAR Importation. 

The last step was to take the generated OpenSapce3D file 
with the XOS extension after setting up the interactions and to 
import it into our transformation module to get the final result, 
which is an OAR package containing the files, mesh, materials, 
and all the components of our PA in order to import it on the 
OpenSimulator platform. We notice that the objects are 
imported and placed correctly on the OpenSimulator scene. 

C. Results 

We have imported the resulting archive of the 
transformation module to OpenSimulator, using the commands 
of OpenSimulator console to load the OAR archive. The result 
is very satisfying in terms of the devices presentation (Fig. 16). 

The first challenge was to import a scene of objects from an 
XOS description to an OAR structure. In accordance with the 
transformation rules described in Section 4, we obtained the 
following OAR structure (Fig. 17). 

As regards to the layout of the objects on the scene, the 
transformation module was based on the coordinates (x, y, z) 
described in the XOS files. The transformation module 
imported the necessary meshes and generated an XML file for 
each object that described it in the "assets" folder of the OAR 
archive (Fig. 18). 

 

Fig. 17. The Generated OAR File. 

 
Fig. 18. Position of the Group Objects. 

 
Fig. 19. Interaction between the Learner and the Object. 

The second challenge we had was to keep the objects 
interacting with the users. To deal with this, the transformation 
module generated the necessary LSL files containing the calls 
to functions already programmed in LSL (Fig. 11). 

When a user (learner) touches a number (selected height), 
the ball moves to the chosen height as seen in Fig. 19. 

V. CONCLUSION 

E-learning is a new field that has its roots in several sectors 
such as education and training, open distance learning, 
knowledge management, quality etc. National and international 
organizations, academic institutes and experts focus on 
analysing the success of e-learning and on how best to develop 
new approaches and structures to ensure ever better quality. 
The integration of practical activities is a very important task 
and is the cornerstone of a high quality education. 

The practical activities of e-learning are progressing 
rapidly, taking advantage of the latest technologies and using 
various principles of pedagogy and organization. Today, their 
integration is characterized by a high level of innovation, 
experimentation and research of the most adapted solutions, 
such as remote control of real equipment, videos or virtual 
laboratories, that require more improvements because they do 
not really adapt to the expectations and needs of the learners or 
to the habits of teachers. 

A common framework therefore needs to be put in place to 
both ensure a realistic open environment accessible to all and 
to provide learners with a high level of immersion while 
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performing their practical activities. This was the purpose of 
this paper where we give teachers, the opportunity to virtualize 
the practical activities, and to use the forces of virtual worlds in 
terms of communication, immersion, and the degree of realism 
for pedagogical purposes especially in the fields of distance 
learning and training. 

The main objective of our research was to develop a 
transformation module allowing a user to import scenes of 
interactive objects from the OpenSpace3D software to a format 
recognized and importable in the virtual worlds of 
OpenSimulator. This transformation module helped in 
transforming a scene of animated objects using OpenSpace3D 
to an OAR archive importable on the virtual worlds of 
OpenSimulator. This proposal will allow teachers and 
especially non-computer scientists to create virtual workshops 
and make the various devices interactive without coding 
anything; this is thanks to OpenSpace3D software. 

The results obtained in this paper are very satisfying. The 
limitations, which we must remedy later, are generally at the 
level of the transformation module development. The functions 
of OpenSimulator are not always the same adopted by 
OpenSpace3D in terms of signature and parameters. 
Consequently, future works will focus on improving the 
architecture proposed in this paper, as well as the search for 
integration of an intelligent interface to ensure the best 
transformations. 
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Abstract—Cloud computing is an emerging information 

technology which is rapidly growing. However, measuring the 

performance of cloud based applications in real environments is 

a challenging task for research as well as business community. In 

this work, we focused on Infrastructure as a Service (IaaS) 

facility of cloud computing. We made a performance evaluation 

of two renowned public and private cloud platforms. Several 

performance metrics such as integer, floating Point, GFLOPS, 

read, random Read, write, random write, bandwidth, jitter and 

throughput were used to analyze the performance of cloud 

resources. The motive of this analysis is to help cloud providers 

to adjust their data center parameters under different working 

conditions as well as cloud customers to monitor their hired 

resources. We analyzed and compared the performance of 

OpenStack and Windows Azure platforms by considering 

resources like CPU, memory, disk and network in a real cloud 

setup. In order to evaluate each feature, we used related 

benchmarks, for example, Geekbench & LINPACK for CPU 

performance, RAMspeed & STREAM for memory performance, 

IOzone for disk performance and Iperf for network 

performance. Our experimental results showed that the 

performance of both clouds is almost same; however, OpenStack 

seems to be better option as compared to Windows Azur keeping 

in view its cost as well as network performance. 

Keywords—Cloud computing; OpenStack; windows azure 

I. INTRODUCTION 

Cloud Computing is an evolutionary technology which 
delivers computing software as well as hardware resources as a 
service over the internet. Cloud computers are interconnected 
and virtualized in a distributed and parallel system.  The access 
to the infrastructure and computing resources such as compute, 
memory, storage, network, software, application and platform 
is permissible for any user for building applications. 

The cloud services are mainly classified as Infrastructure as 
a Service (IaaS), Platform as a Service (PaaS) and Software as 
a Service (SaaS). IaaS provides infrastructural hardware, the 
most frequently used cloud, as a service to the users. The cloud 
infrastructure allows service providers to offer the 
infrastructural facility to the customers so that they can access 
the IaaS resources and enjoy the better service provision for 
smooth working of their applications without buying other 
resources. The clients just pay for the resources and services 
used on the basis of adapted Service Level Agreement (SLA) 
with a service provider [1]. The cloud clients pay for these 
resources just like as they pay for utility services such as water, 
gas, and electricity as per need and use [2]. 

Amzaon, Rackspace, Google, Eucalyptus, XEN, 
OpenNebula, Nimbus, Microsoft and OpenStack are major 
cloud computing resource/service providers. Monitoring of 
cloud resources is important both for cloud service providers 
and for cloud customers. Cloud providers monitor the 
efficiency and current status of assigned resources in order to 
handle future requests from customers. Monitoring helps cloud 
customers to investigate the resources assigned to them, and 
ensures that they get the demanded resources they are paying 
for. Further, it allows them to know when to demand for 
additional resources, when to surrender any underutilized 
resource, and what amount of numerous physical resources are 
suitable for different type of applications. 

OpenStack is open source technology to provide elastic 
cloud operating systems. Windows Azure is public, private and 
hybrid cloud platform. 

Moreover, diverse nature of different types of applications 
comes with different demands leading toward the need for 
different features in a platform naturally. Other aspects such as 
service models and prices are also taken into consideration. 
Performance evaluation of cloud services and resources is an 
important issue for cloud customers as well as for cloud 
providers. Cloud computing performance can be in terms of 
response time, throughput, reliability, security and availability. 
Monitoring of cloud services over internet based applications 
in a real cloud setup is much needed but difficult task. 
Research as well as business community is paying much 
attention to improve performance of IaaS resources. 

This work mainly focused on performance analysis of two 
well-known IaaS clouds platforms, i.e., OpenStack [3] and 
Windows Azure [4] and compared their performance by 
considering various cloud resources such as CPU, memory, 
disk and network. OpenStack is a popular and fast growing 
open source cloud computing for private, public and hybrid 
clouds while Windows Azure is one of the mostly used private 
clouds. Our results for comparison analysis are based on 
configuration made in a real time environment. 

A. Objectives/Contribution 

The major objective of this work is to evaluate and 
compare performance of various IaaS resources of two famous 
cloud platforms i.e., OpenStack & Windows Azure platform in 
a real cloud environment.The considered IaaS resources 
include CPU, memory, disk and network. 
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B. Research Approach 

The research process for this work comprised of the 
following steps: 

 Survey and literature review about performance 
evaluation of IaaS resources of various cloud platforms. 

 Cloud platform selection included two clouds 
OpenStack and Windows azure 

 Setup an infrastructure 

o We used two servers HP ProLiant DL380 G7 
with same specification of resources like 
CPU, RAM, Hard disk and Network. 

o For OpenStack Cloud, we first installed 
Ubuntu 14.04 operating system, and then 
Juno release of OpenStack was installed and 
configured. After completing the 
configuration, different tasks were performed 
for testing purpose. 

o For Windows Azure Cloud, windows Server 
2012 R2 operating system was installed, then 
Hyper-V Role added for virtualization. Then, 
Domain controller, Microsoft SQL server 
2012 R2, Microsoft Virtual Machine Manager 
2012 R2, Service Provider Foundation, 
System Center 2012 R2 Orchestrator, 
Windows Assessment and Deployment Kit 
8.1, Windows Azure pack were installed and 
configured. Once the configuration was 
successful, then some service accounts were 
created to run Azure cloud services. 

 Benchmarking the cloud based on benchmarking of 
CPU performance, Memory performance, Disk 
performance and network performance for evaluation 
for determining the performance in real machines. 

 Different benchmarking tools are available to test 
performance of cloud resources. Among the available 
benchmarking tools, we used Geekbench, LINPACK, 
RAMspeed, STREAM, IOzone and Iperf benchmark 
tools depending upon the nature of cloud resource being 
evaluated. 

 Next step was to select parameters for performance 
evaluation of cloud resources like CPU, Memory, Disk 
and Network in real time environment. The selected 
parameters for each resource were as follows: 

o CPU Performance: Minimum (GFLOPS), 
Maximum (GFLOPS), Average (GFLOPS), 
Integer (Single core/Multicore) and Floating 
point (Single core/ Multicore) 

o Memory Performance: Integer (Average), 
Floating Point (Average) 

o Disk Performance: Read, Random Read, 
Write, Random write  

o Network Performance: Bandwidth, Jitter and 
Throughput 

 Results were obtained for parameters selected for each 
resource by using related benchmarking tools. Average 
results were calculated by repeating the process a 
number of times and repeated a number of times o drive 
rational conclusion. 

 The comparative results were presented in the form of 
graphs by using MATLAB. 

C. Organization of the Paper 

The rest of the paper is organized as follows: Section II 
provides detailed background of the problem under study and 
related works in this regard. In Section III, we provide the 
experimental set up. Section IV presents benchmarking tools 
used for performance evaluation and comparison. In Section V, 
results obtained through experiments and related observations 
are provided. Finally, Section VI concludes the work and hints 
towards further research issues and challenges. 

II. BACKGROUND AND RELATED WORK ABOUT 

PERFORMNACE OF CLOUDS 

Performance of cloud resources is very crucial for cclients 
as well as for service providers. Consequently, such 
performance evaluation is essential from the point of view of 
cloud service providers and clients. 

A. Background 

Cloud service providers are interested in evaluating the 
performance of different infrastructure based cloud resources 
such as compute, storage, network and virtual machines. A 
single individual component is unable to provide complete 
performance report of a cloud. Infrastructure Response Time 
(IRT) is a new approach to get more accurate performance of 
virtualized cloud environment. IRT is explained as the time it 
takes for an application to put a request (I/O) over virtual 
environment and get back its response. This request can be a 
normal data transfer between two Virtual Machines or complex 
one like transaction of database and storage into a storage 
array. 

The most common idea for achieving best performance is 
by increasing the resources. However, customers are forced to 
bear higher costs when they opt for purchasing their own 
resources which is not a better solution. Therefore, cloud 
customers use needed resources from cloud service providers 
and pay as per use without investing heavy amount in 
infrastructure setup. Therefore, cloud consumer is interested in 
performance of applications hosted on the cloud platform 
which greatly depends upon performance of IaaS resources. 
Application Response Time (ART) is an important metric in 
application performance management which is calculated as 
time taken by the application to respond to other users’ 
requests. Thus, cloud provider is more interested to have a 
complete view of health of whole cloud for better service 
provisioning [5]. 

In a cloud environment, the tasks can be classified as 
computation intensive and communication intensive tasks. 
RAM and CPU cores are important cloud resources consumed 
by computation-intensive tasks. In a cloud application, a 
communication-intensive task normally produces large number 
of network transactions between cloud user devices and cloud 
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systems. Therefore, network monitoring is critical to analyze 
the estimation of network performance monitoring (NPM) 
which is analyzed through different network monitoring 
techniques. Active monitoring [6,7], method of using SNMP 
agent, and passive monitoring [8] are normally three strategies 
for network monitoring. 

Computation-intensive tasks, such tasks can be divided into 
CPU-intensive tasks and memory-intensive tasks [9]. For 
energy efficiency of cloud systems, Lefebvre and Orgerie [10] 
analyzed multicore platform with focus on CPU cores only. 
This work provided an assessment of the energy consumption 
during relocation of VMs only with computation-intensive 
cloud applications. Liu et al. [11] provided a new cloud 
infrastructure which can dynamically associate Virtual 
Machines (VMs) based on CPU utilization of servers to detect 
idle physical servers. Idle physical servers can be turned off to 
protect energy. However, these energy protecting strategies do 
not take into account the work load in cloud systems and hence 
are very coarse-grained. 

In communication intensive tasks, quantity of user’s 
requests and related data size can have huge impact on the 
system performance [12]. Many web services are installed 
inside servers (weather physical or virtual). If webhosting 
server serves the peaks, then it is most likely over-provisioning 
when the demand is high. In cloud computing, the performance 
analysis of network resource is necessary for best use of 
resources as in traditional computing.  Cloud infrastructure 
consists of different component like server virtual machine, 
network interface and users are required to select component 
according to need. A well-known communication intensive 
application for cloud computing is Community Atmospheric 
Model (CAM) [13], a massive parallel application used in 
worldwide weather prediction. 

B. Related Work about Performance 

The objective of performance evaluation of cloud 
computing is to investigate and compare the performance 
attributes of the system [14]. Amazon Elastic Cloud (EC2), 
Microsoft Windows Azure, GoogleApps Engine, Sales-force 
and Drop-box are well known commercial cloud service 
providers. Commercial success of any cloud computing 
platform depends upon its ability to deliver guaranteed Quality 
of Services (QoS) [15]. Performance can be evaluated through 
measurements, simulation and/or modeling [16]. 

Zhang et al. [17] performed an evaluation of four 
commercial cloud platforms and drew a conclusion that 
prevailing platforms provide different types of services which 
are offered at various levels of abstraction. Therefore, end-
users should select more than one cloud platform keeping in 
view their requirements to satisfy business needs. 

Buyya et al. [18] provided an evaluation of some cloud 
platforms considering market oriented cloud computing. The 
study focused on the need for advent of techniques for business 
cloud management on the basis of risk management and 
customer’s requirements. 

Hofer et al. [19] provided classification by considering 
features of various cloud systems. This work considered 
various characteristics which include service model, license 
type , cost model, supported languages and operating systems, 
virtualization mechanism and development tools. 

Rimal et al. [20] made a classification on the basis of  
features and used it for the purpose of comparison of system 
offered by providers. The attributes of providers considered for 
comparison were architecture, interoperability and security, 
virtualization technique; services provided mechanisms for 
load balancing, and support for software and programming 
languages. 

Ostermann et al. [21] analyzed the performance of EC2 
utilizing micro-benchmarks like LMbench, Bonnie, 
CacheBench, HPC Challenge (HPCC) and kernels. They 
concluded that achieved performance of virtualized resources 
from public clouds is lower when compared with the 
theoretical performance limits, particularly for compute and 
network intensive applications. They compared the observed 
virtualized performance of a private cloud with the non-
virtualized performance. They used metrics such as CPU, I/O, 
and memory hierarchy on the Single Instance benchmarks to 
evaluate performance. 

Some studies performed qquantitative comparisons among 
different providers. For example, authors of [22] proposed a 
framework namely Cloud Comp which provides performance 
comparison of various providers [22]. 

Zheng et al. [23] carried out comparison of four 
commercial cloud providers, namely Amazon EC2, Google 
AppEngine, Windows Azure and Rackspace cloud servers on 
the basis of a few components of computing, network, database 
and storage. Different issues affecting startup time of cloud 
VMs across Amazon EC2, Google AppsEngine, Windows 
Azure and Rackspace are studied in [24]. 

Li et al. [25] carried out a performance and cost comparison 
between four major public clouds. The clouds are compared on 
the common functionality set, which incorporates elastic 
computing, intra-cloud network, persistent storage and Wide-
range network. 

Table I shows different studies reported on the topic. It 
classifies these studies as qualitative, taxonomy based and 
qualitative comparisons. 

The latest research of cost effective cloud computing 
mostly analyzes the cloud service provider cost for offering 
cloud solution, for example, the authors in [26,27] explored 
cloud energy consumption and cost efficiency and discussed 
about different issues and challenges. According to [3], with 
on-demand resource provisioning and utility based costing; 
cloud service provider can really expand resource utilization 
and reduce their operational cost. 
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TABLE I. RELATED WORKS 

Reference Objective  Providers compared  Features compared  Comparison Type 

Radu et al. [28] 

Performance Evaluation of Azure and 

Nimbus Clouds for 

Scientific Applications 

Microsoft Windows Azure  

Nimbus Cloud 

 Performance, computation speed, variability 

and cost models 
Quantitative 

Ang Li et al. 

[29] 

CloudCmp: Comparing Public Cloud 

Providers 

Amazon AWS, Windows 

Azure, Rackspace and 

Google AppEngine 

Scaling latency, Operation response time, 

Time to consistency, Cost per operation, 

Response time, Throughput,  

Simulation 

Zhang et al.  

[17] 

Cloud computing: state-of-the-art and 

research challenges 

Amazon EC2 MWA 
Google AppEngine 

(GA)  

Services, applications,  
virtualization mechanism  

and scalability  

No 
Implementation. 

Theoretical work 

Konstantinos et 

al. [30] 

Comparison  

Between OpenNebula and OpenStack 

OpenNebula and 

OpenStack 

deployment time,  

migration time 
Simulation 

S. Itnal et Al. 

[31] 
Network performance analysis and 

optimization on cloud 

OpenStack Network 
No results 

Provided 

Rimal et al.  

[20] 

A Taxonomy and survey of cloud 

computing systems 
AWS,  WinAzure, GoGrid 

, SunCloud, 
SalesForce.com 

Virtualization mechanism,  services, 

reliability, interoperability  

Taxonomy & 
Survey. 

No Implementation 

G. V. Laszewski 

et al. [32] 

Comparison of Multiple Cloud 

Frameworks 

Nimbus, 

Eucalyptus, OpenStack, 

and OpenNebula 
Software deployment, Interfaces, Storage, 
Networking, Hypervisors 

Real Time 

Hofer et al.  

[19]  
Taxonomy of cloud computing services 

Windows Azure 

Google ApEngine  

Services, license model, QoS,  payment 

model, security, standard etc. 

Taxonomy-based 

No Implementation 

R Ledyayev et 

al. [33] 

High Performance Computing in a 

Cloud Using OpenStack 
OpenStack CPU, memory, network performance Simulator 

Li et al. [23] 

A Factor Framework for Experimental 

Design for Performance Evaluation of 

Commercial Cloud Services 

Amazon, GoGrid, Google, 

IBM, Microsoft, and 

Rackspace 

Computation, Memory, storage , network, 

VM Instance  

Working on factor 

framework 

No Implementation 

Zach Hill et al. 

[4] 

Early Observations on the Performance 

of Windows Azure 
Windows Azure virtual machines, storage services  

Real Time 

Implementation  

This work 
Performance Analysis and Evaluation 

of Cloud Computing Resources 
OpenStack 

Windows Azure 

CPU, memory, disk and network 
Real Time 

Implementation 

C. Issues with Existing Approaches 

Despite the fact that research community is focusing a lot 
on performance of cloud resources, however, in-depth 
knowledge about performance in a real set up is still lacking in 
single document. Most of the works do not provide true picture 
for performance analysis as those works are carried out using 
different types of simulators. Therefore, there is a need of 
having results and findings in a real set up instead of the same 
in a simulation environment. 

D. Our Approach 

While taking into consideration the related work about 
cloud performance analysis, we observed that (i) there is no 

comparative study about performance evaluation of OpenStack 
and Windows Azure, and (ii) no in depth performance analysis 
related to selected cloud resources is found for analysis 
purpose. 

To the best of our knowledge, this work is first of its in 
kind which provides detailed performance analysis of various 
critical issues including the price and benefits with applications 
in a cloud. We developed a real time environment to analyze 
the cloud performance like compute, network, and storage and 
disk workload. Here is some description which shows our work 
is unique. 

First, we explore the performance of cloud computing and 
setup experiment by using OpenStack and Windows Azure. 
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Then, we verify our results by repeating experiments multiple 
times. The results of experiments can be helpful for cloud 
service providers in managing their services effectively in 
order to meet consumer’s requirement. Moreover, our findings 
can provide useful insights to cloud consumers to manage idle 
resources more efficiently for smooth running of applications. 
The next section describes the experimental set up in detail. 

III. EXPERIMENTAL SETUP 

The experimental settings consist of following 
specification, we use two servers ProLiant DL380 G7 for cloud 
set up separately (refer to Table II for specifications of servers) 
and minimum requirement for client machine is Pentium 4 
Machine with 512 MB RAM, network card,80GB Hard drive. 

We installed OpenStack under Ubuntu on standalone 
machine and Windows Azure on a separate machine.  
Subsequent sub-sections describe the considered cloud 
platforms i.e. OpenStack and WinAzur. 

A. OpenStack 

In our experiments, we used the Juno version of OpenStack 
which is an open source software. Juno is the tenth release for 
structure of public, private, and hybrid clouds. The OpenStack 
contains lot of features to support application development. 
Many organizations like Rackspace, NASA, Citrix, Dell, 
Cisco, Canonical and many more participants  of worldwide 
software community support OpenStack. 

The OpenStack cloud allows service providers to propose 
computing resources by catering huge networks of VMs. To 
make an effective image provisioning, OpenStack stores 
images on the computes nodes, eliminating the needs of 
shifting the VM image on the network every time it is 
requested. 

The hardware used for OpenStack implementation scenario 
is a HP ProLiant DL380 G7 series. This server has intel Xeon 
CPU E5620 dual processors and had a specific role that require 
huge processing capability. Server has the following 
specifications: 

 2 x Intel(R) Xeon (R) CPU E5620 @ 2.4GHz 

 Intel chipset 5520 

 8 Cores  

 16 GB Memory 

 4 x 1Gb NIC’s 

 3 x 300Gb SAS HDD (RAID-5) 

Latest version of stable release of OpenStack from 
OpenStack repositories was downloaded and only one machine 
with above specification was used for our experimental. To 
assist flexible services, we used different OpenStack 
components for installation of cloud. The cloud controller and 
nova compute are installed on same server. Some additional 
software like MySQL data base server, RabbitMQ messaging 
queuing, Apache webserver and KVM are also installed on this 
machine. 

TABLE II. SPECIFICATIONS OF SERVERS 

Characteristic Specification 

Server Model ProLiant DL380 G7 

Chipset  Intel 5520 

Processor type Intel Xeon CPU E5620 

System Architecture 64- bit 

Processor speed  2.4GHz 

Cores  8 

No. of Processor 2 

Main memory  16 GB 

Network interconnect Cisco 3560 

Ethernet  1x4 GB 

Network topology Cisco proprietary 

Virtualization Yes 

Hypervisor Yes 

Operating system 

OpenStack Juno, Ubuntu 14.04, Microsoft Virtual Machine Manager 2012 R2, Service Provider 

Foundation, System Center 2012 R2 Orchestrator, Windows Assessment and Deployment Kit 8.1, 

Microsoft SQL server 2012 R2, Hyper-V, Windows Azure pack, and necessary tools for monitoring, 

Windows server 2012 Standard/Data Center Edition 

B. WinAzur 

WinAzur is a collection of integrated services like 
computing, storage, database, mobile and networking.  
Microsoft virtualization platform Hyper-V helps optimize 
hardware resources by combining multiple client operation 
systems on a single server. This describes the method of setting 
up a Private Cloud using Microsoft technologies such as 
Hyper-V & System center. The System Center delivers the 
fabric management and monitoring that is required for the 
services. Once the installation and configuration are complete, 
it is possible to use Microsoft System Center Virtual Machine 
Manager 2012R2 for a private cloud to be built and managed. 

The Microsoft System Center allows cloud administration 
and management to deploy, monitor and report about it. The 
basic understanding about the roles and services in Windows 
2012 R2, information of how to install SQL Server 2012 R2, 
The System Center Orchestrator 2012 R2 allows you to install 
the Service Provider Foundation and a practical knowledge 
System Center Virtual Machine Manager working. It is more 
necessary for a production environment, that careful 
installation of SQL server 2012R2 is required to ensure the 
proper working of System Center. 

The service and workload layer discloses the knowledge of 
the Windows Azure Pack to Windows Azure. The WAP is 
built in a way that allows you to offer more services into the 
Windows Azure Pack. 

The Service Management API is an application of the 
Windows Azure Service Management that provides a reliable 
customer API that talk to the WAP fabric underneath. If the 
services in the WAP are not deployed similar as in Windows 
Azure, the access to the Service Management API is consistent. 
The portal in the WAP looks same as the portal in Windows 
Azure. However, you are able to adjust the portal as you like as 
a service provider or if you don’t like the portal at all, you can 
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build customized portal and use the required Management 
Service APIs. The provider portal allows the WAP 
administrator to design the WAP infrastructure to define plans 
that is assigned to an end user [34]. 

Windows instances are accessed through remote desktop to 
clients via public or private IP address, the password is 
encrypted and portal can be accessed through secure browser 
by using https.  The server with same specifications as for 
OpenStak was used. 

In windows azure virtual machines can be create, delete or 
re-create on demand and these virtual machines can be access 
just like physical server. To create virtual machine virtual hard 
disks (.vhdx files) are used. This supports image and disk 
categories of virtual hard disk. To create a virtual machine 
from image the following procedure can be used: 

 Use Azure portal to make a virtual machine from image. 

 Build and store a. vhdx file that comprises an image to 
WinAzure portal which is used to make a virtual 
machine. 

Windows Azure gives particular arrangements of central 
processing unit (CPU) cores and memory for IaaS virtual 
machines. To create a virtual machine, select a particular size 
available from list however the size can be altered after 
deployment. The extreme size of a working disk can be 127 
GB. When an OS disk is generated in Windows Azure three 
replicas of the disk are made for high availability. 

Virtual machine storage: In Windows Azure a virtual 
machine is generated from an image or a disk. These virtual 
machines run one or various data disks installed operating 
system. All images are generated from virtual hard disk (. 
vhdx) which are stored in the form of blobs in in Windows 
Azure storage account. 

Virtual machine network: The virtual machine systems 
are committed to virtual machine LAN activity. A virtual 
machine network can be two or more 1 GbE networks have 
been made through NIC Teaming. 

IV. BENCHMARKS AND IMPLEMENTATION 

The best approach to study the performance of specific 
system is to run the actual workload on the hardware platform 
and analyze its results. However, in certain scenarios, this 
method is not feasible. In such situations, analysts prefer to use 
typical benchmark results. Benchmarking is the basic 
technique for determining the performance of a real machine. 
Benchmarking mentions to running a set of typical programs 
on different workstations, networks and evaluating the results. 
Benchmark outcomes are used to analyze the performance of a 
particular system on agreed workload. Normally, comparative 
study of products depends upon benchmarks. They are used 
similar to monitoring and analysis software. System vendors, 
developers, and customers run benchmarks to identify 
performance problems of new systems. 

In this research work, our concern was time and rate 
efficient evaluation of a particular cloud platform, as 
organizations and individuals usually do not want to spend too 

much time and money on such concerns. We have chosen 
those benchmarks and platforms that strengthen this viewpoint. 

Our focus was on actual hardware components for such as 
CPU, memory, disk, and network etc. Cloud providers are 
required to provide clear information such metrics. 

A. Cloud Plateform Selection 

OpenStack cloud was our first choice due to the fact that it 
is mostly used in both industry and academia and it offers wide 
variety of service. The second choice was Microsoft windows 
Azure cloud, a new competitor in the IaaS platform, Microsoft 
traditional grip of the enterprise marketplace makes them a 
rational selection for various industries. In this research all 
VMs use the same version of Windows Server 2012 R2 64-bit 
operating system to reduce uncertainty and all instances on the 
particular platforms for the Windows instances. Furthermore, 
the chosen instance sizes and types are provided in Table III. 

TABLE III. OPENSTACK AND WINAZUR MACHINE INSTANCES AND 

RESOURCES 

VM Type Resources (Same for both clouds) 

OpenSatck WinAzur VCPUS RAM (MB) Disk (GB) 

m1.tiny Micro 1 1024 20 

m1.small Mini 1 2048 20 

m1.medium 
     

Medium  
2 4096 40 

m1.large High  4 8192 80 

B. Benchmarks Selection for Performance Evaluation 

In Cloud computing different applications have different 
hardware requirements. Our focus was to select those 
benchmarks that can evaluate cloud system resources like 
CPU, memory performance, storage and network. These 
parameters are appropriate to measure system’s performance 
and the set of chosen benchmarks are applicable for an 
extensive mainstream of applications. We selected freely 
available and commonly used benchmarks which offer 
transparency, availability, and efficiency.  Authors of [35] 
discussed a distributed testing model. 

CPU performance: CPU performance is determined by 
two renowned parameters i.e.  MIPS (Million Instructions Per 
Second) and FLOPS (Floating Point Operations Per Second). 
MIPS unit is tough to compare between CPU architectures, and 
workloads. CPU performance is discussed in [36]. 

Integer and Floating Point are computing intensive 
calculations.  Integer data contains complete numbers, text and 
other similar items. But Floating Point Unit (FPU) procedures 
are further complex than integer. Examples of applications 
building a full usage of FPU are worksheets, graphical theory 
applications, games, and subsequently. Therefore, to achieve 
best performance processors required to perform the process of 
integer and FPU as fast as likely. 

FLOPS are normally used to analyze the performance of a 
processor. A FLOPS simply determines floating point 
calculations and not integer operations. Therefore, FLOPS can 
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exactly calculate a processor floating point unit (FPU). In order 
to exactly measure the processing capabilities of a CPU, 
different types of tests needs to be run. For our analysis w.r.t. 
CPU performance, we used FLOPS, Integer and floating point. 

For FLOPS, we selected LINPACK benchmark, a tool for 
performing numerical linear algebra.  In this specific test we 
used LINPACK version developed by the Intel Corporation, 
which is open-source but with a closed source front-end called 
IntelBurnTest which is commonly used in overclocking circles. 

To determine the performance of integer and floating point 
unit, Geekbench benchmark tool was chosen which is 
designed to work on different platform and it is used on Linux, 
Windows and Solaris. 

Memory Performance: The metrics used for determining 
system performance in terms of memory are pretty simpler 
than CPU metrics as the memory system is debatably a simpler 
component than the CPU. RAMspeed and STREAM are 
renowned and most commonly used tools for benchmarking 
cloud performance w.r.t. memory. 

Disk performance: The metrics used for calculating disk 
bandwidth are less complex and we are more anxious how 
rapidly the disk can read and write blocks of data to and from 
the hard drive. IOzone is a filesystem benchmark tool that is 
useful for performing an extensive file system analysis of a 
computer system. It allows number of options to be set as well 
as it contains a throughput choice in which you are required to 
mention limited parameters. We used IOzone method for quick 
evaluation of system’s performance. 

Network performance: The performance of network is 
decreased as a result of large VM working on the same 
machines. A large amount of data is communicated when a 
large number of machines use the network at the same time. A 
cloud platform needs fast network equipment and links in order 
to provide best performance. Bandwidth, latency, packet loss 
and jitter are interesting parameters concerning the network of 
a cloud provider. In this research we tried to evaluate the 
internal bandwidth of cloud providers by setting up instances 
within the same area and running network experiments 
between them. In order to determine the performance, we used 
Ipref tool which works as clinet-server model. Iperf, software 
for network analysis, can generate TCP and UDP data streams 
and calculate throughput of the network. It permits the user to 
set different parameters for analysis the network but more 
significantly one can assess bandwidth, jitter and throughput 
easily by modifying just a few of the typical configuration 
useful for quick evaluation. 

V. RESULTS AND DISCUSSION 

This section provides performance results of two clouds by 
using benchmarks described earlier. During experiments, it was 
ensured that no customer applications were in operation 
concurrently with the benchmarking applications on the 
experimental VMs. The only running processes were those 
which were essential for operating system to work itself at boot 
time. The subsequent sub-sections provide results with respect 
to performance of CPU, memory, disk and network. 

A. CPU Performnace 

To measure the performances of the CPU, we used 
Geekbench and LINPACK tools. We used one Windows 
instance initially at a time to perform the performance tests on 
the cloud. The launched instances were running at 100% of 
CPU usage. The workload of Geekbench is divided into Integer 
Performance and Floating point performance. These workload 
measure the performance by performing intensive tasks related 
to processor that use heavily integer and floating-point 
instructions. High score lead to better overall performance. 
Floating point measures are important, for example in video 
games. 

The benchmark conducted using the program IntelBurnTest 
with a matrix size of the Standard 512MB on m1. tiny and 
MicroVM instances while rest of the instances with standard 
1024 MB, this test run 10 times on every machine being the 
default configuration. The complete outcomes of the test are 
shown in Tables IV, V and Fig. 1 to 3. The data using 
LINPACK benchmark shows Windows Azure gradually 
outperforms OpenStack (Fig. 1 to 3). OpenStack tiny & small 
instance outperforms Windows azure but Windows Azure 
medium & high instance outperforms OpenStack. The 
performance of windows Azure is a bit better than OpenStack 
in large instance. 

The results shown in Fig. 1 are taken by using LINPACK 
tool while that shown in Fig. 2 and 3 are obtained by using 
Geekbench tool. Windows Azure performance in integer is 
some better than OpenStack. In integer all instances of 
Windows Azure outperform to all instance of OpenStack in 
single core as well as multicore integer. 

TABLE IV. OPENSTACK CPU PERFORMANCE BY INSTANCE TYPE 

LINPACK  

(in GLOPS) 

Geekbench 

(Single Core/Multicore) 

 
Min 

 

Max 

 
Average Integer  Floating  

m1.tiny 8.99 9.45 9.15 2068/2065 1953/1939 

m1.small 9.44 9.67 9.61 2079/2052 1941/1955 

m1.medium 16.02 18.00 17.50 1969/3824 1786/3529 

m1.large 35.17 35.82 35.46 1996/7015 1842/7027 

TABLE V. WINAZURE MEMORY PERFORMANCE BY INSTANCE TYPE 

LINPACK  

(in GLOPS) 

Geekbench 

(Single Core/Multicore) 

 
Min 

 

Max 

 
Average Integer  Floating  

m1.tiny 8.79 9.24 9.04 2076 /2074 
1971/ 
1935 

m1.small 9.21 9.64 9.48 2081/2091 1925/1969 

m1.medium 18.75 18.97 18.88 2028/3827 1931/3861 

m1.large 33.25 36.57 35.47 2000/7058 1857/6603 
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Fig. 1. CPU Performance Comparison (GFLOPS). 

 

Fig. 2. CPU Performance Comparison (Integer). 

 

Fig. 3. CPU Performance Comparison (Floating Point). 

This data shows two opinions of interest. The primary is 
that OpenStack gradually outperforms Windows Azure while 
Azure performance in floating Point is a bit better than 
OpenStack. In floating point, CPU performance for single core 
instance of Windows Azure is better, while in multicore 
OpenStack tiny and large instances perform better than that of 
windows Azure micro and high instances. Moreover, windows 
Azure in mini and medium instances outperforms in small and 
medium instances of OpenStack. Why this is so, is difficult to 

say without more information about the particular datacenters. 
Moreover, both platforms scale in a way constant with the 
Cloud provider’s assurance in terms of CPU capacity. 
OpenStack for instance state that their tiny, small, medium and 
large instances each provide 1, 2 and 4 cores. In other way the 
CPU performance is almost twice every time the instance type 
is increased by a step. Microsoft states similar kind of facts 
about their platform. In summary, though both perform almost 
at the same level, but OpenStack, being feely available, seems 
to be a better option. 

B. Memory Performance 

We used RAMspeed and STREAM benchmark for 
memory performance. The performance of memory measured 
RAMspeed by using integer and floating point numbers. The 
purpose for using Integer and floating point is that it has to 
provide a lower limit on the memory performance as integer 
procedures are usually faster. Moreover, most of the 
mainstream applications use both integer and floating point 
numbers in which the floating point memory procedures be the 
bottleneck as far as memory goes. 

The memory performance benchmark based on a 
bandwidth assessment as this is differentiates among System 
memories categories. Stream is memory benchmark that efforts 
to make best use of memory bandwidth, it is severely load the 
memory without using appropriate pressure on the CPU. 

The command to measure memory performance using 
Integer with RAMspeed is >ramspeed-win32 -b 3 –l 50 while 
the command to measure memory performance using Floating 
Point RAMspeed is >ramspeed-win32 -b 6 –l 50. 

TABLE VI. OPENSTACK MEMORY PERFORMANCE BY INSTANCE TYPE 

RAMspeed (MB/s) 
STREAM 

(MB/s) 

 
Integer 

(Average) 

Floating Point 

(Average) 
Average 

m1. Tiny 7800.54 8417.12 8871.57 

m1. Small 7828.22 8534.52 8968.45 

m1. Medium 7693.76 8381.93 9282.34 

m1. Large 7850.23 
8437.52 

 
9474.77 

TABLE VII. WINAZURE MEMORY PERFORMANCE BY INSTANCE TYPE 

RAMspeed (MB/s) 
STREAM 

(MB/s) 

 
Integer 

(Average) 

Floating point 

(Average) 
Average 

Micro VM 7953.15 8576.95 9084.63 

Mini VM 7691.57 8463.91 9274.47 

MediumVM 7806.88 8502.19 9303.10 

High VM 7654.17 8337.48 9498.42 
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The parameter -b is for bandwidth, 3 for Integer memory 
and 6 for Float memory, -l for length of benchmark we use 50 
test and take average of them. The outcomes obtained by 
running RAMspeed and STREAM for both clouds are 
provided in Tables VI, VII and Fig. 4 and 5. 

In RAMspeed integer performance in windows Azure’s 
micro and medium instances performance is better than 
OpenStack’s tiny and medium instances but OpenStack small 
and high instance performance is better than windows Azure 
mini and high instance (Fig. 4). 

In STREAM benchmark windows Azure’s all instance 
performance is better than OpenStack all instances (Fig. 5). 
Windows Azure memory performance is much better than in 
OpenStack in terms of raw performance. Moreover, OpenStack 
shows a much less diverse performance than Windows Azure. 
In any case which metric worth most, consistent, or high 
performance based on application and condition. If 
experiments are run for a certain application and the outcomes 
show high difference but also that the real performance did not 
below the minimum definite point for the application to 
function correctly, then difference in the situation is not a 
problem. Difference only develops a problem if it differs with 
goes below that definite point. You need to choose in the event 
that lowest value that has most prominent impact on your 
application and select from subsequently. Finally, these values 
confirm that there is a lack of performance segregation in the 
cloud today. 

 

Fig. 4. Memory Performance Comparison using RAM Speed. 

 

Fig. 5. Memory Performance Comparison using STREAM. 

C. Disk Performnace 

Disk performance test is conducted on machines installed 
Windows operating system, the NTFS files system is used for 
benchmarking on the local drives. The theme of these tests is to 
calculate the time it proceeds and access data on the disk. We 
are interested in the entire sequence from main memory to disk 
and the other way from disk to main memory. In simple words 
we required the throughput speed. The software needs to know 
how many threads to use for the throughput test which was 
provided to it by initial testing the number of threads the CPU 
supports. The outcome obtained by using IOzone in throughput 
approach with some custom configuration indicating that we 
are concerned in sequential and random read and write speeds. 

>iozone -i 0 -i 1 -i 2 -t 2 

The 0=write/rewrite, 1= read/re-read, 2= random-read/write 
where -t flag indicate how many threads to use for the 
throughput test. We use 2 processes for throughput test 
conducted with each process writes a 512 Kbyte file in 4 Kbyte 
records and we take maximum throughput of per process in 
this benchmark. 

The both provider’s information similar variance and the 
typical performance on both platforms are very similar as given 
in Tables VIII, IX and Fig. 6 and 7. 

Read, Random read, Write and Random write of 
OpenStack Tiny, medium and large instance is better than 
Windows Azure Macro, medium and high instance while Read, 
Random read, Write and Random write performance of 
Windows Azure mini instance is better than OpenStack small 
instance. 

TABLE VIII. OPENSTACK DISK PERFORMANCE BY INSTANCE TYPE 

OpenStack (MB/s) 

 Read  
Random 

Read  
Write ( 

Random 

Write  

m1.tiny 1232.9069 906.4013386 499.1360657 565.56233 

m1.small 1121.3244 776.882588 482.415376 450.896899 

m1.medium 1161.6355 912.997511 476.58721 552.165469 

m1.large 1147.2248 857.01604 398.637235 542.050332 

TABLE IX. WINAZURE DISK PERFORMANCE BY INSTANCE TYPE 

Windows Azure (MB/s) 

 Read  
Random 

Read  
Write  

Random 

Write  

Micro VM 1114.5448 853.210084 410.188796 464.690696 

Mini VM 1140.5033 801.040145 527.86001 476.136834 

MediumVM 1056.6933 867.744188 418.355458 463.863948 

High VM 1082.3363 775.825894 338.068539 486.090585 
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Fig. 6. Disk Read Performance Comparison. 

 
Fig. 7. Disk Write Performance Comparison. 

This data provides several facts received from IOzone test. 
The benchmark provides extremely high speeds information. 
We notice few causes about disk performance. In virtual 
machine we have not control over several caches. It might be 
fine that caching inside the disks or other buffers change these 
figures. If this happening, then there is a needs to run the 
throughput experiment once again using a file size that is 
greater than the amount of free memory. That will effect on the 
time and these tests may take more than reasonable time. 

The primary hardware consumes RAM drive as a buffer to 
the local hard drive which can make common sense if the 
actual hard drive is not located jointly with the other hardware 
holding the application. This is the reality that memory is very 
costly than hard disk. But alternatively if the primary hardware 
reports free memory space it uses as disk cache between other 
things. The random operations are approximately similarly fast 
as the sequential operations. 

The change among the same tasks on different instance 
hosted by the same cloud provider is vast. We can simply 
describe it by conflict of resources among tenants unspecified 
that disk operations are particularly liable to suffer from. 
Finally, we observe that the systems design appears to be 
relatively similar between OpenStack and Windows Azure. 

D. Network Performnace 

In network performance test, we take single instances on 
each platform. UDP was used in order to gather information on 
packet loss, TCP was used to measure bandwidth and jitter. For 
network performance comparison of both clouds, we consider 
three network parameters, i.e. network bandwidth (it refers to 
the volume of information that can be transferred over 
a network in a certain amount of time, typically stated in bps), 
jitter (difference in the latency on a packet flow among two 
systems, when some packets take more time as compared to 
others to transfer), and throughput (the average rate of 
successful message delivery over a communication channel). 
The outcomes are shown in Tables X, XI and Fig. 8 to 10. The 
important fact is that OpenStack network points out greater 
bandwidth statistics. Microsoft Azure internal network 
underperforms than OpenStack, though not much low. We run 
Iperf Server on main machines while run Iperf client on virtual 
Machine in LAN. We observed that network performance of 
OpenStack is slightly better than WinAzure. Authors of [37] 
discussed network simulation resources. 

To measure network bandwidth (Fig. 8) and jitter (Fig. 9) 
start Iperf on server in server mode with these parameters 

>iperf -s -u -P 0 -i 1 -p 5001 -f m 

and on client side run this command  

>iperf -c <Server ip address> -u -b 100m 

Here, -b selection is used to identify the bandwidth to use. 
Normally Iperf UDP usage 1Mbps we suggest usage complete 
offered bandwidth to get an idea. 

TABLE X. OPENSTACK NETWORK PERFORMANCE BY INSTANCE TYPE 

 
Bandwidth 

(Mbit/s) 
Jitter (ms) 

Throughput 

(Mbits/s) 

m1. tiny 95.1 0.637 69.8 

m1. small 95.2 0.627 72.3 

m1.medium 95.2 0.613 74.8 

m1. large 95.4 0.608 92.1 

TABLE XI. WINAZURE NETWORK PERFORMANCE BY INSTANCE TYPE 

Windows Azure 

 
Bandwidth 

(Mbit/s) 
Jitter (ms) 

Throughput 

(Mbits/s) 

Micro VM 95 0.648 68.4 

Mini VM 95.1 0.639 70.2 

MediumVM 95.2 0.624 72.8 

Hi+gh VM 95.2 0.614 89.4 
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Fig. 8. Network Bandwidth Performance Comparison. 

 
Fig. 9. Network Jitter Performance Comparison. 

 

Fig. 10. Network Throughput Performance Comparison. 

To measure network throughput (Fig. 10) Iperf on server in 
server mode with these parameters  

>iperf -s -P 0 -i 1 -p 5001 -f m 

on client side run this command  

>iperf -c <Server ip address> -P 20 

Where P indicates maximum Parallel TCP connections (20 
in this case) to measure throughput of LAN. 

In output screen we get 20 different ports on the client is 
linked to the default 5001 port with the server. Every link has 
different transfer rate and finally we receive sum of throughput 
in Mbits/s. 

E. Overall Summary of Results 

Table XII presents overall picture of performance 
comparison of two considered cloud platforms w.r.t. CPU, 
memory, disk and network tested on related benchmarking 
applications. 

Microsoft’s Azure platform performs better in terms of 
CPU-integer Speed on single as well as multi core as compared 
to OpenStack, whereas in CPU-Floating point regrading single 
core, though Windows Azure is fractionally better as compared 
to OpenStack under macro, medium and high instances but its 
performance is comparatively less under small instance. 
Considering Floating Point speed with multicore, OpenStack 
performs a bit better. Overall, Windows Azure in term of CPU 
performance is marginally better than that of OpenStack when 
tested through Geekbench benchmark, whereas when checked 
with LINPACK benchmark, OpenStack’s performance is better 
under tiny and small instances. In Table XII, WA is used for 
Windows Azur, OS for OpenSatck, SC for single core, MC is 
used for multicore, B for bandwidth and T is used for 
throughput. 

In term of memory performance, Windows Azure performs 
better under all instances when tested with Stream benchmark. 
With RAMspeed benchmark, the integer and floating Point 
memory performance of  windows Azure is more under 
tiny/macro and medium instances while under  of small/mini 
and large/high instances, OpenStack turns out to be better. 

With respect to disk Performance in terms of read, random 
read, write and random write operations, OpenStack is better 
than Windows Azure under all instances except small one. 

OpenStack outperforms Windows Azure in network wise 
performance in terms of Bandwidth, jitter and throughput. 

In summary, the performance of both clouds is almost same 
but OpenStack is somehow better option keeping in view its 
cost as well as network performance. 
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TABLE XII. OVERALL SUMMARY OF RESULTS 

Performanc

e 

Parameters 

CPU Memory (speed in MB/s) Disk Performance (MB/s) Network 

Benchmark Geekbench 
LINPAC

K 
RAMspeed 

STREA

M 

IOzone 

 
Iperf 

Instance 

Integer 
Floating 

point GFLOPS 

(Avg) 

Intege

r 

Avg 

FP 

Av

g  

Avg 
Rea

d 

Rando

m  

Read 

Writ

e  

 

Rando

m write  

B 

 

(Mbs

) 

Jitte

r  

(ms) 

T 

 

(Mbs

) SC 
M

C 
SC 

M

C 

Tiny/Macro 
W
A 

W
A 

W
A 

OS OS WA WA WA WA WA WA WA OS OS OS 

Small/Mini 
W

A 

W

A 
OS OS OS OS OS WA WA WA WA WA OS OS OS 

Medium 
W
A 

W
A 

W
A 

W
A 

WA WA WA WA OS OS OS OS OS    OS    OS    

Large/High 

 

W

A 

W

A 

W

A 
OS  WA OS OS WA OS OS OS OS OS OS OS 

VI. CONCLUSION 

This work explored the performance of two real clouds, 
namely OpenStack and windows Azure by setting up real time 
configuration by research team. Performance is one of the 
major concerns for customers; therefore, we concentrated on 
observing the performance of major cloud resources like CPU, 
memory, disk and network using suitable benchmarks for each. 
These techniques are used to find the issues where the cloud’s 
performance depends on installed software. This research is 
implemented in a cloud platform where environment load is 
usually challenging to identify and uncontrollable. The 
Performance is decreased due to virtual machines hosted on a 
same physical server running resource-intensive tasks. The 
performance is decreased in CPU and memory slightly due to 
intensive task assignment but the difference is more in disk and 
network intensive task assignment. 

We evaluated cloud computing resources from customer’s 
perspectives as well. We tested performance of OpenStack and 
Microsoft Windows Azure with the help of popular 
benchmarking tools which are open source and freely available 
over internet. In some instances, OpenStack performance is 
more than Windows Azure and vice versa. Overall the 
performance of Windows Azure and OpenStack cloud is 
almost same but at some point windows Azure performance is 
slightly better than OpenStack cloudbut the network 
performance of OpenStack is much better than Windows 
Azure. However, in our opinion, OpenStack, being freely 
available, requiring less infrastructure deployment, less power 
consumption and incurring less licensing cost is better option. 

As a future work, elastic cloud resource management in 
real cloud environment is good choice for performance 
analysis of OpenStack and Windows Azure. Authors of [38] 
provided some hints in this respect. 

Virtual machine and network isolation is also very hot issue 
in the performance of cloud, as a number of machines are using 

the same hard drive and network which may impact on 
performance of a cloud. When many users transfer data these 
resources are over utilized as a result of performance cloud. 

The cloud evaluation is examined on single organization, 
more research and analysis of varying sizes organizations and 
in different industries is required to observe its overall 
application. Further, more research is required on how to find 
the most suitable cloud solution for a certain organization and 
system. To support this conclusion more research for the long 
term effects on organizations of implementation for cloud 
computing is required. 
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Abstract—The context of this article is to study and propose 

solutions for the major problems of adaptive hypermedia systems. 

In fact, the works and models proposed for these systems are 

made according to the tradition of studying first theories and 

rules, then modeling and designing a system that implements 

them. As a result, adaptive hypermedia systems designed reflect 

and support only the elements and information that were studied 

during the design phase. Also, these systems require a huge 

amount of data to power their architecture in order to start 

operating. This famous problem is called “cold start” and until 

now represents a challenge. So, in this paper, we will propose an 

intelligent and flexible model inspired by human nature and that 

proposes a promising solution to these problems concerning 

hypermedia adaptive systems. 

Keywords—Adaptive hypermedia; artificial intelligence; deep 

learning; learner model; domain model; adaptation model; brain; 

neuron 

I. INTRODUCTION 

Adaptive systems have been of great importance in today's 
world, and are constantly improving by using advances in 
Internet technologies, psychology, artificial intelligence and 
education [1]. 

These adaptive systems can be defined as a learning 
management system (LMS) or even an individual learning 
platform that adapts the teaching to individual learner 
differences, such as cognitive abilities, learning styles, 
emotional states, etc. 

The adaptive hypermedia is one of the adaptive learning 
systems that has emerged in response to the earlier traditional 
learning systems based on the "one design for all" [2] and "just 
on the web" approach. Its main characteristic is to give learners 
an active role [3] in building their knowledge and skills by 
adapting all the structural, visual and contextual aspect of the 
learning process. 

To achieve these ends, three interrelated models are 
required: 

1) Learner model: describes learner characteristics such as: 

skills, knowledge, learning styles, etc. [4] 

2) Adaptation model: describes the set of construction and 

presentation rules that are responsible for constructing the 

content to be delivered to the learner. 

3) Domain Model: describes how the information content 

of the application is structured [5]. 

These three models mentioned above represent the core, the 
resources and the fundamental elements for the functioning of 
the adaptive hypermedia, these elements are first collected 
from scientific and academic works then connected and 
structured in a logical conception that we call a model. 

After studying and proposing new conceptions for each one 
of the three models, which we published in several papers [6] 
[7], we intended to start the development of our hypermedia 
adaptive. However, we first had to deal with two major 
problems, which are: conceptual flexibility and cold start. 

As the days go by, scientific research brings us new 
elements and relationships that influence the learning process 
and that need to be added manually and then applied by our 
adaptive hypermedia system. Unfortunately, and as known, 
such frequent conceptual changes are often costly in terms of 
performance and time and risky in terms of data integrity. 

Also, the works and references that form the basis of our 
models may not be fully applicable and depend on the context. 

Concerning the "cold start" problem, the main challenge 
has always been how to collect data about learners without 
disturbing them with questionnaires, especially in the early 
interactions with the system when learners can lose motivation 
and get bored if we welcome them with pre-tests and quizzes. 

To overcome these problems, we drew inspiration from 
human nature (the learner) itself. And we propose for adaptive 
hypermedia a scalable and flexible system that mimics human 
complexity with the ability to learn and make decisions 
automatically. 

II. INSPIRATION AND PROJECTION 

At the early stage of our reflection, we thought of a smart 
model that learns and automatically makes decisions. In fact, 
that kind of model looks similar to the work done on artificial 
intelligence and deep learning. But we did not take that path 
and we just observed ourselves and thought deeply about 
human nature, which is very complex in itself. 
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A. Inspiration 

We; as humans; all our memories, experiences, abilities, 
and knowledge are managed mainly by our brain. 

The human brain is very organized; it is composed of 
several parts that each has specific roles while being 
complementary to each other. 

This complementarity is done by neurons. In fact the total 
number of neurons was estimated at 85 billion [8], but recent 
studies [9] estimated a total of 105 billion neurons in the 
human cerebellum alone [10]. 

In Fig. 1, we show the internal composition of a neuron 

and how the communication between different neurons is done. 
In fact, each neuron has a cell body, dendrites and an axon. The 
communication between two neurons is done by chemical and 
electrical processes, the electrical nerve messages that arrive at 
the end of the nerves are found in a neuron, and trigger a 
secretion of chemical molecules that will deposit on the next 
neuron, where they will be translated again into an electrical 
message in the other neuron [11]. 

Finally, neurons have the ability to learn and depending on 
the type of learning, the connections between the neurons 
involved are either “significant or stronger” or “less and 
weaker” (as shown in Fig. 2). 

 
Fig. 1. The Different Elements of a Neuron and how the Communication is Done [11]. 

 

Fig. 2. Neurons before and after Learning [12]. 
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B. Projection 

The above was just some definitions and explanations of 
how the humain brain work, let's now do a Reformulation of 
this complexity while making a projection on our field of 
research. 

Since each neuron represents an information, we will 
follow the same logic considering that any element of our 
system will play the role of a neuron. This element refers to 
concrete and unique information within our system and will be 
defined as a couplet (element name, element value). 

Concerning the communication between the neurons, we 
will implement it as logical and reflexive relationships between 
the elements, where they can play both the role of inputs (like 
neuron dendrites) or outputs (like neuron axons) for these 
relations. 

Finally, and as we mentioned earlier concerning the 
learning ability of neurons, we thought of a coefficient 
mechanism that will indicate the strength of connections and 
relationships between elements. 

III. PROPOSITION 

In the following and as shown in Fig. 3, we will present our 
intelligent model based on the projection discussed above and 
designed with UML2 class diagram. 

We will first present the different components and 
relationships of our model, then we will explain the constraints 
and rules necessary for its operation and finally we will detail 

how to implement them while presenting the main use case and 
a future extension of our model once it is in action. 

A. Components and Relations 

Our model is composed of three classes, which are: 

 'Element': this class represents an information within 
our system and it is characterized by a unique identifier, 
name, value and a description. The identifier [id 
property] will uniquely reference this information. Also, 
each instance of the element class can simultaneously 
play many „input‟ and „output‟ roles in different 
relations. 

 'Relation': This class is characterized by a unique 
identifier, name, rule and a date. The rule property 
defines the actions and operations to be performed for 
all the results of this relation, the allowed values are: 
{Update, Delete and no Action}. Also, each instance of 
the Relation class can have one or more Result, and an 
instance of result class concerns one and only one 
Relation. 

 'Result': this class is characterized by a unique 
identifier, coefficient, state and a date. The coefficient 
property;which is an integer value; varies from 1 to ∞ 
depending on the number of times that the system has 
approved this result. Finally the state property; which is 
a string value; describes the state of this relationship. 
The allowed values are: {current, historic}. 

 

Fig. 3. Class Diagram of Our Proposed System. 
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B. Constraints and Rules 

All the constraints and rules that we will explain are 
developed to ensure the uniqueness of some components of our 
model. 

 The first rule concerns the uniqueness of the element, 
i.e. it is impossible to have two elements with the same 
identifier. 

 The second rule concerns the uniqueness of a relation, 
which is defined by its name and an ordered and distinct 
list of its inputs. This rule will make it impossible and 
forbidden to have two relations that have the same 
names and the same Inputs. In Fig. 4, we present a 
concrete explanation of this rule where we have a 
'Relation: {r1}', which has "define" as a name and two 
inputs elements e1 and e2. By involving the constraint 
cited above the 'Relation: {r4}' can not be created and 
the system will consider it as a 'Relation: {r1}' 

 The third rule concerns the uniqueness of a Result, 
which is defined by its relation name and an ordered 
and distinct list of its outputs. This rule will make it 
impossible and forbidden to have two Results that have 
the same Relation and the same Inputs. In Fig. 5, we 
present a concrete explanation of this rule; Whenever 
the system approves an existing Result, it will be 
translated by incrementing the coefficient of the 
„Result: {res1}' instead of creating a new „Result: 
{res3}'. 

 

Fig. 4. Diagram Expressing the Constraint of the Relation Identifier. 

 

Fig. 5. Diagram Expressing the Constraint of the Result Identifier. 

C. Implentation Rules 

The major difficulty in expressing the rules explained 
above is summarized in how to ensure the uniqueness of an 
element, a relation and a result? 

In fact, we used the relational data logic model (MLD-R) 
for this purpose and we worked on algorithms that will ensure 
the generation of the primary keys. 

In the following, we will present for each rule the 
mechanism of generation of its identifier. 

 Concerning the uniqueness of the element, the identifier 
will equal to a string of characters composed of the 
element name concatenated with its value. Element 
Identifier = Element name + Element value 

 Regarding the uniqueness of the relation, the identifier 
will equal to a string of characters composed of the 
Relation name concatenated with a sorted and distinct 
sequence of the input element identifiers. 

Relation Identifier = Relation name + Element1 
Identifier+ Element2 Identifier+…+ ElementN Identifier 

We added {ordered} and {distinct} constraints to the list of 
input element in the class diagram (Fig. 3) to ensure that we 
will not have in any case, two Relations that have the same 
name and the same list of input element and also to prevent the 
same element to play multiple input roles for the same relation. 

Also, at the moment when the system approves or triggers a 
Relation, our system will first generate the identifier dedicated 
to this Relation. Then, from this generated identifier, the 
system will look for this relation, and following the result of 
this query our system will decide either to create a new relation 
or just use the existing one. 

 Concerning the uniqueness of the Result, the identifier 
will equal to a string of characters composed of the 
Relation identifier concatenated with a sorted and 
distinct sequence of the outputs elements identifiers. 

Result Identifier = Relation Identifier + Element1 
Identifier+ Element2 Identifier+…+ ElementN Identifier 

We added {ordered} and {distinct} constraints to the list of 
output element in the class diagram (Fig. 3) for the same 
purpose explained above. 

Also, when the system approves or triggers a Result, our 
system will first generate the identifier dedicated to this Result. 
Then from this generated identifier, the system will check if we 
already have a Result with this identifier, and following this 
query our system will either decide to create a new Result and 
initialize its coefficient to 1 or just use the existing Result 
while incrementing its coefficient. 

D. Main Use Case and Future Extension 

Before discussing the main use case, we will first show the 
location of our intelligent model within the global architecture 
of adaptive hypermedia. 

In order to do that, we show in Fig. 6 the global 
architecture proposed by the Munich reference model [13], 
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which consists mainly of three models (user / learner, domain 
and adaptation model). 

Unlike this architecture proposed by Munich, we will 
introduce our intelligent model while keeping the same 
architecture composed of the three models. 

 
Fig. 6. Munich‟s Architecture of Adaptive Hypermedia Applications [13]. 

 
Fig. 7. Explanatory Diagram of the Two Phases of Our Intelligent Model 

within the Adaptive Hypermedia. 

In fact, we have planned two phases for our system: 

The first is the learning phase of our intelligent model, 
during this phase the adaptive hypermedia is based primarily 
on the three models while our intelligent model is simply 
observing and learning by defining and connecting the 
different elements of these three models (Fig. 7). In fact, we 
imagine our proposed model as a baby that needs to be 
educated first, and over time it will begin to apply what it has 
learned. 

The second phase represents the final phase where our 
intelligent model takes a step forward and becomes the main 
model that drives the adaptive hypermedia while the three 
models become secondary (Fig. 7) and considered as its 
support. 

Moreover, the mechanism of the coefficients that we have 
implemented in our system was made to imitate the 
consciousness and the subconsciousness of the human being. 

So, whenever we force our system to trigger a result or 
supply it with data, the system is considered to be in a 
consciousness mode while the subconsciousness mode is 
reserved for autonomous decisions and behaviour made by our 
system. 

Regarding the problem of cold start, we thought from the 
beginning to reorient the main challenge of “how to collect 
data on learners without disturbing them with questionnaires?” 
to “how to make decisions using the minimum of data?” 

Indeed, from all the previous explanations, we can clearly 
see that our system forms a network of connected elements that 
continues to grow while having full flexibility in terms of 
structure and depth. 

As a result, the bigger it grows, the less input data is 
required to make decisions. 

Finally, we thought of a future extension of our model. This 
extension will be based on our current model to generate a 
network of abstract elements. By abstract element we refer to 
the definition or Meta data of the element. 

This extension will present all our global rules and theories 
established which are based on the experiences learned by our 
system. 

IV. CONCLUSION AND PRESPECTIVES 

Our intelligent system will operate side-by-side with 
existing models within the hypermedia adaptive systems while 
enabling existing ones to become more dynamic and flexible 
by overcoming the two main conceptual flexibility and cold-
start issues. 

Also, the extension of the scope of our intelligent model is 
still at the theoretical phase, therefore we intend to work on its 
implementation in order to have a unique and independent 
model that can replace all other models on which adaptive 
hypermedia is based. 

Finally, we plan in our next work to develop the global 
architecture of our adaptive hypermedia by linking all our 
proposed published models (learner model, adaptation model, 
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domain model and our proposed intelligent model) and then 
develop and test our system, which is the final goal of our 
research. 
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Abstract—One of the main challenges in cloud computing is to 

cope up with the selection of efficient resources in terms of cost. 

There are various cloud computing service providers which 

dynamically provide resources to the customers through different 

pricing policies. Based on the different APIs and pricing policies 

of the service providers, it becomes difficult for the customers to 

select the best service provider in terms of cost. In some cases, if 

the usage of the resources provided by a datacenter exceeds 

certain limit, then the providers cannot offer more resources to 

the customers as new VMs cannot be created. Hence, even if the 

customer chooses the best provider based on the least cost 

parameter, still there is no guarantee that the provider allocates 

complete resources to the customer. For this reason, I present 

system architecture that selects the best service provider based on 

the customer requirements mainly the cost. The proposed 

architecture also performs resource management by 

automatically providing new VMs from the available service 

providers in the inter cloud. The proposed system is based on five 

clouds i.e. Amazon EC2, Cloudsigma, Google, GoGrid, and 

Windows Azure. An interface is designed for obtaining the user 

requirements. These user requirements are matched with the 

design database of five cloud providers and based on the matched 

values; the catalog of optimal costs for each particular cloud is 

shown to the user. Then Cost Aware Resource Selection 

algorithm is run for determining the lowest optimal cost for 

Instance based approach and Quantity based approach. The 

algorithm tackles two domains of clouds for the algorithm i.e. 

Single Cloud and Multi Cloud. 

Keywords—Cloud computing; pay-as-you-go; infrastructure as 

a service; cost aware resource selection; virtual machines; 

hypervisor; instance based approach; quantity based approach; 

single cloud; multi cloud 

I. INTRODUCTION 

A. Overview of Cloud Computing 

Cloud computing is an emerging paradigm which provides 
the computing services as fifth utility [1]. Cloud computing 
provides the resources on pay as you go basis which gives new 
perspective and identity to the cloud business. 

Clients and system administrators can deploy their 
applications and web services through the allocation of 
resources by cloud providers. They do not have to invest an 
upfront cost on Infrastructures and do not have to manage the 
resources on their own. The tasks are reduced and resources 
are all managed by the cloud providers providing the 
resources. The definition of cloud computing was represented 
by Vaquero [2] after reviewing many different other 
definitions of cloud computing: 

“Clouds are a large pool of easily usable and accessible 
virtualized resources such as hardware, development 

platforms and/or services. These resources can be dynamically 
reconfigured to adjust to a variable load (scale), allowing also 
for an optimum resource utilization. This pool of resources is 
typically exploited by a pay-per-use model in which 
guarantees are offered by the Infrastructure Provider by means 
of customized SLAs”. 

National Institute of Standards and Technology (NIST) has 
also presented the definition of Cloud computing that is easily 
understandable [3]: 

“Cloud computing is a model for enabling ubiquitous, 
convenient, on-demand network access to a shared pool of 
configurable computing resources (e.g., networks, servers, 
storage, applications, and services) that can be rapidly 
provisioned and released with minimal management effort or 
service provider interaction. This cloud model is composed of 
five essential characteristics, three service models, and four 
deployment models”. 

Service on demand, network access, elasticity, pooling of 
resources, and measured service are the five important 
characteristics present in the NIST definition of Cloud 
Computing [3]. There are deployment and service models in 
the cloud environment. The deployment models are public 
cloud, private cloud, community cloud, and hybrid cloud (the 
combination of both private and public clouds). The service 
models are SaaS (Software as a Service, PaaS (Platform as a 
Service), and IaaS (Infrastructure as a Service). Fig. 1 shows 
the service models and the deployment models in cloud 
computing. It summarizes the operation of three service 
models on the top of deployment models. 

 

Fig. 1. Service and Deployment Models in Cloud Computing (Source: [4]). 
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Cloud computing brings some features that are attractive to 
clients and can change the procedure of accessing the 
resources from clouds making it easy and convenient. The best 
feature among all features that cloud computing provides is 
usage of a service as a utility that is pay as you go model of 
accessing and using the resources, elasticity in resource 
provisioning, resource management, and having the 
infrastructure without investing on it. Broad network access is 
another feature of cloud computing that lets the clients access 
the resources from Internet [3, 5]. 

Section II provides the related work of other authors 
highlighting their limitations and strengths of my proposed 
work. Section III discusses the proposed framework and the 
underlying design. Section IV provides implementation and 
the experimentation results. Section V draws my conclusions. 

B. Cost Aware Decision System for Resource Selection in 

Clouds 

Earlier, there have been some systems presented for the 
system administrators to select resources and deploy their web 
applications and services on clouds. Decision system for 
resource selection [6] is one of such approaches. Through this 
approach the system administrators have an ease in selecting 
the best resource provider from all over the world. 

The cost aware resource selection decision system 
maintains a database of various services provided by different 
cloud providers. We take five cloud providers for our system 
on general basis; these are Amazon EC2, Google, GoGrid, 
CloudSigma, and Windows Azure. The system obtains 
requirements from the clients and then a comparison is done 
for the various services saved in the database. Based on the 
services that match the requirements and charge the lowest 
cost are selected as the pertinent cloud provider for the client. 
The best resource can be selected from two or more than two 
cloud providers. Then the computation cost among the 
modules is evaluated and a comparison is done to suggest the 
best resource to the users. 

The cost aware resource selection decision system is a 
solution to the problems that a system administrator faces 
during the resource selection that best matches their 
requirements. It is assumed that the resources of the 
applications that are needed to deploy them are already known 
to the system administrator. This research covers the main 
important factor i.e. cost. It provides the cost awareness for 
resource selection in clouds but it does not cover other 
parameters like performance and is left for further extension to 
this research. 

II. RELATED WORK 

Zhang [7] worked on providing the cloud resources on user 
demands considering the cost factor as minimum as possible. 
The focus of the research was providing the network, storage, 
and computing resources. The author managed to work on 
three layers to provide the best solution. Although the 
approach was good in providing the cheapest resource 
provider, it did not provide the complete solution of getting 
the resources after having the knowledge of the best provider. 
The users had to manage the resource selection and retrieval at 
their own. Prashant and Upendra [8] propose a cost aware 

system that optimizes the selection of virtual server that 
minimizes the cost. The researchers also focused on the 
mechanisms to reduce the time in new configurations. Their 
main focus was to remove the tradeoff between cost and time 
for cloud resources in return ignoring the solution to provide 
the best resource provider offering minimum cost. My 
proposed system is complementary to this and provides the 
best cost awareness for efficient resource selection in inter 
clouds. 

Liu and Zhang [9] presented a framework that chooses the 
resource provider based on the quality of service. The work 
comprised of discovery agents that managed the discovery of 
cloud resources using hash indexing. The whole network was 
divided into different domains to collect the Quality of Service 
information to choose the best resource provider. The focus 
was purely abstract covering the quality with the least focus 
on cost. My system removes the abstraction level, with a 
complete focus on minimizing the cost. 

A survey of cloud computing presented in [10, 11] 
highlight the architecture and key principles about the 
resource selection with high performance and minimum cost. 
These survey papers presented the service selection algorithm 
that is adaptive to different kind of environments with 
scalability and availability. The research is only limited to 
design and architecture of cloud computing for resource 
selection covering performance and cost factors at a very 
abstract level. Due to insufficient resource available at times, 
the cloud provider may not be able to provide the demanded 
resources to the clients [12]. High cost of resources to meet the 
requested services by clients has led to the pay-as-you-go 
model to avoid the fluctuations in cloud computing. Seagull 
[12] was introduced as a solution to overcome the outburst in 
cloud computing due to scarcity of resources. This technique 
focused well on overcoming the sudden outburst but did not 
provide a unified solution to provide cost awareness to the 
clients for selecting resources. 

Different cloud providers need to work on how to price the 
cloud resources requested by the clients from different 
environments [11, 13]. Enhanced ant colony system was 
introduced by Wang [13] which discussed the composition 
cost of data transfer for composing a service. A service 
selection algorithm was introduced which was able to deal 
with parallel relations between services. This algorithm only 
focused on the location of service providers and users, 
neglecting the other parameters which have a great impact on 
the cost evaluation. My system covers all the basic parameters 
to evaluate cost of the resources in an efficient way. 

Inter cloud architectures and brokering systems for cost 
efficiency proposed by Nikoley and Rajkumar [14] discuss the 
inter cloud environments that facilitate the brokering of cloud 
resources in clouds. Kingfisher [15] is a model that presented 
the cost aware elasticity of cloud resources. This system 
focused on reducing the cost of virtual servers and their 
configurations. Kingfisher removed the tradeoff between cost 
and time but did not provide the efficient solution to the users 
to select the best service based on minimum cost. My system 
presents the unified solution to this problem. Mistral [16] 
addressed the tradeoff between three parameters i.e. power, 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018  

208 | P a g e  

www.ijacsa.thesai.org  

performance, and cost. It is a framework that optimizes these 
three parameters to maximize the utility. Its focus is on 
addressing the tradeoff neglecting the parameter cost, which is 
a major factor in resource selection. Mansoor and Lakshman 
[17] proposed a resource allocation algorithm for distributed 
clouds. The objective was to allocate the resource by 
minimizing the distance between cloud providers and clients, 
optimizing the selection of servers in clouds. The performance 
of the algorithm was evaluated through simulations. As the 
proposed system was based on resource allocation, it did not 
provide a solution to the cost aware selection of resources. 
Whereas, my proposed system satisfies the solution to cost 
aware resource selection in inter clouds. 

Meikang [18] proposed a two dynamically based resource 
allocation algorithms that adjust the updated task information 
for execution. These algorithms allocate the resources to the 
clients and schedule the order of execution for tasks. The 
objective of these algorithms was to improve the performance. 
OPTIMIS [19] was proposed for dynamic provisioning of 
cloud resources. The objective of the technique was to 
optimize the life cycle of a service including its construction, 
deployment, and operation on the basis of cost and other 
factors. It aimed at providing a reliable and trustful cloud 
computing environment. Both the above techniques aimed at 
enhancing the performance and optimizing the resource 
provisioning in the cloud, but somehow neglected the cost 
awareness for resources. 

Cloud resources and data centers have been aiming at 
reducing energy consumption [20]. The technique aims at 
providing a real time service for a virtual request. Different 
schemes have been proposed to reduce energy consumptions 
and enhance the performance through simulations [16, 20]. 
Dynamic load distribution policies have been proposed by 
Kien and Jingru [21] that addresses the cost related to 
electricity and the cooling effects. Load spikes have been 
handled through different cooling strategies, a comparison 
have been done between the cost aware and cost unaware 
policies by addressing the cost saving related to electricity and 
load migration. 

Reliability Profit Assurance (RPA) algorithm [22] was 
presented to investigate the reliability of resources in 
distributed computing systems in context of operating costs 
and scheduling. To increase reliability, RPA algorithm 
introduced cost aware replication mechanism. This research 
made a first attempt to evaluate the reliability cost in 
workflows but made many gaps in the research which are 
addressed in our system. Resource selection strategy [23] is 
presented to select a host based on the minimum network 
delay. The aim of this model is to minimize the time between 
requesting and retrieving a service from cloud provider by 
selecting the host that is the closest in the network. And it 
minimizes the execution time of the tasks. The approach was 
good but it only focused on the location of the cloud provider, 
minimizing the distance between the client and provider to 
decrease the cost whereas our proposed system covers other 
necessary factors other than location for the best selection of 
cloud provider that charges the lowest cost. 

Resource scheduling and optimization is an emerging 

paradigm in the field of cloud computing [24, 25]. The 
scheduling algorithm has been introduced in the hybrid clouds 
presenting the important aspects when scheduling workflows 
[24]. The communication channels are accessed on job 
allocation and the performance of scheduling algorithms has 
been evaluated by comparing the impact of the available 
bandwidth. For scheduling purpose, the tasks are divided and 
grouped into the requested resource and data, and then are 
prioritized [25]. Resource selection is done using a priority 
formula over sequential scheduling but it does not provide the 
best resource provider that provides cost aware resources on 
user demands. Cost aware allocation of cloud resources have 
been presented by Markus and Simon [26]. In their work, 
workload forecasting model has been introduced based on 
Fourier transformation. The aim of the paper was to achieve 
efficiency of resource utilization. The work aimed at 
scheduling and improving the resource utilization but did not 
focus on the cost awareness of resource selection in inter 
clouds, which is best presented in my proposed system. HCOC 
[28] addressed which resources should be requested from the 
public cloud and merged with the private cloud to provide the 
best results within a given execution time. The aim was to 
achieve the desired result at a given execution time. The 
results were then evaluated through simulations. A delay-
constrained optimization framework [27] has been proposed 
on the basis of cost models, to minimize the cloud overhead 
and maximize the resource utilization. The total execution 
time is reduced by selecting the appropriate mapping nodes for 
the modules that have been assigned priority. 

Selection and binding of resources at an optimal cost is 
discussed [30]. The focus of the paper was to improve the 
quality of results by achieving efficiency, robustness, and 
scalability. A prototype implementation was also presented for 
the resource selection and binding component. Different 
parameters were analyzed to estimate the global energy needed 
for the development of a service or system. The types of 
energy like operating energy and embodied energy were 
discussed [29]. But the only factor in focus was –energy- 
whereas my proposed system focuses on -cost- as the main 
factor for service selection from anywhere in the world. 

Hybrid modeling [31] focuses on the complex structure of 
resource selection systems having the ability to cope up with 
the enterprise architecture. It focuses on the simulation 
techniques to decrease the involvement of stakeholders and 
third parties as compared to other techniques. But the paper 
only focused on the scheduling of the services ignoring the 
factor of cost which is deeply covered in my proposed system. 

III. PROPOSED FRAMEWORK 

In my proposed solution, I present a new cost aware 
resource selection algorithm. The user will give the input 
based on two approaches provided by the algorithm i.e. 
Instance based and Quantity based approaches. Based on these 
inputs, the algorithm will display the best cloud providers that 
charge the lowest cost for the specified services. 

A. Proposed Cost Aware Resource Selection Algorithm 

The system mainly takes input from the users based on the 
factors that influence cost. The first part of this research is to 
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find out those factors and is termed as parameters for which 
user input is obtained. My system decides the best cloud 
provider among Amazon EC2, Cloudsigma, Google, GoGrid, 
and Windows Azure, considering the given user input and 
displays the optimal costs of every cloud provider. It also 
displays the lowest cost from the list pointing out the most 
pertinent cloud provider in terms of cost. The system 
architecture of the proposed cost aware resource selection 
system is shown in Fig. 2. The system only focuses on IaaS. 

The database designed for the proposed system holds all 
the detailed information about the cloud providers. It also 
stores the user requirements in a separate table. The database 
holds the type of instances of the clouds, the number of cores 
for every particular instance, RAM (in GB), computational 
storage (in GB), standard storage, bandwidth in, bandwidth 
out, location, operating system, contract period and cost for 
every particular instance and their combinations. 

Cloud ecosystem is also integrated with the proposed 
model. Through cloud ecosystem integration services, cost 
aware resource selection algorithm can reduce up-front 
infrastructure capital and maintenance costs while also 
reducing or keeping their in-house infrastructure footprint or 
inventory under control. 

The users will be enabled to provision Windows and Linux 
operating systems. The system’s consistency will enable them 
to use the same VMs and management tools on the platform 
that they use on their premises, thus reducing the costs. 

 Virtual machines 

 Storage, backup and recovery 

 Big compute 

 
Fig. 2. System Architecture of the Proposed Cost Aware Resource Selection 

System. 

B. Detailed Design 

Cost aware resource selection system takes the user 
requirements based on the identified parameters, analyses 
them, and provides the most pertinent cloud provider in terms 
of cost. The components of the system are designed in MVC 
(Model-View-Controller) model to reduce dependencies 
among them. The MVC architecture of the system is shown in 
Fig. 3. 

 
Fig. 3. Cost Aware Resource Selection System Architecture for Model-

View- Controller. 

TABLE I. FACTORS OF USER REQUIREMENTS 

Field Description Example 

Resource (CPU, 

RAM, Storage) 

Quantity user 

requires 

CPU=  2, RAM= 

0.5, Storage= 20 

Type of Instances 

Every cloud has 
their  particular 

Instances 

t2microinstance 

No. of machines 
Number of cores 

user requires 
30 

Location 

User can select 
US_east  or 

US_west 

US_east 

Operating System 
User can select 

Linux or windows 
Linux 

Contract period 
It can be hourly, monthly, 

or yearly 
5 hours 
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IV. IMPLEMENTATION AND EXPERIMENTATION 

A. Implemenation 

Cost Aware Resource Selection system is implemented 
using Java scripting and PHP. I have implemented this 
prototype as a proof of the proposed framework. Five cloud 
providers have been considered for this research work, from 
the list of IaaS providers, that is Amazon EC2, Cloudsigma, 
Google, GoGrid, and Microsoft Windows Azure. A web 
interface is designed for the user to take the requirements as 
Input. These web pages have been designed for Single cloud 
user requirements and Mutli-cloud user requirements. 

Fig. 4 shows the Single Cloud web interface for the user to 
enter requirements. This web page has 2 options for the user 
i.e. Instance based, and Quantity based. If the User selects the 
Instance based approach, the user is asked to enter the 
requirements based on Instance type, number of instances, 
location, operating system, and contract period. The input is 
taken and is matched with the records of database under every 
particular cloud through a query. The cost of the record that 
matches the user requirements is retrieved from the database 
and then a list is displayed to the user with all the providers 
and their respected costs. Then a comparison is made between 
the costs of five cloud providers. The cost which is lowest is 
displayed to the user. 

 
Fig. 4. Single cloud web interface 

In the Quantity based approach section, the user can give 
the input based on the parameters of number of cores, RAM, 
Computational storage, contract period. The user can give the 
standard storage based on the cloud he/she selects. This input 
is taken and the logic is performed at the run time. In the 
single cloud, the user can enter the standard storage for a single 
cloud. The logic is given below: 

Amazon Ec2: Storage = 

“n” GB Cost per GB= $ 0.03 

So, Storage cost= $0.03*n 
Provider’s Cost= Amazoncost + storage cost 

Here Amazoncost is the cost that is retrieved from the 

database. Similarly, User selects a standard storage of 

Cloudsigma, Google, GoGrid, and Windows Azure. 

Cloudsigma: 

Storage =n Cost per 

GB= $ 0.13 

So, Storage cost= $0.13*n 

Cost= Sigmacost + storage 

cost Google: Storage =n 

Cost per GB= $ 0.026 

So, Storage cost= $0.026*n 

Cost= Googlecost + storage 
cost GoGrid: Storage =n 

Cost per GB= $ 0.15 

So, Storage cost= 

$0.15*n Cost= Gridcost 

+ storage cost Windows 

Azure: Storage =n Cost 

per GB= $ 0.024 

So, Storage cost= $0.024*n 

Cost= Windowscost + storage cost 

After taking the input from the user, the list with optimal 
results is displayed to the user. After displaying a list with five 
cloud providers and their respective costs, a comparison is 
done between these costs and the results are shown in 
Table IV. 

B. Algorithm Logic and Flow 

Cost aware resource selection algorithm has been split into 
two basic algorithms. One is through using the Instance based 
approach while the other is through using Quantity based 
approach. Using instance-based approach; the user provides 
the input in the form of type of instance, number of instances, 
location, operating system, and contract period. The variable 
“n” defines the number of additions to an instance. The 
maximum limit has been defined as 10. 

Optimal cost is defined as the cost of the output from the 
cloud provider’s database based on the factors like RAM (GB) 
CPU cores, computational storage, location, and the 
communication cost, computation cost, additional storage 
cost, cost of network bandwidth in and cost of network 
bandwidth out. Mathematically we can formulate as follows: 
Let Database cost= DBC, Communication cost= ComC, 
Computation cost= CtC, additional storage cost= ASC, 
Network bandwidth In Cost= NBIC, Network Bandwidth Out 
Cost= NBOC. 
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So, Optimal Cost= DBC+ComC+Ctc+ASC+NBIC+NBOC 

Algorithm 1: Cost aware resource selection algorithm 
using Instance based approach 

Input: maxIns: the number of maximum iterations for 
instances; 

Ti: type of instance; 

Ni: number of 

instances; Li: 

location; 

Osi: operating 

system; Cni: 

contract period; 

Output: C1, C2, C3, C4, C5: Costs of Amazon EC2, 
Cloudsigma, Google, GoGrid, Windows Azure 

Lc: Lowest optimal cost 

1. Lc=NULL; length=0; n=length+1; 

2. while (n<10) do 

// Td, Ld, Osd are the saved values of particular cloud 

providers 
3. if Ti=Td AND Li=Ld AND Osi=Osd then 

3.1. set C1= saved cost*N1*Cn1; 

3.2. set C2= saved cost*N2*Cn2; 

3.3. set C3= saved cost*N3*Cn3; 
3.4. set C4= saved cost*N4*Cn4; 

3.5. set C5= saved cost*N5*Cn5; 

4. else C1&C2&C3&C4&C5 = NULL; 

5. end while 

6. if C1≠0 then 

6.1. if C1<C2 AND C1<C3 AND C1<C4 AND C1<C5 then 

6.2. UPDATE Lc=C1; 

6.3. end if; 
7. if C2≠0 then 

7.1. if C2<C1 AND C2<C3 AND C2<C4 AND C2<C5 then 

7.2. UPDATE Lc=C2; 

7.3. end if; 

8. if C3≠0 then 

8.1. if C3<C1 AND C3<C2 AND C3<C4 AND C3<C5 then 

8.2. UPDATE Lc=C3; 

8.3. end if; 
9. if C4≠0 then 

9.1. if C4<C1 AND C4<C2 AND C4<C3 AND C4<C5 then 

9.2. UPDATE Lc=C4; 

9.3. end if; 

10. if C5≠0 then 

10.1. if C5<C1 AND C5<C2 AND C5<C3 AND C5<C4 then 

10.2. UPDATE Lc=C5; 

10.3. end if; 
11. end if; 

12. return Lc; 

Now, the second algorithm states the Quantity based 
approach. The user gives the input inform of quantities like 
number of machines, the amount of RAM, computational 
storage, the standard storage which is unique for every 
particular cloud and for that the user chooses the cloud too, and 
finally the contract period. 

Algorithm 2: Cost aware resource selection algorithm 
using Quantity based approach 

Input: Ni: number of 

machines; Ri: RAM; 

Si: computational 

storage; SSi: 

standard storage; 

Ci: cloud 

provider Cni: 

contract 

period; 

Output: C1, C2, C3, C4, C5: Costs of Amazon EC2, 

Cloudsigma, Google, GoGrid, Windows Azure 

Lc: Lowest optimal cost 

1. Lc=NULL; C1=0; C2=0; C3=0; C4=0; C5=0; 

2. while input fields are not empty do 
// Td, Ld, Osd are the saved values of particular cloud providers 

3. if Ri=Rd AND Si=Sd then 

3.1. if Ci= Amazon EC2 then; 

3.1.1. set A=0.03*SSi; 

3.1.2. UPDATE C1= saved cost*Cni*Ni + A; 
3.2. if Ci= Cloudsigma then; 

3.2.1. set C2=0.13*SSi; 

3.2.2. UPDATE C2= saved cost*Cni*Ni + B; 

3.3. if Ci= Google then; 

3.3.1. set C=0.135*SSi; 

3.3.2. UPDATE C3= saved cost*Cni*Ni + C; 
3.4. if Ci= GoGrid then; 

3.4.1. set D=0.15*SSi; 

3.4.2. UPDATE C4= saved cost*Cni*Ni + D; 

3.5. if Ci= Windows Azure then; 

3.5.1. set E=0.024*SSi; 

3.5.2. UPDATE C5= saved cost*Cni*Ni + E; 
4. else C1&C2&C3&C4&C5 = NULL; 

5. end while 
6. if C1≠0 then 

6.1. if C1<C2 AND C1<C3 AND C1<C4 AND C1<C5 then 

6.2. UPDATE Lc=C1; 
6.3. end if; 

7. if C2≠0 then 

7.1. if C2<C1 AND C2<C3 AND C2<C4 AND C2<C5 then 

7.2. UPDATE Lc=C2; 

7.3. end if; 

8. if C3≠0 then 

8.1. if C3<C2 AND C3<C1 AND C3<C4 AND C3<C5 then 
8.2. UPDATE Lc=C3; 

8.3. end if; 

9. if C4≠0 then 

9.1. if C4<C2 AND C4<C3 AND C4<C1 AND C4<C5 then 

9.2. UPDATE Lc=C4; 
9.3. end if; 

10. if C5≠0 then 

10.1. if C5<C2 AND C5<C3 AND C5<C4 AND C5<C1 then 

10.2. UPDATE Lc=C5; 

10.3. end if; 

11. end if; 

12. return Lc; 

C. Cloud Information Database 

Cloud Information database includes the details about the 
five clouds i.e. Amazon EC2, Cloudsigma, Google, GoGrid, 
and Windows Azure. It also includes a table of User 
requirements that saves the input taken by the user. The 
information database holds the records of the cloud providers 
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and their details including type of instances, CPU, RAM, 
storage, standard storage, bandwidth in, bandwidth out, 
location, operating system, contract period and the pricing 
details. 

I had discussed in the related work section that different 
cloud providers have their pricing strategies and few of the 
providers have their own pricing policies which may be totally 
vary from the rest ones. In Cost aware resource selection 
system, all the information should be stored in our cloud 
information database consistently so that the system can 
display the optimum result without taking help from any 
otherprograms. Primary keys have been assigned to every 
particular provider’s table and have explicit details about 
resources and pricing. 

Different combinations have been made in the database for 
the ease of user to select any kind of combination and find the 
optimum result. 

Following few combinations has been shown using Linear 
Programming Model (LPM) for better understanding: 

I= {Ia1, Ia2 , ......, Ian} to {Iw1, Iw2 , ......, Iwn} 

(Amazon=a...Windows_azure=w) 

CP= {CPa1, CPa2 , ......, CPan} to {CPw1, CPw2 , ......, 

CPwn} 

(Amazon=a...Windows_azure

=w) 

R= {Ra1, Ra2 , ......, Ran} to {Rw1, Rw2 , ......, Rwn} 

(Amazon=a...Windows_azure=w) 

S= {Sa1, Sa2 , ......, San} to {Sw1, Sw2 , ......, Swn} 

(Amazon=a...Windows_azure
=w) OS = {OS1, OS2} 

Loc = {Loc1, Loc2} 

Cn = {Cn1, Cn2, ....., Cnn} 

Where n>=1, I is the set of n instances, CP is the set of n 
CPU cores, OS is the set of 2 operating systems, R is the set of 
n RAMs, Loc is the set of 2 locations, S is the set of n Storage, 
and Cn is the set of n Contract period. 

We have introduced few notations to be used in the paper. 
They are: 

I is the instance for every particular cloud, CP is the CPU 
cores, OS is the type of operating systems, R is the RAM, Loc 
is the type of location, S is the Storage size, Cn is the Contract 
period. Let the cloud providers be represented as 
Amazon_Ec2= a, Cloudsigma=c, Google=g, Go_grid=gg, and 
Windows_Azure=w. 

The database is designed with multiple combinations. The 
design of the database consists of the fields shown in 
Table III. The combinations in the database are represented 
using the linear programming terminologies shown in the 
following Table II: 

The Cost aware resource selection system itself is a Linear 
Programming (LP) problem. The objective function and the set 
of constraints are as follows: 

Minimize 

Cmin = Σ i=1n InCPnRnSnLocnOSn (1) 

Subject to  

n>0; (2) 

Locn ϵ {1,2} 

OSn ϵ {1,2} (3) 

The objective function (1) is the computational cost, which 
we wish to minimize. With reference to constraint (2), the 
value of Locn shows whether it can be Loc1 which represents 
US_east, or Loc2 which represents US_west. Constraint (3) 
shows that OSn can either be OS1 which represents Linux, or 
OS2 which represents Windows. 

TABLE II. REPRESENTATION OF COMBINATIONS OF DATABASE 

Main 

variables/ 

Cloud 

providers 

Amazon 

a 

Cloud 

sigma 

c 

Google g 

Go- 

Grid 

gg 

Windo 

ws 

Azure 

w 

I1 Ia1 Ic1 Ig1 Igg1 Iw1 

I2 Ia2 Ic2 Ig2 Igg2 Iw2 

: : : : : : 

In Ian Icn Ign Iggn Iwn 

CP1 CPa1 CPc1 CPg1 CPgg1 CPw1 

CP2 CPa2 CPc2 CPg2 CPgg2 CPw2 

: : : : : : 

CPn CPan CPcn CPgn CPggn CPwn 

R1 Ra1 Rc1 Rg1 Rgg1 Rw1 

R2 Ra2 Rc2 Rg2 Rgg2 Rw2 

: : : : : : 

Rn Ran Rcn Rgn Rggn Rwn 

S1 Sa1 Sc1 Sg1 Sgg1 Sw1 

S2 Sa2 Sc2 Sg2 Sgg2 Sw2 

: : : : : : 

Sn San Scn Sgn Sggn Swn 

Cn1 Cna1 Cnc1 Cng1 Cngg1 Cnw1 

Cn2 Cna2 Cnc2 Cng2 Cngg2 Cnw2 

: : : : : : 

Cnn Cnan Cncn Cngn Cnggn Cnwn 

TABLE III. FIELDS OF CLOUD INFORMATION DATABASE 

Field Description Example 

Row_id 
Primary key to uniquely 

identify every provider 
Row_id=1 

Resource (CPU, 

RAM, Storage) 
Resource set of every cloud 

CPU=  4, RAM=0.75, 

Storage=30 

Type of Instances 
Every cloud has their particular 

Instances 
minimum 

No. of machines Number of cores user requires 50 

Location 
2 locations are saved i.e. 

US_east or US_west 
US_west 

Operating System 
2 choices are saved i.e. Linux 

or windows 
Linux 

Contract period 
It can be hourly, monthly, or 

yearly 
5 hours 
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D. Results 

In Experiment 1, User Selects “Instance based” approach 
and gives input. In Experiment 2, User selects Quantity based 
approach and gives Input. The results for both are shown in 
Table IV. In Experiment 3, User Selects “Instance based” 
approach and gives input. The results are same as Experiment 
1 because this search is based on instance type, and every 
cloud has their unique instances. No instance of one cloud 
matches with the instance of other cloud. Hence, in the multi 
cloud scenario, the results for “Instance based approach” will 
be same as that of single cloud. In Experiment 4, user selects 
Quantity based approach and gives Input. Scenarios are taken 
for Cloudsigma: User gives the input but selects the standard 
storage of any other cloud other than CloudSigma itself, like 
standard storage of Amazon EC2, Google, GoGrid, or 
Windows Azure, to validate that the standard storage can be 
chosen from any other cloud now. 

TABLE IV. EXPERIMENTATION RESULTS 

Type 

of 

cloud 

Approach Input resources 
Optimal 

cloud 

Optim 

al cost 

($) 

Single 
Instance 

based 

Type=t2microinst 

ance, No.= 1, Loc= 
us_east 

,OS= linux, 

Contract period= 

2hrs 

Amazon 

EC2 
0.026 

Single 
Quantity 

based 

No. of machines=1 , 
RAM (MB)= 0.5, 

Storage (GB)= 0.5, 

Contract 
period= 1, Cloud for 

storage= 

Cloudsigma, 

Standard storage 

(GB)= 2 

Gogrid 0.29 

Multi 
Instance 

based 

Type=t2microinst 

ance, No.= 1, Loc= 
us_east 

,OS= linux, 

Contract period= 

2hrs 

Amazon 

EC2 
0.026 

Multi 
Quantity 

based 

No. of machines=1 , 
RAM (MB)= 0.5, 
Storage (GB)= 0.5, 

Contract 

period= 1, Cloud for 

storage= Amazon 

EC2, Standard 

storage (GB)= 2 

Gogrid 0.09 

V. CONCLUSION 

This paper aims on finding the best resource provider in 
terms of lowest cost. The system administrators usually spent a 
lot of time to find the cloud providers with the type of 
resources they provide and go through the whole pricing 
policy details. Through cost aware resource selection 
algorithm, the solution is provided to this particular problem. I 
reviewed the old approaches where the focus is not on a single 
factor i.e. cost but also on multiple other factors like 
efficiency, performance, power, reliability etc. which 
somehow made the researchers lose the focus on cost. My 
proposed framework mainly focuses on providing the optimal 
cost for Single cloud and Multi clouds. I have described the 
detailed architecture of my cost aware resource selection 
system and have implemented the prototype. I have deduced 
some common factors based on our literature review that 
affected cost in any possible way i.e. Instance type, RAM, 
CPU cores, computational storage, location, operating system, 
contract period, number of machines and standard storage. 
Based on these factors an interface is designed using PHP and 
java scripting. Input is taken from the user and is matched with 
that of our cloud information database. Cloud information 
database is designed in phpMyAdmin to maintain the details 
of every particular cloud and their pricing policies. The clouds 
taken for our research are Amazon EC2, Cloudsigma, Google, 
GoGrid and Microsoft Windows Azure. User requirements are 
matched with that of the database records and a list is 
displayed to the user with the costs of all the clouds. Then 
comparison logic is run to find the optimal and lowest cost 
among them. This is done under Instance- based approach 
whereas in Quantity-based approach the results are made 
through runtime logic. Experimentation and evaluation have 
proved the validity of the system. 

For future work, the parameters that I took for my 
prototype can be enhanced and increased. Many other 
locations can be added and more operating systems can be 
supported in my research. There are many issues that remain 
open. Something that can search the web interface and updates 
the cloud information database can be further investigated. 
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Abstract—The monitoring and early detection of 

abnormalities in the cardiac cycle morphology have significant 

impact on the prevention of heart diseases and their associated 

complications. Electrocardiogram (ECG) is very effective in 

detecting irregularities of the heart muscle functionality. In this 

work, we investigate the detection of possible abnormalities in 

ECG signal and the identification of the corresponding heart 

disease in real-time using an efficient algorithm. The algorithm 

relies on cross-correlation theory to detect abnormalities in ECG 

signal. The algorithm incorporates two cross-correlations steps. 

The first step detects abnormality in a real-time ECG signal trace 

while the second step identifies the corresponding disease. The 

optimization of search-time is the main advantage of this 

algorithm. 

Keywords—Cross-correlation; abnormalities detection; 

electrocardiogram (ECG); cardiac cycle; eHealth; remote 

monitoring; algorithm 

I. INTRODUCTION 

The leading cause for death worldwide is cardiovascular 
diseases [1]. According to the World Health Organization 
(WHO), cardiovascular diseases took more than 17.5 million 
lives in 2012 [2]. Heart attack, hypertension and arrhythmia are 
among the many heart conditions that fall under the umbrella 
of cardiovascular diseases [1]. The massive prevalence of heart 
diseases worldwide urges for novel health solutions.  Among 
the prominent emerging solutions are non-invasive heart rate 
monitoring technologies and remote health monitoring systems 
(eHealth systems) [3], [4]. 

In medicine, Electrocardiogram is a tool used to describe 
the heart medical condition [5]. Electrocardiogram (ECG) 
employs multiple electrodes on the chest skin’s surface to 
record the electrical charge resulting from the contraction and 
expansion of the heart muscle [1], [5], [6]. The analysis of 
ECG signal can differentiate normal heart beat from irregular 
one [5]. ECG signal for normal heart beat is uniform and 
consistent whereas abnormal heart beats have various shapes 
and forms and each ECG deviation from the normal one is 
associated with a specific cardiovascular disease [5], [6]. The 
problem is that standard, 5 to 10 minutes, ECG recording taken 
at the hospital while the patient is resting may not help the 
physician identify patient heart problem [1]. Furthermore, the 
standard procedure is more prone to human error and delayed 
diagnosis. Thus, a solution to this problem might be realized 
through the continuous monitoring of patient ECG recording.  
However, for this solution to be viable, an automated, simple 
and efficient heart’s abnormalities detection algorithms must 

be implemented [3]. Those algorithms can be used extensively 
in eHealth systems and applications and ported to mobiles or 
sensors processing units [3]. Many ECG classification 
algorithms were implemented recently [7]. Saritha et al. have 
used wavelet transform analysis to analyze various cardiac 
disorders [6]. Furthermore, Rai et al. used artificial neural 
network classification algorithm to classify ECG signals into 
two classes: normal, and abnormal [5]. They used two sets of 
features namely a discrete wavelet transform features and 
morphological features [5]. They used MIT-BIT arrhythmia 
database to test their extracted features [5]. The best accuracy 
they reached was 100% with Multilayer Perceptron (MLP) [5]. 
Maheshwari et al. developed a novel algorithm to detect the 
fragmentation of QRS complex in an ECG signal [3]. To verify 
the validity of their developed algorithm they used PTB 
database from physioNet [3]. A sample of 31 patients’ ECG 
traces were chosen from the database and annotated by two 
cardiologists [3]. The algorithm sensitivity was found to be 
0.897 and its specificity was found to be 0.899 [3]. Oresk et al. 
developed a lightweight, real-time cardiovascular disease 
detection platform for mobiles [1]. The platform they 
developed employs existing portable ECG monitoring systems 
and improves it by adding valuable ECG analysis features [1]. 
They verified the accuracy of their platform using MIT-BIH 
database. Specifically, they used MLP ANN pattern 
recognition algorithm to classify ECG signals. They reached a 
classification accuracy of more than 90% for three abnormal 
beats. They were also able to identify normal ECG beat with an 
accuracy of 99% [1]. Shahanaz et al. have proposed a method 
based on signal processing and correlation technique to find 
out whether ECG signal is normal or abnormal [8]. 

In this paper, the proposed algorithm incorporates two 
cross-correlation steps. The first step is conducted between the 
real-time ECG signal and the normal stored typical cycle. The 
role of the first step is to detect abnormality in the real-time 
ECG signal. In case of abnormality detection, the correlation 
coefficient value computed in the previous step will be used to 
reduce the search domain for the second step. Particularly, the 
second cross-correlation will be carried out between the real-
time ECG trace and a small subset of the stored diseases ECG 
traces. This will reduce the time required for disease detection. 

The rest of the paper is organized as follows. Section II 
describes the proposed algorithm. In Section III, selected 
cardiac disease and their effect on ECG trace is illustrated. 
Experiment and simulation results are presented in Section IV. 
Section V concludes the paper and discusses possible future 
research directions. 
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Fig. 1. Proposed algorithm overview.

II. PROPOSED ALGORITHM 

The proposed algorithm is illustrated in Fig. 1. The 
algorithm requires a database that can be modified and 
updated. This database stores a set of ECG time domain cycles 
corresponding to different cardiac diseases. In addition, normal 
cycle ECG signal is also stored to be used as a reference. The 
correlation coefficients between the normal cycle and the other 
abnormal cycles are computed and stored as predefined values. 
The algorithm then computes the instant cross-correlation 
coefficient between the instant measured ECG cycle and the 
normal reference cycle stored in the database. If the value of 
this coefficient is larger than specific threshold (ζ) (in this work 
the value of ζ is 0.95), then the real-time ECG trace is normal. 
Otherwise, a mismatch is detected, because the instant 
coefficient is less than the predefined threshold value (ζ =0.95). 
This indicates the presence of abnormality in the instant ECG 
trace. 

In case of an abnormality, a second cross-correlation is 
carried out between the instant ECG trace and a subset of 
stored diseases ECG traces. The subsets of stored diseases 
ECG traces have predefined corresponding correlation 
coefficients close to the instant computed coefficient value by 
±5%. The resulting correlation coefficient in the second step 
will identify the cardiac disease. 

In other words, the instantaneous ECG trace will 
corresponds to the disease with the largest cross-correlation 
coefficient value. This procedure reduces the search-time for 
the corresponding heart abnormality. Particularly, instead of 
performing the cross-correlation between the instant ECG 
signal and the whole set of stored abnormal ECG signals; the 
correlation will only be performed between the instant ECG 
cycle and a subset of signals corresponding to different cardiac 
diseases. 

III. SELECTED ECG ABNORMALITY CASES 

Fig. 2 depicts 7 ECG traces corresponding to well-known 
heart disease problems. In the following lines, a detailed 
description of each disease and its effect on the ECG signal 
will be outlined. The normal ECG signal typical cycle is 
denoted in Fig. 2(a). Normal ECG signal consists of 6 intervals 
namely P, Q, R, S, T and U. Each interval represents an 
electrical incidence during one cardiac cycle. Impulse P is the 
first short rising of the ECG signal. It implies that the atria are 
contracting, forcing blood to move into the ventricles. The 
QRS complex consists of the Q impulse which is downward 
wave followed by a huge upward wave, namely, R. Then 
followed by downward wave that is S. The ventricular 
depolarization and contraction correspond to the QRS complex 
in the ECG signal. The PR period denotes the transfer time 
required for the electrical wave to move from the sinus node to 
the ventricles. Wave T, a small rising of the ECG signal, is 
signifying ventricular repolarization. Theoretically, the U 
impulse appears as a result of the repolarization of the 
interventricular septum. This wave usually has small 
amplitude, and in most cases, it is entirely absent. 

In Fig. 2(b), the ECG signal for a patient with Ischemia is 
presented. This disease is characterized by inadequate blood 
and oxygen supply to body organs or more specifically to the 
heart muscle [9]. The ECG signal for a patient with this disease 
is distinguished by ST interval disappearance and or downward 
T wave. The ECG signal for a patient with Injury is depicted in 
Fig. 2(c).This heart illness is the direct result of having 
ischemia for a long period of time, which results in the 
starvation of certain heart tissues for blood and oxygen [9]. The 
ECG signal for a patient with this disease is distinguished by 
ST rising. Shown in Fig. 2(d), the ECG signal for a patient with 
Infraction. Infraction is the death of certain heart tissues as a 
result of having prolonged Injury [9]. The ECG signal for a 
patient with this disease is distinguished by the deep Q wave or 
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the deformed QRS complex [3], [10]. Hypokalemia signifies a 
low level of potassium in the blood as a result of a certain 
deficiency [11]. The ECG signal for a patient with this disease 
(represented in Fig. 2(e)) is distinguished by ST interval 
disappearance, flat T wave, and appearance of U wave.  The 
ECG signal for a patient with Hypocalcemia is depicted in 
Fig. 2(f). Hypocalcemia represents a low level of calcium in 
the blood as a result of deficiency [11]. The ECG signal for a 
patient with this disease is distinguished by a slender QRS 
complex, decreased PR segment, and extended ST segment, 
flattened T wave and noticeable U wave. In Fig. 2(g), the ECG 
signal for a patient with Hyperkalemia is presented. 
Hyperkalemia represents a high level of potassium in the blood 
as a result of deficiency [11]. The ECG signal for a patient with 
this disease is distinguished by widespread and short amplitude 
P wave, broad QRS wave, blending of QRS wave with T wave, 
disappearance of the ST section and elevated slanted T wave.  
Hypercalcemia ECG signal is presented in Fig. 2(h). 
Hypercalcemia signifies a high level of calcium in the blood as 
a result of a deficiency [11].The ECG signal for a patient with 
this disease is distinguished by T wave with a wide base and 
elevated peak. 

Fig. 3 will help us demonstrate the proposed algorithm. 
Fig. 3(a) represents the computed correlation coefficients (ρ) 
between the normal ECG signal presented in Fig. 2(a) and the 
other abnormal ECG signals presented in Fig. 2(b) to (h). In 
Fig. 3(a), the first bar represents the correlation between the 
normal ECG signal and itself which is typically equals 1. The 
second bar in Fig. 3(a) represents the cross-correlation 
coefficient between the normal ECG signal and the ECG signal 
for a patient with Ischemia and so on. If the signals are 
identical to each other the coefficient of correlation is unity, 

and if they are different from each other the coefficient of 
correlation is a finite number whose value comes between +1 
and −1 inclusive, where 1 represents the total positive 
correlation, 0 is no correlation and −1 represents total negative 
correlation [12]. The cross-correlation coefficients presented in 
Fig. 3 represents a very useful information. They will give us a 
primary indication of the disease the patient might have. 
Therefore, these cross-correlation coefficients are saved in the 
database. 

The algorithm usually computes the instant cross-
correlation coefficient between the instant measured ECG 
cycle and the normal reference cycle stored in the database. If 
the instant coefficient value is greater than or equal 0.95, the 
real-time ECG trace is normal and the algorithm will continue 
monitoring the real-time ECG trace. Otherwise, abnormity is 
detected and the algorithm will fetch ECG trace for diseases 
with coefficient value 5%± the instant coefficient. For instance, 
if the instant coefficient= 0.52 then ECG trace for infarction (ρ 
= 0.56), hypokalemia (ρ = 0.54), and hyperkalemia (ρ = 0.51) 
will be fetched from the database. The second cross-correlation 
step will be performed between the real-time ECG trace and 
those three diseases only; this will reduce the search time 
considerably. The proposed second correlation process 
between the instant ECG cycle and these three signals at this 
stage will reveal the identity of the disease. In other words, the 
instant ECG trace corresponds to the disease whose second 
cross-correlation coefficient is the largest. In this example, the 
second cross-correlation coefficient (ρ2) between instant ECG 
trace and infarction, hypokalemia, and hyperkalemia equals 
ρ2= 0.31, ρ2= -0.08, and ρ2= 0.97, respectively. Consequently, 
the instant ECG trace corresponds to a patient with 
hyperkalemia. 

 
Fig. 2. Normal and abnormal ECG Signals typical cardiac cycle with their corresponding diseases: (a) normal, (b) ischemia, (c) injury, (d) infraction, (e) 

hypokalemia, (f) hypocalcemia, (g) hyperkalemia and (h) hypercalcemia.
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Fig. 3. Correlation coefficients:  (a) between normal cycle and cycles of different diseases, (b) between Infarction, Hypokalemia and Hyperkalemia. 

IV. EXPERIMENTAL VALIDATION 

To validate the proposed approach, the experimental setup 
shown in Fig. 4 has been utilized. An ECG synthesizer has 
been constructed. The synthesizer incorporates waveform 
generator that can be controlled through a software code. The 
ECG normal cycles were imported through the software code 
from excel files. Then, the software sends the ECG cycles to 
the function generator to be repeated continuously. An 
oscilloscope has been used to display and check the function 
generator output. The correlation process has been 
implemented in android tablet application to remotely display 
the signal and identify any abnormality. The transmission of 
the instant ECG signal has been carried out via Bluetooth 
connectivity. 

The ECG signals for the seven selected diseases (described 
in Section IV) have been used for simulation; the detection 
accuracy was 100%. As expected, in the case of the three 
mentioned diseases (infarction, hypokalemia, and 
hyperkalemia) that have close correlation coefficient values, a 
second correlation process was requested. The second 
correlation process successfully discriminated each of them 
with 100% detection accuracy. The incorporation of the second 
correlation step has been expedited by 40% in each of the 
seven cases. Assuming the number of stored diseases is 1,000 
and 20 out of them were having close predefined correlation 
values; the speed of the current detection algorithm will then be 
reduced by 98%. 

 

Fig. 4. Real time experimental setup for demonstration. 

In summary, a modified correlation based method to detect 
abnormality in ECG trace has been presented and validated. 
The proposed algorithm for detecting abnormalities reduces the 
processing time greatly and the processing power considerably 
with 100% accuracy. 

V. CONCLUSIONS 

Naturally, the continuous monitoring of ECG signals will 
produce large amount of data. Handling this data will require 
high-performance hardware and software, which will lead to 
huge energy consumption. Thus, to deal with this issue 
efficiently, by minimizing resources usage such as the energy 
and the processing time, an innovative alternative solution 
should be employed. The deployment of our proposed 
algorithm will lead to huge reduction in processing time. This 
processing time reduction stems from the fact that our 
proposed algorithm compares between numeric values instead 
of comparing ECG waveforms using image-processing 
techniques. 

This paper addressed the design and implementation of an 
efficient algorithm. The algorithm detects abnormalities in 
ECG signal on real-time by utilizing cross-correlation theory. 
The proposed algorithm for detecting abnormalities reduces the 
processing time hugely and the processing power considerably. 
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Abstract—The energy issue is an important parameter in the 

wireless sensor networks and should be managed in the different 

applications. We propose a new routing algorithm that it is 

energy efficient and uses different approaches as dynamic 

clustering, spanning tree, self-configurable routing and controls 

energy consuming by data-driven and power management 

schemas. It has two main phases. The first is consisting of the 

steady cluster, cluster head election and creation-spanning tree in 

each cluster and the second phase is data transmission. The 

proposed protocol is compared with four other protocols in 

network lifetime, network balance, and average packet delay and 

packet delivery. Simulation results show the proposed protocol 

performance in the network lifetime is about 6 per cent higher 

than Improved-LEACH, 21.5 per cent higher than EESR and 5.8 

per cent higher than DHCO. Its improvement in packet delivery 

parameter is about 3.5 per cent higher than Improved-LEACH, 

6.5 per cent higher than EESR and 3 per cent higher than 

DHCO. In addition, the performance or in packet delay is about 

17 per cent higher than EESR and 6 per cent higher than DHCO 

but Improved-LEACH protocol has a good performance than 

our protocol about 4 per cent. 

Keywords—Energy efficiency; data-driven; spanning tree; 

sleep/wake up mode; power management 

I. INTRODUCTION 

The wireless sensor network (WSN) is introduced in mid-
20th century [1]. They are one of the distributed systems, 
subsystems that are in the pervasive systems category. These 
networks have many applications in medicine, military, smart 
systems, etc. [2]. So they can be divided to wireless body 
sensor networks (WBSN), wireless underground sensor 
networks (WUSN), wireless multimedia sensor networks 
(WMSN) and such. They are different from the other wireless 
networks such as Mobile Ad-hoc Network [2]. These networks 
are combined of large number of mini-size sensor nodes and a 
few Base Stations (BS) or sink. The nodes have low battery 
and limited memory. The need of them was felt in many 
applications and began to spread gradually. Beside the sensor 
nodes, WSN has one or some of the BS or sink. For example, 
they can be a computer server. In the network environment, 
sensor nodes sense phenomenon then collect and process data 
and send to BS/sink in the end. One of the reasons of 
development and progression of the WSNs is using the 
inexpensive and affordable sensor nodes [3]. Therefore, WSNs 
are used in many applications such as civil, medical, military, 

governmental and probability-based applications as volcano 
[4]. At the beginning, most researchers had focused on 
bandwidth and Quality of Service (QoS) factors but then 
energy was considered due to some of the limitations of the 
networks as battery and memory. Despite the researchers use 
different techniques to different applications, limitations of 
WSNs are fix and without change in any application [5]. 
Hence, one of the most important aims in the WSN is to save 
energy. The others factors can be different such as QoS and 
bandwidth so they are the second plan in the network design 
[1]. There are two kinds of energy consumption between 
sensor nodes. The first is energy consumption in 
communications and the second is consumption in 
computations. The communications consume more energy. 
Therefore, minimizing communication costs is an important 
issue. Researchers propose different approaches for this goal 
such as energy efficiency by routing techniques, data 
aggregation, duty-cycle techniques, and topology control and 
medium-access decision. 

WSNs are consisting of large number of sensor nodes 
which the nodes sense data. The data is different due to variant 
applications and environments [6]. These nodes process and 
store self-data to memory part after convert sensed physical 
phenomena to digital signals. Then they send them to the 
BS/sink via direct or with the aid of other sensor nodes. The 
scenario is seems perfect but it is not easy according to small 
size and limited battery of nodes. The nodes are failure prone 
in real applications. Therefore, management and design of 
networks is different from other networks. In this mode, 
lifetime of network will deplete as soon as before correct and 
complete tasks. It seems that the problem is solved by charge 
of sensor nodes but charging is difficult or impractical 
according to concept of WSNs and their applications such as 
spy network in enemy environment and earthquake or fire 
prevent networks. Also, energy issue and energy efficiency is 
very important. 

The major goal of some methods is reach to energy 
efficiency. These methods are based on different approaches 
such as energy-aware routing protocols or energy efficiency 
MAC protocols, aggregation of data, sleep/wake up nodes and 
topology control methods [7]. It should be noted that output 
parameters implementation of applications are trade off one 
another. For example, focus on energy parameter can be cause 
increasing latency or decreasing system reliability [8]. 
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Therefore, always relative balancing should be between 
parameters. Due to the above reasons, the paper concerns with 
the energy issue with respect to balancing reasons. The paper is 
based on increasing lifetime of network by energy-efficiency 
routing algorithms and energy conservations realize by 
topology control, data aggregation and sleep/weak up of nodes. 
The sleep/wake up technique is set of power management 
schema in energy conservation issues [9].  Fig. 1 shows a view 
of states node and energy consumption model. 

The network architecture has big role in the energy 
efficiency of these networks. In general, it is based on three 
models, which are star, mesh and hybrid as shown in Fig. 2. In 
the star model, a single BS/sink can transmit/receive a message 
packet to remote sensor nodes. The nodes cannot send the 
message packets to each other. Home control systems are an 
example for the model. Their advantages are simplicity, ability 
to hold down the energy consumption and communications 
delays between the remote node and the BS/sink. On the other 
hand, BS/sink must be within all nodes` radio transmission 
range. In addition, management of the structure has depending 
to a single sensor node. The last two cases are disadvantages of 
star structure [11]. In the mesh structure, the sensor nodes can 
communicate together when they are within radio range of 
each other. This case realizes multi-hop communication 
between nodes. Indeed a node can send data to any node 
(inside self-RF or outside) by intermediate nodes. Scalability 
and reliability is advantage of the model. If a node is failure 
then a remote node still can communicate to any other node in 
its range, which in turn, can forward the message to the 
suitable place. Energy consumption in multi-hopping system is 
high generally. Therefore, energy issue is a problem and 
disadvantage of the model. Moreover, the number of hops and 
packet delay time increases [11]. Hybrid model is between the 
star and the mesh structures that provide a robust and self-
around communications network. In this model, the sensor 
nodes with minimum energy are not send message to other 
nodes and allow to them to saving energy [11]. 

 
Fig. 1. A view of states node and power consumption [10]. 

 

Fig. 2. Structure of a WSN [11]. 

In Section 2 is discussed the related works about energy 
efficiency in wireless sensor networks. In Section 3 is 
introduced a new protocol in order to increasing network 
lifetime by a dynamic structure that is based on clustering and 
spanning tree. The results of simulation and evaluation are 
explained in Section 4. Last section presents the conclusion 
and future works of the paper. 

II. RELATED WORKS 

The WSN applications domain are increasing day by day 
especially in Internet of Things (IoT) based applications [12]. 
In general, the efficient resource management is essentially 
issue in these networks. The energy efficiency is converted to 
popular issue and many of researchers focus on it. Energy 
efficiency is debatable in all layers of protocol stack. For 
example, in [13] collision, packet overhead, latency, 
overhearing and idle listening are discussed and focus on their 
management to reach energy efficiency. Collisions must be 
control because they cause unnecessary receive costs at the 
destination sensor node and cause undue send costs at the 
source sensor node. The collisions can are managed in the 
design phase by TDMA and so on protocols and in after the 
design by avoidance protocols. 

In overhearing case is inevitable item in WSNs because the 
networks have many sensor nodes in an environment and 
broadcast data transferring is a widespread method. Therefore, 
possibility of overhearing the nodes within the network is 
perfectly normal but it is causing increasing energy 
consumption in the network. Hence, it must be control by some 
of the approaches as management of nodes density [13], [14]. 
Latency is gained by delays of transmitted packets in the 
network. The rate is high in the multi-hop routing protocols. 

Idle listening mode is one of the significant reasons 
increasing energy consumption in the network. When node is 
active but does not receive any packet or sense any event, it 
wastes the self-energy extremely. This problem is solvable by 
different methods as sleep/wake up and MAC protocols. The 
sleep/wake up scheduling is important case in the protocols. 
For example, in some of the approaches, the nodes are in sleep 
mode and upon sense or receive data are changed to active 
position. In another approaches, the modes changing of each 
node are depend to time. In methods based on MAC, TDMA, 
contention based and hybrid schemas manage it. In TDMA-
based methods, each node has a time slot and uses it to 
switching modes. Each of the approaches is discussed in the 
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following in classification of energy efficiency format. We do 
not discussed much on the energy-aware data link layer (MAC) 
protocols. We can say only that MAC protocols are based on 
content-free and content-based approaches. Content-based 
approaches have competition for share channel such as MACA 
and MACAW. In content-free approaches, the channel divides 
to some sections and each sensor node uses of self-bandwidth 
without competition. As mentioned in chapter one, some of the 
content-free approaches are were expressed. 

The sensor nodes consume a lot of the energy when they 
use the control packets. Therefore, the packets number must be 
managed and the nodes should not use the packets as possible. 
The packets generally are used in the systems that its goal is 
reliability. ACK and NACK packets are the samples of the 
control packets. 

According to what was said, energy is one of the most 
critical resources for WSNs but one problem common to most 
of them is lack of reliable power for each sensor node in the 
network. Essentially, data transmission consumes much more 
energy than data processing. However, the energy consumed 
by the sensing subsystem varies depending on each node. In 
some cases, sensing consumes less energy than the one 
required for data processing while in other cases, it even 
consumes more than the energy needed for data transmission. 
In view of the above, several research works has been carried 
out to solve the energy problem, which results in different 
schemes and protocols. Most energy conservation techniques 
in the networking and sensing subsystem is proposing energy 
efficient protocols to minimize energy consumption during 
network activities and power management schemes for 
switching off idle node components are necessary for 
maximum energy conservation in wireless sensor networks. 

We focus on energy efficiency issue in this paper and one 
of the main our goals is energy saving and prolonging network 
lifetime. For example, chapter four will propose a new routing 
algorithm with rely on data-driven and sleep/weak up of nodes 
techniques. The chapter five will explain a new routing 
protocol base on machine learning technique that use of data-
driven technique of energy efficiency schemas. The chapter six 
will introduce a novel routing algorithm based on topology 
control technique. All the techniques are discussed in this 
chapter completely. 

We can classify energy efficient schemes and protocols in 
WSNs. They are into three classifications so duty-cycling, 
data-driven and mobility-based methods. Duty cycle schema 
focuses on subsystem networks and radio transmission 
switching. Main work of duty-cycle base approaches is 
maintenance radio transceiver in low power state by sleep 
mode and it is realizable whenever a sensor node does not 
communicate with other nodes. If a node is idle and does not 
senses/sends/receives, the radio mode of the node will wake up 
to energy consumption management. 

Process unit of sensor node do exchanging sleep to wake up 
mode or vice versa in special and defined periods. This task is 
done a sleep/wake up scheduling algorithm within any protocol 
based on duty cycle schema. It is typically a distributed 
algorithm based on which sensor nodes decide when to 
transition from active to sleep and back. It allows neighboring 

nodes to be active at the same time, thus making packet 
exchange feasible even when nodes operate with a low duty 
cycle (i.e., they sleep for most of the time). Duty-cycling 
schemes are typically oblivious to data that are sampled by 
sensor nodes. On one hand, data-driven approaches are the 
other method of energy efficiency that can be used to improve 
the energy saving even more. Data sensing impacts on sensor 
nodes’ energy consumption are in two topics. Sampled data 
generally has strong spatial and/or temporal correlation [15] so 
there is no need to communicate the redundant information to 
the sink. In fact, they are unnecessary samples. The reduction 
is not enough when the power of self-sensor is low. This issue 
arises whenever the consumption of the sensing subsystem is 
not insignificant. Data driven techniques presented in the 
following are designed to reduce the amount of sampled data 
by keeping the sensing accuracy within an acceptable level for 
the application. In case some of the sensor nodes are mobile, 
mobility can finally be used as a tool for reducing energy 
consumption (beyond duty cycling and data-driven 
techniques). In a static sensor network packets coming from 
sensor nodes follow a multi-hop path towards the sink(s). Thus, 
a few paths can be more loaded than others can, and nodes 
closer to the sink have to relay more packets so that they are 
more subject to premature energy depletion (funneling effect) 
[16]. 

If some of the nodes (including, possibly, the sink) are 
mobile, the traffic flow can be altered if mobile devices are 
responsible for data collection directly from static nodes. 
Ordinary nodes wait for the passage of the mobile device and 
route messages towards it, so that the communications take 
place in proximity (directly or at most with a limited multi-hop 
traversal). Consequently, ordinary nodes can save energy 
because path length, contention and forwarding overheads are 
reduced as well. In addition, the mobile device can visit the 
network in order to spread more uniformly the energy 
consumption due to communications. When the cost of 
mobilizing sensor nodes is prohibitive, the usual approach is to 
“attach” sensor nodes to entities that will be roaming in the 
sensing field anyway, such as buses or animals. The 
classification is shown in Fig. 3 with detailing of subgroups 
[17]. 

 
Fig. 3. Classification of energy efficiency schemas in WSNs [7]. 
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III. PROPOSED SYSTEMS 

We propose a new routing algorithm to optimize energy 
consumption in the WSNs. The protocol is based on a 
hierarchical approach and it uses a tree structure for deploying 
network and routing on it. We show that our algorithm has the 
improvement rather to some of the current methods such as 
LEACH [15], Improved-LEACH [16], EESR [17] and DHCO 
[18] in similar fields. Our protocol (EESTDC) has two main 
phases. The first phase is consisting of steady cluster, Cluster 
Head (CH) election and Spanning Tree (ST) creation in each 
cluster and the second phase is data routing. Our protocol is 
based on a dynamical model in CH selections, changing 
topologies structures in any round of running network. This 
can reduce overhead and improves resources consumption in 
the whole system. 

Structure of communications between sensor nodes in the 
clusters is based on spanning tree. The tree is structured in the 
way that the node with the smallest identifier is chosen as the 
root. All other nodes are connecting to this selected root via the 
shortest-path route. CH election is based on specific method 
that uses the residual energy parameter. In the method, 
overhead over a CH node will be reduced because CH nodes 
are changed in per round. Routing phase in our algorithm is 
based on spanning tree algorithm. In fact, it uses a new 
approach for data transferring from BS/sink to other sensor 
nodes or vice versa. Tree structure is applied to every cluster 
after determination CH nodes. This architecture helped data 
aggregation in each layer. Therefore, data aggregation task did 
not impose on the CH nodes. In addition, it used the TDMA 
[19] technique in data transferring phase. For example, if a 
cluster is consisting of 10 sensor nodes (9 nodes and one CH 
node) then CH will cut bandwidth between nine nodes by the 
TDMA. 

CH election method is shown in the following formula. The 
first part of this formula is similar to CH election in the 
LEACH protocol. Heavy duty imposed on a CH node is an 
important weakness in the LEACH and it does not change CH 
node in the whole network lifetime. These problems are solved 
by added parts to formula in this case that is shown in (1). 

          

     

    





CHRCH

CH

r

min

%1

                (1) 

 
Fig. 4. An example of network after selection CH Nodes. 

In this case, P is a random number that identifies percent of 
CH node possibility. R show current round and T (I) is a 
threshold that its value is between zero and one. This value 
calculates for all sensor nodes in every cluster. I is number of 
each sensor. E (I) is residual energy of i

th
 node. In finally, a 

node is selected as CH node that has minimum value among 
CH (I). This model will cause to reduction energy consumption 
on CH nodes, energy balance of the whole network and 
prolonging lifetime of network. Fig. 4 shows an example of 
clusters formation and selected CH node to every cluster. 

After election CH node process, selected CH node 
broadcast an announcement message to neighbors` nodes that it 
had selected as CH node. Selected node is a CH node for one 
round only. After receiving message by the each sensor node, it 
decides be a member of a cluster so it will transmit its data to 
CH node of the cluster. If a sensor node has same distance 
from two or more CH node then it selects a cluster by random. 
Tree structure is applied to every cluster after determination 
CH nodes. This architecture helps data aggregation in each 
layer. Therefore, data aggregation task does not impose on the 
CH nodes only. This will cause to reduction of system 
overhead and increasing network lifetime. The architecture has 
variable topology due to changing in CH nodes in each round. 
The nodes must be configured in the range new CH nodes for 
reach to acceptable level in the re-organization of tree in the 
each round. Hence, not all structure of the tree changes in 
different rounds of running network. The creation of tree is an 
iterative procedure. Every sensor node is located within a 
cluster and has a relation with its CH node. This case is done 
by tree spanning model. Indeed, this model makes all 
communications between nodes and nodes-CH nodes. Each 
node selects its children and this case is iterative to end. In the 
end, all sensor nodes are within a tree structure so this structure 
is based on spanning tree algorithm. After the determination of 
communication channel of each node, every one of them is 
active for a few seconds and then is changed to sleep mode. 
This is a method for energy efficiency in the WSNs so it can 
avoid unnecessary consumption of energy in each node and 
this will cause to prolonging lifetime of the network. A sensor 
node has three main parts as sensing unit (S.U), processing unit 
(P.U) and transmission unit (T.U) [2]. Generally, T.U and S.U 
can sleep but P.U is always on in the all conditions. When S.U 
goes to sleep mode, it buffers sensed data so it can send them 
after changing mode to wake up. The waking of the S.U is task 
of the P.U. For example, sensor is activated once every ten 
seconds by the P.U. In the sleep mode, memory part of P.U 
may be in sleep mode for more energy saving but it must 
wakes up after activation of S.U. On the other hand, T.U 
cannot send or receive any data packet of its neighbors or 
BS/sink in sleep mode. After activation of node`s RF, it can 
send the buffered data to its neighbors [8]. The crucial point is 
that while T.U is sleep mode, node never cannot receive or 
send data and this case is problematic especially in the target 
tracking applications. One of the good transmitter modules for 
short-range schemas is TR1000 module. It has a short range 
but energy consumption in receiving part is quarter of send 
part. Indeed, we can hold off the portion of the reception to 
receive possible message packets of neighbors. Therefore, they 
can receive wake up or target tracking messages of neighbors. 
This case is a semi-sleep model and it can active reception part 
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of T.U. Our protocol uses the module because it is suitable in 
target tracking applications such as possible prosecution of 
enemy tanks. Communications between nodes within each 
cluster are hierarchical-based and transmissions are from down 
(child node) to up (parent node). The data packets are 
aggregate by each the receiver nodes. Hence, CH node will 
receive low volume data packet of children and this will cause 
to prolonging the survival rate of the network. In fact, our 
protocol increases network lifetime and is energy efficient in 
three visions. The CH nodes will be available more time and 
they will have long-lifetime in the network. This is the result of 
two reasons. First, reduction tasks over CH node by data 
aggregation technique in per nodes. The second is repeated 
changes in clusters of heads task. Second vision is sleep/wake 
up approach that uses a specific module for our application 
types. Third vision is sleep mode in some nodes that they are 
unrelated to the target. Fig. 5 shows an example of executable 
schema of EESTDC after finish second phase in a random 
current time. Fig. 6 represents a pseudo code for set-up and 
data transferring phases of protocol. 

 

Fig. 5. Example schema from operation in target tracking application after 

termination phases (CH Node is Active Mode). 

 

Fig. 6. Overview of pseudo code for setup and data transmission phases. 

IV. RESULTS AND EVALUTION 

We made a WSN simulation tool in C# program that uses it 
for all simulations in this paper, as shown in Fig. 7. The tool 
allows us to have results documentation or simulation charts in 
network lifetime, packet delivery and packet delay parameters 
at the moment or end. In this case study, we simulate all 
protocols with the same outputs parameters too such as 
network lifetime, packet delivery, packet delay and network 
balance. In addition, we use the original simulation charts of 
Improved-LEACH, DHCO, and EESR to demonstrate the 
correctness of the proposed protocol. We apply their input 
parameters for EESTDC to comparison and then will use our 
tools for further simulations. 

 
Fig. 7. A snapshot of basic network simulator. a) Simulator setting, b) Work 

of the program. 
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TABLE I. VALUES OF INPUT PARAMETERS FOR EESTDC, IMPROVED-
LEACH, EESR AND DHCO PROTOCOLS 

Initial (max) 

energy 
0.2  J/bit 

Receive buffer 

size 

1500 bytes 

Radio/ Sensor 

energy 

consumption 

50 n J/bit Send buffer size 
1500 bytes 

Eelec 30 n J/bit Deployment 

area size 

(600 x 600) m 

£fs 10 p J/bit/n2 
Send/receive 

buffer counts  

10 

£ mp 

0.0013p 

J/bit/n4  
D crossover 

75m 

Data packet size  150 bytes Sink position 
(310  x 310) m 

Sensing Radius  4.5m 
Transmission 

Radius 

9m 

The complexity of our work is O(cnd) that c is packets 
amount, n is number of network nodes and the d is d indicates 
the number of neighbors of each node. We assume the input 
parameters values have listed in Table I. We ran each of 
protocols in seven cases with different node numbers. As it 
seems, EESTDC has a good performance in network lifetime 
and can increase this factor by methods such as sleep/wake up, 
data aggregation, applying the new approach in CH node 
election and spanning tree methods. Fig. 8 illustrates the results 
of all four protocols in terms of network lifetime. EESTDC has 
a good performance than other protocols. The EESTDC 
improvement is about 6 percent higher than Improved-
LEACH, 21.5 percent higher than EESR and 5.8 percent higher 
than DHCO. 

The second case of comparison is packet delivery. As 
mentioned, the number of successfully transmitted packets 
from a node to sink and their reception by the sink is the 
concept of packet delivery. In addition, packet loss is gained 
from subtraction of all sensed data packets and number of 
delivered packets. The proposed protocol has low optimization 
in packet delivery than Improved-LEACH, DHCO, and EESR 
unlike its improvement in the network lifetime. The 
improvement is about 3.5 percent higher than Improved-
LEACH, 7.5 percent higher than EESR and 3 percent higher 
than DHCO. Fig. 9 shows the packet delivery rate for all 
protocols. 

 
Fig. 8. Network lifetime simulations with different node numbers in 

improved-LEACH, DHCO, EESR and EESTDC protocols. 

 
Fig. 9. Network lifetime simulations with different node numbers in 

improved-LEACH, DHCO, EESR and EESTDC protocols. 

 
Fig. 10. Packet delay simulations in different node numbers cases for 

improved-LEACH, DHCO, EESR and EESTDC. 

 
Fig. 11. A specific view from performance of improve-LEACH, DHCO, 

EESR and EESTDC in network balance. 

The third case of comparison is packet delay. As 
mentioned, packet delay is a period time that a transmitted 
packet will reach to BS/sink in this time. In fact, a transmitted 
packet will consume sometimes for reach to BS/sink. This time 
is a delay for every data packet. Fig. 10 illustrates the 
simulation results for all fours protocols. As it seems, EESTDC 
is second suitable approach after Improved-LEACH protocol. 
Increasing the delay rate in EESTDC has balance. 

The last simulation parameter is the network balance. As 
mentioned, network balance is another measure to the 
simulation of four protocols. If the main goal of network 
design is increasing reliability, network lifetime will reduce 
automatically. With this description, if a protocol can make a 
balance between output parameters then it would have a good 
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performance in general views. It can gain from different 
methods such as percent of packets delay to network lifetime, 
percent of packet delivery to network lifetime, etc. Fig. 11 
shows a case of network balancing comparison that it is 
calculated based on the relation between delivered packets 
numbers and network lifetime. Our expectation from EESTDC 
is not very good performance because reach to ideal network 
balance is actually impossible; although, the proposed protocol 
has an acceptable balance level. 

V. CONCLUSION AND FUTURE WORKS 

As mentioned, energy is an important parameter in the 
WSNs, hence, the proposed protocol must manage it in the 
various conditions. Routing algorithms can reduce energy 
consumption in sensor nodes by finding optimum routes from 
source nodes to sink and between all nodes. Significant 
approaches for realizing energy efficiency are hierarchical 
based routing algorithms that the most applications can use 
them to reach the goal, however, they have some of the 
problems such as does not have an optimal network lifetime 
continually or have overhead over CH nodes. Each of the 
methods had some of the advantages and disadvantages, as 
they were usable in special applications only. Simulation 
results show the proposed protocol performance in the network 
lifetime is about 6 per cent higher than Improved-LEACH, 
21.5 per cent higher than EESR and 5.8 per cent higher than 
DHCO. Its improvement in packet delivery parameter is about 
3.5 per cent higher than Improved-LEACH, 6.5 per cent higher 
than EESR and 3 per cent higher than DHCO. In addition, the 
performance or it in packet delay is about 17 per cent higher 
than EESR and 6 per cent higher than DHCO but Improved-
LEACH protocol has a good performance than our protocol 
about 4 per cent. 

The proposed protocol can realize energy saving and be 
prolonging lifetime factors. In addition, EESTDC has suitable 
performance in the packet delivery parameter. However, levels 
of network balance and packet delay of EESTDC are medium. 
The other of the main shortcomings of our protocol is a lack of 
focus on relationships between the nodes of different clusters. 
Meanwhile, it seems that CH node election and restructuring 
tree in per round of running network has extra overhead over 
the system. In addition, it seems that an intelligent approach 
can solve the disadvantages automatically and it tries to keep a 
balance in the whole of the network. 

As future works, we offer some of the suggestions in the 
fields. So, one of them is focus on the communication between 
CH nodes in intra-network and optimize their relations. The 
second is using the learning based routing techniques and 
combining with the proposed method. Lastly, use the fuzzy 
logic methods to create optimal communication paths and 
activation of nodes can be proposed. 
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Abstract—Arabic content on the internet has increased over 

the web because of the growth of the number of Arabic persons 

who use the internet in the world. Accordingly, this study 

introduces an automatic approach of domain extraction of 

information retrieval from these contents based on text 

classification. Text classification process makes the searching 

domain specific to facilitate the searching process. This paper 

discusses how to enhance the capacity of information retrieval in 

Arabic documents by classifying the unlabelled Arabic text 

automatically by using text classification algorithms. The 

classification of documents and texts is an important field in 

computer science and information retrieval.  It aims at enhancing 

the retrieval process by identifying the searching-domain of 

retrieval systems. 

Keywords—Arabic information retrieval; text classification; 

Arabic text mining; Arabic language processing; text clustering; 
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I. INTRODUCTION 

The Arabic language is one of the most common languages 
spread over the world which represents as one of the natural 
languages used in information retrieval field. Arabic language 
can be classified into three categories of dialects according to 
use in our life:  traditional language, the formal language 
“Classical” and modern standard language. The first type is the 
language spoken or colloquial Arabic among people in their 
life, the second type is Holy Quran language written, and the 
third is a common language in the Arab world that commonly 
being used in literature, poetry, stories and literary writings [5]. 

Despite increasing the Arabic documents over the web. 
There are many problems still makes the Arabic information 
retrieval so challenge. The main problem in Arabic information 
retrieval is how to improve the retrieval accuracy.  Hence, in 
this study, the new approach is proposed to merge the two 
applications of the NLP, namely, information retrieval and text 
classification. 

This rest study is organized as follows. Section 2 briefly 
describes the related works in the area of Arabic texts 
classification. Section 3 describes Arabic text classification. 
Section 4 provides proposed approach.  Section 5 shows the 
discussion with an example. In Section 6, it summarizes the 
work and future work. 

II. RELATED WORKS 

There are many applications of information retrieval. One 
of these applications is document classification that involves 
classifying document or text into several categories depends on 
some factors. Fraud et al., in their study used one of the 
information retrieval, namely, latent semantic analysis model 
with five similarity measurements to enhance the Arabic 
documents clustering. LSA in this study has been applied by 
using Singular value decomposition (SVD) to create an 
abstract representation of each document [9]. 

Mohammad Naji applied six common text classification 
methods such as Naïve Bayesian method (NB), support vector 
machines (SVM), Rocchio algorithm, k-Nearest Neighbor 
(KNN), neural network (NNet), Linear Least Squares Fit 
(LLSF) on two of set of Arabic document for training and test 
towards build a system to obtain a similarity degree between 
the training and test sets vectors based on the inner product 
feature. After that the proposed system computes the cosine 
between two vectors to find the best or appropriate class for 
each document has been tested.  The recall and precision were 
the best with high similarity degree in Naïve Bayesian method 
[2]. 

In Thabtah study, the text classification has achieved based 
on Naïve Bayesian model with uses the mathematical statistics 
method that measures the correlation between two variables to 
check either correlated or independent. This mathematical 
method is known as the Chi-square method. The dataset in this 
study were 1562 Arabic documents from Sudia Press Agency 
(SPA) that is classified into six categories (Social, Cultural, 
Sports, Political, General, and Economic) [15]. 

The El Kourdi, study concerned for automatic classification 
of the Arabic web documents to help the search engine to deal 
with the continuous growth of the document via the internet. 
The Naïve Bayesian (NB) applied in this study to classify 300 
of the Arabic web document that taken from Al-Jazeera 
website “the channel of Arabic News in Qatar Television” into 
five categories “Science, Health, Culture and Art, Business, 
and Sport”. The results showed accuracy in classification 
reaches 92.8% while the manual methods reached 62.8 [7]. 

Ababneh, in his study has been applied a Support Vector 
Machine algorithm (SV) on 5121 Arabic documents from the 
Saudi Newspaper (SNP) using K- Nearest Neighbor (KNN) 
technique to classify it’s into seven classification categories 
includes “Economics, Information Technology, General, 
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Politics, Cultural, Sports, and Social”. In this work, the Arabic 
documents classified depend on the similarity degree, whereas 
it has been applied a several of experiments in (KNN) and 
(SVM) by using three different coefficients (Jaccard, Cosine, 
and Dice) to do a compression between of them.  This work 
took the measures F1, Recall, and Precision to compute the 
efficiency of the two algorithms. The method has been proved 
that the Cosine was better than Jaccard, and Dice coefficients 
[1]. 

A study by [8] carried out some experimental for 
classification the Arabic texts from newswire by using 
mathematical or statistical classification methods. The 
experimental dataset was in sport, economics, politics, and 
culture, whereas 80% of these data used for training, and the 
20% for testing  

III. TEXT CLASSIFICATION 

There are more than one ways that used in text mining to 
classify the documents into groups to represent the knowledge 
from them. These methods use set of factors to classify the 
number of documents into classes based on similarity, subject, 
and other characteristics [2]-[14]. Hence, there many 
traditional algorithms that use to classify the texts such as K- 
Nearest Neighbor (KNN), Naïve Bayes model, Decision tree, 
Support vector machine (SVM), and artificial neural networks 
(ANN) [10]. 

Text collection (TC) is a process to classify the document 
into groups based on the similarity, and it applies in some 
applications such as text filtering, web page categories, 
document organization, and other [11], [13]. The text 
classification has been become importance due to increasing 
the amount of data such as stories, news on the internet to 
facilitate the task of information retrieval when needed [15]. 

IV. PROPOSED APPROACH 

We propose a new approach for information retrieval from 
Arabic documents depends on texts, or documents 
classification task as shown in Fig. 1. In this approach, we use 
the keywords extraction documents to classify them into 
several categories, and then in user query will extract the query 
terms. This model makes the system able to compute the 
similarity between the terms of the query with related 
documents through determining the domain in both, documents 
and user query. 

The mechanism of the proposed approach has explained at 
the pseudo code that mentioned as follows: 

Input: Documents collections, and General query; 

Output: Retrieve the document that relevant the query; 

For each query;  

Begin:  

Extract the query terms; 

Compute the similarity between the query terms; 

Determine the query domain; 

Go to indexed documents, and then: 

Extract all candidate keywords from each document; 

Compute the similarity between document keywords; 

Classify the document into categories; 

Indexing each document category; 

While similarity (Query domain, Doc domain) do: 

Search in all the document in the same category; 

Match (Query Term, Document keywords); 

Retrieve all of related documents; 

End  

 
Fig. 1. Architecture of proposed approach. 

The proposed model includes two main phases; each phase 
includes subtasks as the following: 

1) In documents processing 

 The pre-processing phase that includes the 
normalization, tokenization, and stops words removal. 

 Extract the keywords in each document using the 
ontology, and the patterns that saved from other 
documents. 

 Extract general topic or domain through computing the 
vectors space between the document keywords using 
VSM. 

 Classify the documents based on Cosine similarity. 

2) In user query processing 

 Apply the preprocessing techniques like document 
preprocessing. 

 Extract the query terms. 

 Determine the query domain by computing the vector 
space between query terms. 

  Using the VSM to compute the query vector with 
documents vector, and go directly into the documents 
that have the same domain. 

 Match the documents that related to the user query 
using Cosine similarity. 

 Rank the related documents. 
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A. Keyword Extraction 

Keywords extraction is a method to discover the 
terminologies that represent the document, and text contents 
[8]. It is very important to aces to the main topics in the 
document, where it make the searching process so efficient. 
Keywords extraction also provides the target domain of 
document that helps the system to extract the relationships 
between concepts, and knowledge [10], [12]. 

B. Ontology 

In this approach, we will use the Arabic ontology to access 
the relation between words, to candidate the keywords. 
Ontology includes several concepts which related with each 
other in class hierarchies. It concerns to determine the relevant 
concepts in an ontology, and semantic relations between of 
them. The ontology represents as a base infrastructure of 
knowledge. So the most researches of knowledge 
representation, semantic web concerned with ontologies. It also 
helps to determine the domain of the knowledge [6]. 

C. Preprocessing Phase 

This phase is an important process in both, document, and 
query. The input of this phase is text of modern standard 
language of Arabic Newswire. It used to reduce the noise in the 
texts, through remove irrelevant or not important words such as 
stop words, prepositions, punctuation marks, digits from 
Arabic texts. As result, replace some Arabic letters into other 
letters to be more understandable and readable by computer. 
These subtasks can be summarized as follows: 

1) Text normalization: This process is applying on several 

natural language texts. It represents a task to transfer the 

inconsistence text to be more consistency.  In the Arabic 

language was used normalization to remove the diacritics 

marks, and normalize the other specific characters. 

2) Tokenization: Tokenization is a process to divide the 

plain text into tokens to remove the noise from the text. After 

that sent it into the morphological analyzer to continue the 

processing [4]. 

3) Stop words removal: This process is to remove the 

frequent Arabic words that insignificant words or don't carry 

important meaning. 

D. Matching 

The document and query represent as vectors to determine 
the domain of them by using SVM.  This process has been 
done by computing the similarity between the keywords 
vectors, and terms in the same document, and query. As a 
result, to that, the document in the same query domain, and 
related to the query are ranked and retrieved to the user. 

V. DISCUSSION 

Suppose having three document which taken from Jordan 
newswire named “Sarayanews”, and its URL is 
“sarayanews.com” as shown in Table I.  Each document has 
different text as the following example in table: 

TABLE I. SIMPLE EXAMPLE TO ELABORATE THE PROPOSED METHOD 

Doc # Document content Translate to English The candidate  keywords 
Document Domain/ 

Category 

Doc 1 

يعخشض انًششفٌٕ عهٗ شؤٌٔ كشة انقذو 

في أنًاَيا عهٗ فكشة صيادة عذد انذٔل 

انًشاسكت في انًَٕذيال ٔيشٌٔ أٌ رنك 

سيؤثش عهٗ جٕدة انبطٕنت. بانًقابم حؤيذ 

دٔل أخشٖ ْزِ انضيادة انخي كاٌ سئيس 

 انفيفا قذ ٔعذ بٓا خلال حًهخّ الاَخخابيت

German football supervisors refuse to 

increase the number of countries 

participating in the World Cup and see 

that this will affect the quality of the 

tournament. Nevertheless, other 

countries support the increase that the 

FIFA president had promised during 

his campaign 

بطٕنت, انفيفاكشة انقذو, انًَٕذيال,ان  

 

Football, World Cup, FIFA. 

Sport 

Doc 2 

فاجأث أسشة انبشَايج أعضاء نجُت انخحكيى 

بعشض صٕس نٓى خلال يشحهت انطفٕنت، 

غيش أٌ انلافج أَّ نى حعُشض صٕسة انفُاَت 

الإياساحيت أحلاو عهٗ انًسشح كسائش 

 أعضاء انهجُت

The family of the program surprised 

the members of the arbitration by 

presenting their pictures during 

childhood, but it is remarkable that the 

image of Emirati artist Ahlam was not 

shown on stage like the other members 

of the committee 

 

حكيى, اعضاءانبشَايج, نجُت انخ  

Program,Committee, Members, 

djudications 

 

Art 

Doc 3 

فقذ يجهس انُٕاب َصابّ انقإََي بعذ أقم 

يٍ َصف ساعت عهٗ بذء انجهست 

 انصباحيت انيٕو الاثُيٍ

ٔجاء فقذاٌ انُصاب دٌٔ سفع انجهست 

انًخصصت نًُاقشت يششٔعي قإََي 

انًٕاصَت انعايت ٔيٕاصَاث انٕحذاث 

  انحكٕييت

 

The Parliament lost its quorum since 

less than half an hour after the start of 

the morning session on Monday and the 

loss of the quorum without lifting the 

meeting to discuss the bills of the 

budget and budgets of government 

units 

 

َصابيجهس انُٕاب,   

 

 

Load, Parliament 

Political 
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TABLE II. SAMPLE OF 3-QUERIES TO FIND RELATED DOCUMENTS 

Query 

# 
In the Arabic language Translate to English 

Q1 مىعد بث برنامج ارب ايدول 
Broadcast time of program “Arab 

Idol” 

Q2 
مىازنة المملكة الاردنية الهاشمية 
7102 

Budget plan of Jordan 2017 

Q3 عدد افرقة كاس العالم Number of World cup teams  

TABLE III. EXPECTED OUTPUT 

Query 

# 
Terms Translate to English  Query Domain 

Q1 
بث, برنامج,   مىعد

 اربى ايدول
Broadcast date, 

program, Arab Idol 
Art 

Q2 
مىازنة, المملكة 

 ,الاردنية ,الهاشمية 
Budget, Kingdom 

Jordan Hashemite 
Political 

Q3 
عدد, افرقة, كاس, 

 العالم

Number, teams, cup, 

world 
Sport 

Suppose, we have three queries as shown in Table II: 

As can be seen in above Table II. When we apply the all 
phases, the proposed model over these queries, the analysis 
result will be as shown in Table III. 

The proposed system will be able to search about the 
related document in the same domain of query directly.  This 
work is about Arabic information retrieval analysis through 
text classification application to access the information, or 
document that need within a certain domain.  Domain 
identification is so benefited for both search engine, and 
information retrieval systems to retrieve the target information. 

VI. CONCLUSION 

Due to the amount of the available documents and texts in 
websites which is a challenge for information retrieval 
researchers’ to minimize the required time to retrieve the 
documents to enhance the degree of performance and accuracy 
in the retrieval, requires more efforts. So, to solve these 
challenges, the information retrieval systems, accuracy and 
recall measurement should be enhanced. One of these suggests 
a solution to improve the efficiency of the Arabic information 
retrieval system is using text classification. Text classification 
helps information retrieval systems to access the target 
information domain. This paper showed the importance of text 
classification to improve the information retrieval from 
different resources. It aims to enhance the performance of 
information retrieval systems. 
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Abstract—Introduction of Internet of Things in our lives have 

brought drastic changes in the social norms, working habits, 

ways of completing tasks and planning for future. Data about our 

interactions with everyday objects can be effectively transmitted 

to their destinations with many communicating tags that also 

often provide specific location information. The risk of potential 

eavesdropping is always a major concern of data owners. Since 

Internet of Things is primarily responsible for carrying data of 

smart objects which are mostly connected over wireless 

technologies, securing of information carried by these wireless 

links to safeguard the private information is of utmost 

importance. Cryptographic techniques to cypher data carried by 

the IoT networks is one possibility which is not feasible due to the 

lack of sufficient computing resources at the sensor end of IoT 

devices. In this paper, we discuss various security issues that 

haunt the secure IoT deployments and propose a layered solution 

model that prevents breach of security during transmission of 

data. 

Keywords—IoT; privacy; smart city; smart society; actuators; 

sensors; industrial 4.0;5G 

I. INTRODUCTION 

Technology is taking us to the next level for providing end 
users with state of the art services by using latest cutting-edge 
technologies. As far as security is concerned for all these latest 
technology we can take example of Internet which is still not 
secure, so same is the case with other technologies and 
eventually there is no expectations that IoT will be secure. 
However, with the passage of time security is constantly 
evolving to meet new challenges and also addressing the old 
ones that we’ve faced in past, and we’ll see them again, with 
IoT and succeeding associated technologies. 

Leading companies have stopped development for old 
technologies and shifted development for latest cutting-edge 
technologies, recent example is Intel who drops plans to 
develop spectre microcode for ancient chips. 

New manufacturing processes generally result in faster and 
more efficient processors, and time is not far when this gap 
will close, thus providing developers with enough processing 
power in these devices to implement enhanced and better 
security features. 

According to research firms International Data 
Corporation (IDC) and Gartner, IoT will grow to technology 
to such advance level that which will change layout and 
processing requirements which are available in current format 
of data centers. Gartner predicts by 2020 IoT market will have 

26 billion devices will have IoT enabled sensors, which 
eventually will be creating huge opportunities for for hardware 
manufacturers, data centers users, and developers. IDC also 
expects huge investment in  IoT industry with “billions of 
devices and trillions of dollars” by the end of the decade and 
resulting with the following potential challenges. 

 Enterprise: Security issues could pose safety risks. 

 Security: Increased automation and digitization creates 
new security apprehensions.  

 Data: Tons of data will be generated, both for big data 
and personal data. 

 Consumer Privacy: Potential of privacy breaches. 

 Data Centre Network: WAN links are optimized for 
human interface applications, IoT is expected to 
dramatically change patterns by transmitting data 
automatically 

 Server Technologies: More investment in servers will 
be necessary. 

 Storage Management: Industry needs to figure out a 
cost-effective way to deal with tons of data generated 
by these IoT enabled sensors. 

As technology is getting smarter there is great increase in 
popularity of tinny technological gadgets including Smart 
wristbands, toasters and dog collars which aren’t a huge 
concern from a security perspective, due to low cost and there 
is lack of processing power in these devices which is another 
security problem, as most advanced encryption techniques 
simply wouldn’t work very well, on the other hand if more 
processing and storage capacity is added to these devices 
which will eventually increase their cost and will throw than 
out of the competition of these popular devices. In a Survey 
HP reviled that 70% of IoT devices are vulnerable to 
attackers. 

Here is a list of points to consider that can help in improving 

security. 

 Security emphasis from day first  

 Lifecycle, future-proofing, updates 

 Consideration for Access control and device 
authentication 

 Never underestimate power of hackers 
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 Well Prepare for possible security weak points and 
their solutions. 

Based on usage, network location and processing power of 
IoT devices the level of threat varies from device to device 
and there are uncountable concerns to consider while using 
them for domestic purpose end users should have sufficient 
knowledge about all these threats before they start using these 
devices at homes and offices for personal use. 

Users should be ready for potential security breaches. As 
they are inevitable, it can happen to you or someone else. 
Make sure that you should always have a solution for any 
possible security breach for maximum security of data and 
interpreting compromised data useless without breaking your 
IoT infrastructure( most the time It infrastructure in offices is 
and will be more secure as compared to normal users who will 
be using these devices for personal use at their homes. 

If they are interested in expanding services through the IoT 
then they must keep consumer choice and preference while 
deciding which capabilities they would deliver on a 
smartphone versus a smart watch. Similarly, a Mobile App 
Development Service Provider should use the same lens while 
developing applications for those connected devices. 

While talking to user end services in smart city, which is 
offering a vast range of device automation and management at 
user side. The major security issues in IOT field are 
confidentiality, authentication, access control, trust, mobile 
security, privacy, policy enforcement and secure middleware. 

II. RELATED WORK 

Security in IOT is very interesting topic these days. Many 
projects are started in this context. One of the projects is 
Butler which is European Union FP7 projects. It provides 
secure context-aware and location aware services to assist 
smart home, city, hospitals and business domains. [1] 
describes about Iot applications and their interaction with each 
other based on different nature of hardware interfaces different 
devices are not able to communicate properly so is the case 
with different types of applications which have been designed 
but still there are some missing dots that need to be filled to 
get maximum from these IoT based application which have 
been used to provide different services.[2] describes the Hydra 
project develops middleware for network embedded systems 
based on service oriented architecture. This project deals with 
security issues and trust issues among distributed components 
of middleware. The role of middleware is to incorporate 
among heterogeneous devices using different technologies. [3] 
Describes basic principles with methodology of experiment 
which will be bridging social network interactions and sensor 
measurements. Its aim is to exploit the smartSantander for 
sensor measurement and communication to the public.  And 
also to analyze and summarized sensor reporting and 
development of collective aware applications. [4] Describes 
uTRUSTit project which is usable trust in Internet of things. It 
offers the trust feedback toolkit in order to enhance user 
security. [5] Describes for consideration of a particular city as 
smarter one based on different practices. It has used a set of 
multidimensional components as a core factor for smart city 
and successful delivery of its services. It also offers strategic 

principles aligning to technology, people, and institutions of 
smart city and it further goes to show human learnings based 
on these facts. [6, 7] describe that most studies on practices of 
smart city address issues of technological infrastructure and 
associated enabling technologies. The focus on state of the art 
infrastructure will help technology, accessibility and 
availability of systems. [8] describes the iCore project which 
is large management system for IOT in ecosystem. It consists 
of following components VO virtual objects, composite virtual 
objects and real world objects. In USA there are also many 
IOT based projects. One of the projects is proposed by 
DARPA which is High Assurance Cyber Military System 
(HACMS), it assures that military vehicles, equipment and 
drones cannot be hacked from outside. Roseline is another 
project which is issued by NSF. Its work is to enhance the 
robustness in cyber-physical systems. Furthermore  NSF 
projects are: XIA-NP (Development-Driven Evaluation and 
Evolution of the expressive Internet Architecture) which 
describes the diversity in network models, NDN-NP( Named 
Data Networking-Next Phase addresses the technical 
challenges like routing, scalability, fast forwarding, trust 
models and privacy. NEBULA provides architecture for cloud 
computing, and Mobility next Phase describes general mobile 
delay tolerant. These projects will explore novel network 
architecture and protocols. Further projects are included by 
National Basic Research Program focuses on the Security 
Protection among different entities of IOT.FIRE (Future 
Internet Research and Experimentation) is a project of Europe, 
China and Korea which is realization of different IOT 
technologies in different areas. EU-JAPAN cooperate for 
developing global standards and seamless communication.[9] 
describe a cloud model for provision of efficient services to 
the end users without compromising their personal security 
which using cloud any community cloud, it further describe 
different available solutions based on different types of clouds 
e.g public cloud, private cloud and community cloud. [10] 
describes a triple-helix model which enable to study the 
knowledge base of an urban economy for local community 
support regarding evolution of key components of innovation 
system, it further claims that cities can be considered as the 
intellectual capital of universities, the wealth creation for 
industries and democratic government for civil society 
interaction of these three densities generate dynamic spaces 
where knowledge can be used for bootstrap as technology for 
regional systems.[11] describes  the conceptual scene for city 
e-governance, with a major focus on creation of cooperative 
digital environments to enable local competitiveness and 
prosperity through knowledge networks and partnerships, it 
further showed results of a very detailed  survey study in 
which was conducted in twelve  European cities. [12]describes 
smart infrastructure framework development supported by 
survey regarding accuracy for position of any devices which 
have been used for providing services to the inhabitants of 
smart society, it also discusses main advantages of proposed 
architecture with measureable and non-measureable benefits. 
[13] describes  a smart innovation ecosystem characteristics 
which clarify the assembly of all smart city concepts into 
green , open, instrumented, integrated and intelligent layers  
which further compose a planning frame work which is called 
smart city reference model based on different shapes and sizes 

http://www.heliossolutions.in/mobile-application-development/
http://www.heliossolutions.in/mobile-application-development/
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of cities. This model can be used to for smart policy 
paradigms and encirclement the green, broadband and urban 
economies.  [14] Explains the industrial 4.0 where human will 
be replaced by AI based robots which can be controlled by 
augmented reality based on needs and typical routine 
requirements of work flow and in case of emergency to 
control the delicate processes and critical situations. [15] 
Highlights the issues that can be a reason in increase of 
multidimensional challenges for both (city residents and 
administration) entities of smart cities and further proposed a 
conceptual framework of cloud based architecture context 
aware smart services for inhabitants of smart cities. [16]  its 
discusses about some standard navigation system which help 
to create a navigation model which can be used to find 
location of  service providing devices installed on different 
locations of smart city. [17] described about future trends 
which will be going to create a community where classes will 
be defined based on community services for different classes 
and it will further create an environment of a jail-less 
community where there is be no conventional jail for 
criminals rather they will be deprived of some services and 
they have to inform local police before leaving premises of 
smart city. 

There is enormous pressure on the city management to 
provide sustainable services and facilities to the growing cities 
paving the way to launch smart city initiatives by the 
government, public and private sector. IoT has also gained 
importance in smart city development. IoT facilitate people 
and things to connect with each other at anytime, anyplace, 
with anyone by using any network to access their required 
services. Smart city concept revolves around six fundamentals 
namely, smart people, smart governance, smart economy, 
smart mobility, smart living and smart environment. Smart 
City and IoT are evolving together to achieve the same goals. 
IoT heavily relies on cloud services for data consolidation, big 
data analytics, reporting and web front-end etc. Everything as 
a service (XaaS) is the concept offered by cloud to offer 
different levels of services as per the requirements of the end 
users or devices. The basic idea behind cloud computing and 
storage is to concentrate resources such as hardware and 
software into geographically diverse locations and offer those 
resources as service to large number of consumers who are 
located in many different geographical locations. There are 
three well defined levels of cloud services i.e. Platform-as-a-
Service (PaaS), Infrastructure-as-a-Service (IaaS), and 
Software-as-a-Service (SaaS). Based on these models sensing 
as a Service model is designed to address solutions for IoT 
and challenges in Smart City. It consists of four Conceptual 
Layers as mentioned subsequently: 

III. MAJOR SECURITY CHALLENGES 

There a numerous security challenges for IoT devices with 
current available infrastructure as of now and providing 
connectivity in smart city environment. 

A. Technical Sophistication Gaps 

A multifaceted system of connected devices opens many 
new attack vectors, even at individual level if each device is 
secure while not connected to network. Since a system’s most 
vulnerable point decides its overall security level, a 

comprehensive, end-to-end approach is required to secure it. 
Which is very difficult to develop. 

B. Absence or Immaturity of Standards 

The IoT lacks well-established predominant standards [17] 
that describe about different components of technology should 
interact. Some segments, such as industrials, still rely on a 
small set of proprietary, incompatible technology standards 
issued by the major players, as they have done for many years. 
In other segments, such as automotive or smart buildings, 
standards are basic. Development of end-to-end security 
solutions in absence of common standards will be difficult 
task for IoT device manufacturers. 

C. Consideration of IoT as Commodity 

With all new productive gadgets of IoT majority of 
customers still consider it more as commodity rather 
considering it a mature product that’s the main reason they 
don’t think to go for security of these devices. 

D. Challenges for Manufacturers 

Most of the semiconductor manufacturing companies are 
currently struggling a lot to embed security features during 
manufacture process as it result in high cost and difficult to 
meet market cost effective demands. One side role f IoT in 
smart buildings is expected to increase by 40%, On the other 
hand IoT security breaches are rising in residential 
applications. This security trend may vary at user end based 
on their usage behavior e.g. some users might update firmware 
continuously on the other side some might not be updating 
them which will eventually become a potential security risk 
for these devices. 

There is a great need to propose a sensor network model 
which follow the layered approach and get data in a systematic 
way from different sensors according to requirement for 
communication. 

 
Fig. 1. Data Collection through Different Sensors. 

This data can be collected by using different low 
computing devices including smart phones. Below figures are 
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depicting different types of data collected by different sensors 
and then further plotted them against different values which 
smart city users will be using collecting data of smart 
environment to show it from different aspects. 

Fig. 1 is showing data of different sensors which we have 
calibrated by use of Cisco Packet Tracer software, where we 
can add different sensors and read output for different values 
in any given scenario before its physical deployment. 

Fig. 2 is showing different levels of atmospheric pressure 
at different intervals of time, these values have been taken in 
normal situation, in case if some unauthorized person manage 
to get access to this system with intention to alter it for some 
specific goals results could catastrophic as people might be 
relying on output values provided by these sensors. In case 
they get some wrong results at some critical time which might 
generate great loss. 

 
Fig. 2. Atmospheric Pressure. 

 
Fig. 3. Carbon Dioxide Levels. 

Fig. 3 is showing different levels of Carbon Dioxide at 
different intervals of time, these values have been taken in 
normal situation, in case if some unauthorized person manage 

to get access to this system with intention to alter it for some 
specific goals results could catastrophic as people might be 
relying on output values provided by these sensors. In case 
they get some wrong results at some critical time which might 
generate great loss if there is extra ordinary increase in CO2. 

Fig. 4 is showing different levels of ambient temperature 
variation at different intervals of time throughout the whole 
day, these values have been taken in normal situation, in case 
if some unauthorized person manage to get access to this 
system with intention to alter it for some specific goals results 
could catastrophic as people might be relying on output values 
provided by these sensors. In case they get some wrong results 
at some critical time which might generate great loss if there is 
extra ordinary change in environmental temperature and it 
might further make is critical for industry especial in the 
presence of industrial 4.0 if it goes unnoticed due to fake 
readings presented through any compromised IoT monitoring 
system. 

 

Fig. 4. Ambient Temperature Variations throughout a Day. 

 

Fig. 5. Humidity Level throughout a Day. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

235 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 6. Sensors Data Graphical View. 

Fig. 5 is showing different levels of humidity at different 
intervals of time, these values have been taken in normal 
situation, in case if some unauthorized person manage to get 
access to this system with intention to alter it for some specific 
goals results could catastrophic as people might be relying on 
output values provided by these sensors. In case they get some 
wrong results at some critical time which might generate great 
loss if there is some extra ordinary change in humidity. 

Putting all these together, Fig. 6 is showing all data in a 
single graph for values of all these sensors. Showing them at a 
single graph help to read understand overall data trends for 
different sensors. In case they get some wrong results about 
any of the above sensors at some critical time which might 
generate great loss if there is extra ordinary change in 
environmental temperature, CO2, Humidity, atmospheric 
pressure and humidity level. it might further make is critical 
for industry especial in the presence of industrial 4.0 if it goes 
unnoticed due to fake readings presented through any 
compromised IoT monitoring system. 

IV. IOT SECURITY SERVICES 

Following services are used by IoT devices in smart city 
environment sharing data through sensors. 

A. Authentication 

For authentication and confidentiality they have discussed 
work proposed by various researchers. One of the proposed 
method is custom encapsulation mechanism which includes 
encryption, signature and authentication. The two way 
security authentication scheme is also very popular. It uses 
Datagram Transport Layer Security (DTLS) protocol which is 
present between transport and application layers. It uses RSA 
which is designed for IPv6 low power wireless personal area 
network (6loWPAN). It provides integrity, confidentiality and 
authenticity with affordable energy, end-to-end latency and 
memory overhead. The key management system has four 
major categories key pool framework, mathematical 
framework, negotiation framework and public key framework. 
Some of the KMS protocols are not suitable for IOT ,for 
example key pool framework has connectivity issue, 
mathematical evaluation needs optimization to construct data 

structure, however some of the KMS are effective like Blom 
and polynomial schema whose computational overhead is low 
and use public key infrastructure (PKI). A transmission model 
which uses signature-encapsulation schemes and provides 
anonymity, attack-resistance and trustworthiness. This model 
utilizes object naming service (ONS) queries. Root ONS 
authenticates queries by local ONS via trusted authentication 
server (TAS) and prevents illegal ONS. Remote information 
server of things (R-TIS) wraps the information in encryption 
layer with the public key of routing node. The information is 
routed at every node until the local information server of 
things (L-TIS) receives plain text. However this method is 
weak in attack-resistance. Although above methods provide 
better security in terms of confidentiality and authentication 
but some questions are really answerable i.e. at which layer 
we should apply security mechanism, how to handle keys, 
which key distribution method will be useful, can we use 
previous authentication mechanism and how to apply end-to-
end integrity to prevent malicious attacks. Some of the recent 
work to address such questions is authentication mechanism 
for IOT using lightweight encryption using XOR manipulation 
for anti-counterfeiting and privacy protection, for WSN user 
authentication and key agreement between users and remote 
sensors and another lightweight encryption mechanism called 
elliptic curve cryptography (ECC) for authentication and 
attribute based access control. 

B. Access Control 

Access means how different resources are provided to 
different users. Two terms are frequently used; data holders 
which are users and things while data collectors are sensors 
and service providers. In IOT data streams have to be 
processed and many queries are generated so enough data 
manipulation is needed. Every node is given a limited 
computational, storage capacity and single key. Other keys are 
manipulated so storage capacity is saved. The authentication 
system for emergency cases e.g. in case of accidents 
availability, name and location must be provided. Nile security 
architecture is also very popular which process data streams 
by frequent queries using cipher encryption and decryption 
keys. The authentication process for the outsourced data (in 
cloud computing). It involves authentication from the source 
and process queries for clients so data from authenticated 
sources are processed and clients get the right. 

C. Trust 

Trust concept is related to security and access control. The 
researchers have described how devices are heterogeneous, 
different users share friendship and belong to different 
community so malicious attacks are common. Self-promoting, 
good mouthing and bad mouthing are trust related attacks. The 
trust management protocol. It is distributed, encounter-based 
and activity based.it means that when two devices 
communicate with each other they perform trust based 
evaluation with each other. The evaluation parameters are 
honesty, cooperativeness and community interest. The 
reputation based trust mechanism for the IoT nodes to prevent 
malicious node and ensure communication for the trusted 
nodes only. They proposed a subjective model for P2P 
devices, in this model each node computes the trustworthiness 
of the neighbor node and ensures communication with only 
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trustworthy node. The secure ad-hoc networks it provides peer 
to peer communication and communities to surf web. It 
involves following parameters to analyze; physical proximity, 
fulfillment, consistency of answers, hierarchy on trusted 
chains, similar properties, common goals, availability and 
interactions. The phenomenon of fuzzy approach to trust 
based access control (FBTAC). Trust scores are calculated by 
factors like experience, knowledge and recommendations. It 
consists of three layers device, request and access. Device 
layer consists of all devices, request layer consists of all the 
recommendations and fuzzy results and access layer involves 
decision making. This fuzzy approach provides flexibility and 
scalability. It is easier in utility based decision making.  Fuzzy 
approach based upon three layers; sensor, core and application 
layers. Sensor layer consist of physical devices like sensors 
and RFID, the core layer consist of access network and 
internet. Application layer consists of distributed networks 
(e.g. P2P, grid, cloud computing). Evaluation of trust 
management by fuzzy set theory and semantic based language 
on layered approach and layer attributes are history, risk and 
efficiency. In this model user can access to the IOT devices 
only if the security credentials are satisfied. A trust model by 
utilizing the location, identity and authentication history. 
There are three trust regions based on trust levels: 

i. High trust level 

ii. Medium trust level 

iii. Low trust level 

In high region of trust no authentication is required only 
VID is used. In medium region users offer their PIN to login, 
in low region of trust different authentications are required 
like face identification, fingerprints and iris scan. The 
trustworthiness of nodes by their past behavior. It involves 
following steps; 

i. Gathering of information about the trustworthiness of 

neighboring nodes. 

ii. Set up collaborative service with neighboring nodes. 

iii. Learn about the previous operation and update. 

iv. Assign a quality recommendation score to each node. 

Attack resistant model is proposed by researchers for 
distributed approach. It provides trust in self-organized nodes 
and attack resistance in distributed nodes. The WSN nodes 
and provides identity based network to the devices. It prevents 
attacks from the malicious nodes. The identity management 
systems for nodes which move from host to host so they need 
location and identification to separate from host addressing. 
Following techniques have been used, to achieve trust, so for 
social networking, fuzzy approach, identity based networking 
and cooperative approach. Following issues are still open in 
Trust management. 

i. Introduction of semantic based language for the 

negotiation of trust. 

ii. Proper identity management system. 

iii. Development of trust management system for data 

stream control. 

 
Fig. 7. Layered Architecture of IoT. 

D. Mobile Security in IOT 

Mobile nodes move from one cluster to another so rapid 
identification, authentication and privacy protection is 
required. The ad-hoc network protocol when nodes move from 
one cluster to other. It uses request messages and answer 
message for identification, authentication and privacy 
protection. This process has less overhead, more security and 
protection. HIMALIS (Heterogeneity Inclusion and Mobility 
Adaptation through Locator ID separator).it proposes secure 
and scalable mobility management. It provides secure inter 
domain authentication, secure location update and binding 
transfer for mobility process. RFID system based upon 
Electronic Product Code (EPC). It explains the mobile threats 
of RFID nodes. It guarantees security and efficiency. The 
security of tag and readers are also very important aspects. It 
also explains tag corruption, reader corruption, multiple 
readers and mutual key exchange protocol. The location 
security issues in mobile nodes. It pays attention to special 
location issues in android, iPhone and windows network 
platform. the secure handshake between mobile nodes in 
intelligent system is also a prime concern. Mobile node 
verifies the legitimate sensor node over an insecure channel 
via negotiation of handshake protocol. The mobile solution for 
healthcare services. It provides security and privacy 
mechanism for the security of the patients. The RFID tag 
identification and IOT infrastructure is combined. Efficient 
and secure mobile intrusion detection system for business 
applications using human centric computing is in placee. The 
mobile information collection through IOT gateway via smart 
devices. Quantum Lifecycle Management System messaging 
standard to provide two way communications between 
firewalls is also very interesting idea for security. Mobile 
Sensor Data Processing Engine (MOSDEN) is another 
technique. It collects and processes sensor data without 
programming efforts .it uses plug-in based IOT platforms for 
mobile devices. Other techniques are discussed by different 
researchers like video dissemination for IOT devices, 
interaction of smart things via Bluetooth and use NFC via 
mobile devices via Web of Things. 

1) Proposed Solutions: As there is no complete solution 

related to internet security, same is the case with IoT up till 

now there is no single major solution regarding security and 

privacy of IoT devices, infect IoT devices are more prone to 
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hackers and attackers due to the fact that IoT communication 

is primarily a sensor based communication which further 

make it more independent when devices start communicating 

to other devices without waiting for permission from human 

or without interference of human. Another thing make them 

more prone to attacks because most of the these devices are 

standalone and if their firmware is not updated at regular 

intervals it will increase chances of attacks so to avoid this 

there should be regular firmware updates on all these 

standalone devices as suggested by manufacturers. Apart from 

all above suggestion the most reliable approach for IoT 

security which is suggested by most of the researchers is to 

divide security into different levels and it will help to stop 

attackers directly accessing devices most commonly known 

technique is called the layered approach, Fig. 7 is showing a 

layered model suggested to avoid direct security attacks on 

IoT devices. 

To elaborate the notion of smart world and its smart 
components there are many research communities focused on 
IoT, mobile computing, wireless sensor networks and cyber-
physical system. Research in these areas relies on machine 
learning, real-time computing, security, privacy and signal 
processing. Fig. 8 is showing authentication procedure through 
Sequence diagram for QR Based authentication. Our living style 
and working habits will be changed significantly with the 
inclusion of these new technological trends. IoT in many 
different angles cover including architecture, massive scaling, 
dealing with big data, focusing on security, privacy. 

 

Fig. 8. Sequence Diagram for QR based Authentication. 

 Massive Scaling: there is a prediction for trillions of 
devices on the Internet which is going to be a big 
challenge to deal with security and privacy aspects on 
such a large scale.  

 Architecture and Dependences: connectivity such a 
massive scale devices on internet require a well-
defined architecture that allows communication, 
control, and useable apps.  

 Creating Knowledge and Big Data: IoT require huge 
amount of raw data to be collected so there is need to 

develop technique to convert this data into information. 
Data mining techniques are used to extract knowledge 
from sensors data. Another main challenge while 
extracting knowledge is making decisions while 
minimizing the false positive and false negative and 
guarantee safety.  

 Robustness: In IoT applications sensing, actuations 
and communication is needed. Each node must be 
aware of other node’s location and synchronized clock. 
Clock drifts because nodes to have different times 
resulting in application failure. So for the collections of 
solutions to create robust systems. 

 Openness: It means that system is continuously 
changing and devices have to communicate with each 
other in this system efficiently. Many sensors and 
actuators use control and feedback mechanism via 
controllers.  

 Security: The fundamental problem in IoT is 
protection from security attacks. Security attacks create 
problem due to limited capacity of devices. There must 
preemptive security measures to protect from these 
attacks.  

 Privacy: To solve the privacy problems of IoT the 
privacy policies of the each system must be specified 
and enforced accordingly.  

 Humans in the Loop: Many IoT applications involve 
humans in the process. Although humans in the loop 
have many advantages but modeling human behavior is 
difficult due to physiological, psychological and 
behavioral aspects 

E. Proposed Layered Security Approach 

Fig. 9 shows proposed block diagram for data collection 
and its security during transmission of IoT data. 

 
Fig. 9. Proposed Sensors Network Model. 
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Which will be taking  sensors for temperature, atmospheric 
pressure ,humidity, CO2 detector, Smoke detector, CO 
detectors, these sensors will be transmitting data to any of the 
near available access points which will be transmitted that 
data to remote laptop/desktop or on mobile phone. This data 
will be will further stored in knowledgebase as record for 
future references and decision making and this analyzed data 
will be used for decision making to enable actuators which 
will be further sending updated data to remote computers. 
Based on nature of communication devices the IoT provides 
more number of vulnerable points for security breaches to 
occur, it is very critical to have multi-layers of security. This 
is because if one of the layers is breached then you must have 
other mechanisms to fall back on. 

V. DISCUSSION AND FUTURE WORK 

This paper discusses different security issues which 
residents of smart cities are facing and it also provide solution 
for all these challenges. Future work related to these security 
issues can be done by registering all the end-user devices in a 
central data base and all the data stored should be in encrypted 
form which at one end can increase retrieval time but at the 
other end it will make sure security of data for all the users 
who will be using different services provided by smart city 
administration. 
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Abstract—With a large increase in wind power generation, 

the direct driven Permanent Magnet Synchronous Generator is 

the most promising technology for variable speed operation and 

it also fulfills the grid requirements with high efficiency. This 

paper studies and compares conventional based on PI controller 

and proposed control technique for a direct driven PMSG wind 

turbine. The generator model is established in the Park 

synchronous rotating d-q reference frame. To achieve maximum 

power capture, the aeroturbine is controlled through Maximum 

Power Point Tracking (MPPT) while the PMSG control is 

treated through field orientation where the two currents control 

loops are regulated. A proposed direct-current based d-q vector 

control design is designed by the integration of the Internal 

Model Controller. Then an optimal control is developed for 

integrated control of PMSG power optimization and Voltage 

Source Converter control. The design system was done using 

SimWindFarm Matlab/Simulink toolbox to evaluate the 

performance of conventional and proposed technique control of 

PMSG wind turbine. The analysis, simulation results prove the 

effectiveness and robustness of the proposed control strategy. 

Keywords—Wind turbine; internal model control; PI controller 

Permanent Magnet Synchronous Generator (PMSG); vector 

control 

I. INTRODUCTION 

Recently, wind energy system has been treated as an 
important renewable energy source which had higher potential 
to generate power where grids are not feasible. The wind 
generation systems have gained tremendous attention over 
fossil fuel and nuclear power generation due to the high cost 
and environmental clean [1]. At present the variable speed 
wind turbine is considered the most attractive solution to 
distribute power generation systems. Mainly four types of 
generators are used in wind power system: Squirrel cage 
induction generator – double fed induction generator – wound 
rotor synchronous generator – permanent magnet synchronous 
generator (PMSG). Considerable research has been devoted to 
the choice of PMSG for variable speed generation system. It 
has high efficiency, is connected directly to the turbine without 
gearbox and has full controllability of the system for maximum 
wind power extraction [2]. 

However, the performance of PMSG depends on the 
control strategy. Traditionally, PMSG with full scale PWM 
converter is controlled through the conventional decoupled d-q 
vector control. The overall problem that occurs in this method 
is the calculation for determination of controller parameters 
and the robustness performance. Most studies have used the 

adaptive control scheme as a robust method of control strategy 
while others use the artificial intelligence techniques. These 
structures are required for exact mathematical identification of 
controller parameters. 

The Internal Model Control method was observed by 
Gracia and Morari [3], [4], and was later improved under 
intensive research and development. This design provides high 
performance dynamic characteristics. This structure covers an 
internal model of the plant and an internal model controller. In 
order to improve the disturbance rejection, a modified IMC is 
designed with an additional filter [5]. It provides good abilities 
of control system performance particularity for the stability and 
robustness issues. 

This paper proposes a comparative study between 
conventional vector control with PI action controller and 
proposed IMC controller design applied for the purpose of 
improving the control effectiveness and overall performance of 
PMSG system. 

This paper is structured as follows: In section 2 a 
mathematical model of the wind turbine with PMSG system is 
described. Section 3 deals with the PMSG control including the 
IMC proposed control is developed in section 4. The designed 
and traditional controls are compared and the validation results 
using SimWindFarm Matlab/Simulink toolbox are shown in 
section 5. 

II. WIND TURBINE MODELING 

A. Aeroturbine Modeling 

The aerodynamic blades allow the conversion of the kinetic 
energy of the wind profile into mechanical energy to the 
generator. 

Therefore the aerodynamic torque aT  is given by [6]: 

31
( , )

2
a w p

r

T AV C  


   

Where  is the air density, A is the surface, wV is the wind 

speed. Each wind turbine is defined by its own power 
coefficient which is a nonlinear function depends on the pitch 
angle  and the tip speed ratio  . 

The power coefficient can be represented as [6]: 
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The model of the dynamic wind turbine drive-train system 
assumed in several papers [1], [5], [6] is modeled through two 
mass drive-train system where the low shaft speed is the result 
of the torsion and friction effects. In order to reduce the model 
of the system and have a simple structure, the wind turbine is 
modeled as one mass drive-train system by conceding that the 
low shaft speed is quite rigid. Fig. 1 shows the reduced single 
mass drive-train model. 

Jt

Tg

Ta

kr

 
Fig. 1. One Mass Drive-Train Model. 

The dynamic characterized by first order equation can be 
expressed as: 

a em
r

t t

T T

J J
     

Where tJ is the inertia, r is the rotor speed and emT is the 

electromagnetic generator torque. 

B. Permanent Magnet Synchronous Generator Modeling 

The mathematical model of permanent synchronous 
generator is developed in the Park d-q rotation frame linked to 
the rotor [5]. 

d
d s d d q q e

q

q s q q d d e e

di
v R i L L i

dt

di
v R i L L i

dt



  


  



    


 

Where dv and qv are the voltages, di and qi are the currents 

along the d and q axis respectively,  sR is the stator resistance,  

dL = qL  are the inductance of the generator,  is the permanent 

magnetic flux, e
m

p


  is the electrical rotating speed of the 

generator  in which p  is the number of pole pairs. The 

electromagnetic torque equation can be written as follows 

3
[( ) ]

2
em d q d q qT p L L i i i      

The difference between the d and q mutual inductance 
tends to zero for a direct drive multiple PMSG [6]. Then the 
electromagnetic torque depends only on the q axis current. Eq. 
(5) can be reduced to Eq. (6): 

3

2
em qT pi    

C. Converter Model 

The generator side converter (GSC) is a rectifier which is 
used to control the torque and speed. The three side converter 
connected to the output of PMSG is presented in Fig. 2. 

 

Fig. 2. PMSG with GSC. 

According to Fig. 2 the three phase voltage is written as 
follows [7]: 

a a a a

b b b b

c c c c

e i i v
d

e R i L i v
dt

e i i v

       
       

         
       
       

 

Where av , bv and cv are the applied voltages at the machine 

terminals. They are given by the following equation: 

a  a 

b  dc b 

c  c 

2 1 1
1

1 2 1
3

1 1 2

v S

v v S
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Where a S
, b S

, c S
are the switching variables of the 

converter, dc v
is the DC link voltage. 

D. Control Objectives 

The objective of the wind turbine control is the tracking of 
the optimal speed reference that guarantees the optimization of 
the wind power capture. So the power coefficient must be 
maintained at its maximum value Cpmax 

which is obtained at an 

optimal tip-speed ratio opt and a specific pitch angle with 

t

opt

op

V

R
   that opt  is the optimal rotational speed. 

If the conditions optimal are required, the maximum power 
output is given through [6]: 

3 3

max 3

1

2

optopt
p
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However, MPPT control is ensured by maintaining the 
optimal relation between the generator’s speed and the torque 
without using wind speed measurement. From the optimum 
power given by Eq. (9) the optimum generator torque can be 
written as follows: 

2
opt opt optT K    

Where

max5

3

1

2

p

opt

opt

C
K R




  

The main objective of the PMSG controller is the tracking 
aeroturbine input which is the electromagnetic reference 
torque. 

III. PMSG CONTROL DESIGN 

The mostly often used control approach of PMSG known 
as field oriented control (FOC) presents several advantages 
such as accurate speed control and good torque response 
achieved through the d-q current control loop. This control 

consists in ensuring that the q axis current measured qi trackes 

the q axis current reference *
qi and that the d axis current 

measured di   reaches the d axis current reference
*
di [7], [8], [9]. 

In order to produce maximum torque, the d axis stator 
current is maintained at zero. The developed torque is 
proportional to the q component of the stator current, so the q 
axis stator reference current is calculated using the turbine 
MPPT unit. The overall structure of wind turbine-PMSG 
control strategy is shown in Fig. 3. 

 
Fig. 3. Wind Turbine-PMSG Control. 

The decoupled d and q current loops are expressed by the 
state equation between the voltage and current on d and q loops 
and the other components are considered as compensation 
items. Eq. (4) can be rewritten as: 

d sd q q e

q sq d d e e

v v L i

v v L i



  

 


  

  

A. Proportional Integral Controller Synthesis 

The controller design of this approach is based on the 
system block diagram as drawn in Fig. 4. The same control 

structure loop is applied for the d and q axis current loop 

control. The transfer function between ,d qi and ,d qv is given by: 

,

,

(s) 1 1

(s) 1

d q

d q s e

I
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Where the stator time constant is
,d q

e
s

L
T

R
  

 

Fig. 4. Current Control Loop. 

The Proportional Integral controller is defined as: 

(s) (1 s)
pi

i
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C
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The parameters of the PI controller are determined through 
the open-loop pole compensation method as follows: 
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The d and q axis voltages reference *
qv and 

*
dv are generated 

from the addition of the controllers output to the compensation 
items, from which the three phase sinusoidal reference voltage 
is obtained. Thus the control of the stator d and q currents is 
achieved through the decoupled d and q voltages. PWM is used 
to generate the switching signal for the power converter. The 
closed-loop control strategy for generator-side converter is 
shown as Fig. 3. 

B. Internal Model Controller 

The vector control of the synchronous generator in Fig. 3 
shows that the generated d-q axis voltage is based on the error 
between the measured and the reference d-q axis currents. The 
proposed method control of this paper is the use of IMC 
controller in place of PI controller. 

The major advantages of the IMC structure are: the use of 
IMC controller feedback signal of the difference between the 
plant model and the reference model, the IMC controller 
equally ensures the robustness of the system [10]. 

The design control strategy of the system consists in 
controlling the d-q stator current with two separate IMC 

controller loops. The generated d and q current sdi and sqi  

from the outputs of the IMC controllers are then added to the 
compensation items in order to compute the d-q reference 

voltage [14], [15]. The
*

dv and *
qv are written as: 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

242 | P a g e  

www.ijacsa.thesai.org 

*

*

v R i L id s sd q sq e

v R i L iq s sq d sd e e



  

 

  






  

After the transformation of the measured stator currents 
from three phase abc to dq rotating frame, the IMC controllers 
system operate to minimize the difference between the 
reference and actual currents on d and q loops. 

The IMC scheme block diagram is shown in Fig. 5. 

 

Fig. 5. Standard IMC Structure. 

Where G(s) is the mathematical model of the plant, M(s) is 
the model, C(s) is the model controller, D(s) is the disturbance. 
E(s) is the information of the disturbance and model plant 
mismatch as defined as Eq.(16). 

( ) R(S)C(s)[G(s) (s)]
(s)

1 C(s)[G(s) (s)]

D s M
E
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The IMC structure guarantees the stability of the system for 
the open loop stable plant. The internal model is perfect, 
G(s)=M(s) and the closed-loop system is stable if M(s), G(s) 
and C(s) are stable [11]. Then, in an ideal internal model 
control is presented as C(s)=M

-1
(s). However it can be seen 

that the output of the system cannot reach an input of the 
system due to a number of reasons [12]: 

a) If is not minimum phase, there are zeros in the right 

half plane, then is unstable. 

b) There are some parts of the system which are 

noninvertible.  

c) It is highly sensitive to model errors 

In this case and by using the inversion method proposed in 
[11] which is based on the gain, we achieved an inverse model 
of the plant model. The IMC controller is given as follows as 
Fig. 6. 

 

Fig. 6. IMC Controller Structure. 

The expression of the internal model controller can be 
obtained as : 

( )
1 (s)

A
C s

AM



  

Referring to [11],[12],[13] to ensure the stability of the 
structure proposed, the choice of the gain A must satisfy the 
condition that the roots of the characteristic equation have 
negative real parts. The IMC structure can be modified to get a 
standard feedback control system as shown in Fig. 7. This 
configuration is more straightforward for implementing the 
current control loops. 

 

Fig. 7. Modified IMC Structure. 

In order to make the system more robust, the controller is 
raised by a filter. The filter used is the low-pass filter which is 
given by [13]. 

1
( )

(1 )n
L s

s



  

Where  is the time constant and n is the order of the 

system. 

The selection of the filter parameter must confirm an 
acceptable compromise between stability and performance. 
The adjusting of  is related to control the stator current of the 

closed loop response. The filter order should be chosen as 
appropriately in order to get the fast and robust required 
system. Then the IMC controller is defined as: 

( ) ( ) ( )IMCC s L s C s   

The plant of the IMC control block diagram is 

,q

1
( )

d s

G s
L s R




which has strict negative real part root

1 74.17p   , the model is similar to the plant and the filter is 

taken in the first order.  

Then, the expression of  IMC controller is defined by: 

6 4

4 2 2

1.42910 1.0610
C ( )

5.71610 5.66910 1.06
IMC

s
s

s s

 

 




 
          (20) 

CIMC(s) is stable in open loop because the denumerator 
coefficients of his transfer function are all of the same sign. 

IV. VALIDATION RESULTS 

The proposed PMSG controller was validated using the 
SimWindFarm aeroelastic simulator with the parameters of the 
NREL-5MW variable wind turbine. The NREL-5MW is a 
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variable speed, variable pitch with a nominal power rating of 
5MW, a 126 m diametre, three blades. It is assumed to be 
coupled to a three-phase PMSG. The main parameters of the 
wind turbine and PMSG are summarized in Table I. 

 
Fig. 8. Wind Speed Profile. 

The wind profile used in this study is generated by the 
simulator. It has a mean value of 7 m.s

-1
 at the hub-height and a 

turbulence intensity of 25% as shown in Fig. 8. 

TABLE I.  WT-PMSG CHARACTERISTICS 

Parameters value 

Rotor diameter  126 m 

Gearbox ratio 97 

Hub-height 87.6 m 

Maximum power coef. 0.482 

Rated speed 1173.7 rpm 

Rated power  5 MW 

Maximum rotor torque 47,402 N.m 

Stator resistance  1.06 Ω 

Stator inductance 14.29 mH 

Rotor flux linkage 8.6 Wb 

Number of pole pairs 5 

A. PMSG with IMC Controller Validation 

The performance of PMSG control through the designed 
IMC controller is first investigated. As seen in Fig. 9 the rotor 
speed is kept around of the optimal reference speed. It is 
proportioned to the increase of the waveforms of wind speed. 
The high performance of the controller design is can be seen 
with the IMC controller which tracks the reference value with 
reducing steady-state error. Fig. 10 shows the electromagnetic 
torque which reaches the desired reference value and achieves 
a good performance. The electrical power resulted is kept near 
to the aerodynamic power optimal as seen in Fig. 11 with a 
power coefficient around the constant desired value 0.482, 
Fig. 12. 

 
Fig. 9. Rotor Speed Response with IMC Controller. 

 
Fig. 10. Electromagnetic Torque with IMC Controller. 

 

Fig. 11. Power with IMC Controller. 
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Fig. 12. Power Coefficient. 

Fig. 13 shows the dq-axis currents. The direct current 

component di is close to zero, while the quadratic current 

component qi is directly related to the reference generator 

torque. As the desired electromagnetic torque increases so does 
the q-axis current. It is clearly that the active power is 
proportional to the quadratic current while the reactive power 
is only controlled by the direct current. The three-phase abc 
current as shown in Fig. 14 present a peak of 480A at a rotor 
speed of 1.3 rad/s. The three-phase voltage developed is 
presented in Fig. 15 which presents a peak around 6000V at a 
rotor speed of 1.3 rad/s. The electrical power delivered from 
the generator converter side shown in Fig. 16 is less than the 
one calculated through the torque generated. This decrease can 
be interpreted by the power losses through the converter and 
mechanical flexible elements. 

 

Fig. 13. Direct and Quadratic Current. 

In order to test the robustness of the proposed IMC 

controller, the PMSG parameters sR and ,d qL have been varied 

with -20% of ,d qL  nominal value and -50% of sR  nominal 

value. Fig. 17 and 18 display simulation results for the 

parameters variation. It can be seen that the outputs system are 
able to reach the optimal reference value. So it is clear that the 
IMC controller has parameters incertitude robustness and it can 
be seen the effectiveness and the robustness of the designed 
controller. 

 

Fig. 14. Three-Phase abc Current. 

 

Fig. 15. Three-Phase abc Voltage. 

 

Fig. 16. Electrical Power. 
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Fig. 17. Rotor Speed 

 
Fig. 18. Power Response. 

B. Comparison with PI Controller 

The obtained performance of both strategies controllers are 
shown in Fig. 19, 20 and 21. The selected comparison criteria 
are the maximum electromagnetic torque, the standard 

deviation of emT , the maximum power capture and the power 

efficiency. The simulation results verify that the IMC 
controller design and the conventional PI controller have the 
same behaviour. It can be seen from the Table II that the 
PMSG vector control which made up of two inner-current 
loops control based on PI action controllers is less effective 
than the control through the proposed IMC controller. So the 
IMC method has favourable response robustness and good 
control effect. 

 
Fig. 19. Comparison of the Power Produced. 

 
Fig. 20. Comparison of the Rotor Speed Response. 

 

Fig. 21. Comparison of the Active and Reactive Power. 
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TABLE II.  COMPARISON OF THE TWO CONTROLLERS 

Controller  PI controller IMC controller 

Maximum power (MW) 4.5150 4.5169 

Maximum torque (kN.m) 37.686 37.629 

Std (Tem) (kN.m) 8.5897 8.6149  

Efficiency % 82.9 83.7 

V. CONCLUSION 

This paper has dealt with variable speed PMSG wind 
turbine in order to achieve the objective of maximizing the 
power energy extract from the wind. Two control strategies are 
applied to the PMSG: the conventional PI controller and the 
proposed Internal Model Controller design. The regulating of 
the generator speed has been provided by the maximum power 
point tracking. The IMC is applied to the current control to 
improve performance. The d-q axis currents have been 
successfully decoupled by the designed control strategy and 
both of them can follow the reference accurately. The proposed 
technique is suitable for variable speed wind generation system 
and ensures the best performance in term of efficiency. 

The proposed control design has the advantages of set-point 
tracking controller and disturbance rejection performances. The 
simulation results demonstrate the effectiveness and the 
robustness of the proposed method. 

As future research, it needs to take account to the 
nonlinearity of the power coefficient and integrate a nonlinear 
controller design for PMSG variable speed wind turbine. 
Additionally, it is interest to enhance the current study with 
active and reactive power control exchanged between PMSG 
and the electrical network during voltage drop. 
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Abstract—Managing requirements efficiently aids the system 

design team to understand the existence and significance of any  

individual requirement, there are numerous requirements 

management practices that benefit in decision making but 

significantly many lacks to account the important factors that 

have substantial influence in managing requirements in context 

of ERP systems in particular. As highlighted comprehensively 

later in literature review section, requirements management 

failure is one of the pivotal aspects for the project(s) failure. The 

prime problem/lacking in software design and development is 

when it comes to requirements management the most vital thing 

that gets ignored is thinking before performing activities. As it 

should be the main step to save time, money and efforts. Further 

prominence other aspects in this are pivotal value about the 

software’s running in industries, the question arises when their 

business need ERP system, and when requirements change or 

new requirements are emerged into the system, what are the 

obstacles faced and how these obstacles are accomplished. ERP 

systems are becoming the need of industries nowadays as various 

industries are facing problems regarding data loss; it is 

challenging for the owners to fetch all the information when they 

need it, accounting systems are slower and consuming a lot of 

time and many other issues likewise. This paper further 

illustrates in detail the important traits, issues toward businesses 

may have when ERP is implemented and when requirements are 

changed or not managed professionally what issues are faced by 

requirement engineering team and industries and thus how to 

resolve them. 

Keywords—Enterprise Resource Planning (ERP); Product 

Owner (PO); requirements elicitation; requirements management; 

change management 

I. INTRODUCTION 

Requirement is something needed in order to meet an 
objective. Requirements management demonstrates that 
organization ensures and meets the needs of its all customers 
and stakeholders.  Requirements Management has a great 
impact on communication between the team members and all 
the existing stakeholders as requirements modifications can be 

added at any stage of project therefore it‟s very vital for all the 
project team members and stakeholders to thoroughly adjust to 
the requirement changes where it‟s essential. Firstly business 
requirements are to be well-defined for ERP, business analysis 
play a pivotal role in requirements management as it is the 
responsibility of business analyst to get involved with the 
stakeholders to create a Requirement Management Plan (RMP) 
during the planning phase of the project that is ERP system for 
that specific organization. Requirement management plan 
includes roles and responsibilities of stakeholder‟s, 
requirements management process, requirements prioritization, 
requirements traceability, requirements change and control, 
requirement management tools, requirement versioning and 
many more. The business analyst goes about as an extension 
amongst business and IT, makes the business requirements that 
could be comprehended by the development engineers and also 
disclosing to the clients to the technical know-how of system in 
detail as required. 

Customer relationship ought to be the most important factor 
while gathering business requirements, as requirements keep 
on changing throughout the overall requirement engineering 
process. One of the key factors for a business analyst is to 
make sure that requirements are properly visible and 
understood by all the stakeholders. The high level objective of 
a system under requirements gathering phase is achieved 
mainly by precision in business requirements. Lucid business 
requirements are thus obtained in a way that the end results of 
the project are crystal clear to the stakeholders [9]. A Business 
Requirements Document (BRD) must be maintained and 
iteratively checked by the business analyst because it 
summarizes the answers to the business questions what are the 
purely business problems that a customer‟s wants to get solve? 
For example, what job the customer wants to get accomplish? 
A business Analyst describes the constraints to a customer on 
any proposed solution from a business perspective. Thus BRD 
is formed for the effective communication between internal 
and external technology providers to provide with the 
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appropriate solution that satisfies both the customer and 
business needs [9]. While gathering the business requirements 
the business analysts deliberates that all the requirements he 
have gathered are accurate and very relevant to business needs 
but when these business requirements are thoroughly analyzed 
these requirements come out to be inconsistent, incomplete and 
because of these inconsistencies (infect incomplete 
requirements) in business requirements the overall cost of a 
project increases [7]. The BRD document ensures the accuracy 
of business requirements from the business perspective for a 
customer [8]. When writing the BRD many things get repeated 
and although analysts take it as a problem but to that he would 
know that this is what they are expected to achieve in principle. 
Thus due to clear scope of BRD the clarity between the 
business objectives and the technical objectives are separated 
[9].  Business objective defines “what does the organization 
wants to be or what is the organization mission” whereas “the 
technical objective provides the ground where the business 
objectives are met”. 

II. REQUIREMENTS MANAGEMENT 

Requirements Management describes the features that need 
to be completed, features include control and track of 
requirements and changes to requirements at any stage as the 
project is moved forward. Requirements management has an 
important portion in contributing better business results. Poor 
requirements management leads to greater failure chances of 
overall project [21]. The phases of requirements management 
process include requirements elicitation, requirements analysis, 
requirements documentation, requirements validation, change 
management and traceability as depicted in Fig. 1 below [22]. 

 
Fig. 1. Requirements Management Cycle [22]. 

Requirements Management process is iterative throughout 
the project. As Requirements Management is the continuous 
process throughout the project lifespan. As requirements are 
generated at any phase of the project by different stakeholders 
of the project for example customers could come up with new 

or some modifications in requirements, sales could come up 
with more new added requirements, management with their 
new or changed requirements, product management may add 
their more related requirements and so on [3]. There comes 
communication factor between all the stakeholders when new 
requirements or change in requirements are being managed. 
Project managers communicate all the new and existing factors 
with all the stakeholders. When it comes to communication 
between all stakeholders it‟s the responsibility of business 
analyst to get input from the project manager and create a 
requirements management plan. 

A typical requirements management plan has following 
components in it [6] [11] [13] [14] [19]: 

 Project overview: Brief description of project for the 
readers who haven‟t seen the project charter. It could be 
an overview copied from one‟s development agreement 
or any other summarized document. 

 The requirements elicitation procedure: In this segment 
one will portray the procedure that one will use to 
evoke, investigate and record the necessities. Thus in 
this section one infect portraying the prerequisites 
procedure at a nitty gritty level. That is one might 
utilize various elicitation systems and there might be 
various distinctive procedures used [18]. 

 Roles and corresponding responsibilities: This segment 
records the roles that will be included with dealing the 
requirements through whatever remains of the task 
lifecycle. Roles could incorporate the task director, lead 
expert, customers, and so on. The task supervisor, for 
example, ought to have the general obligation regarding 
extension change management of the requirements. 
Somebody, maybe the lead expert, ought to have 
general duty regarding the respectability of the 
requirements all through whatever is left of the lifecycle 
[13]. 

 Tools: This includes the tools that are going to be used 
to accomplish the requirements. There are various 
technologies (tools) that can be utilized to record, 
oversee and track requirements through the lifecycle. 
The tools might be as straightforward as MS Word or 
Exceed expectations, or one may have more advanced 
requirements discovery, recording and programming 
tools in this [16] [18].  

 Requirements traceability: The overall process of 
tracking/tracing requirements throughout the project 
lifecycle is described in this section. This procedure 
must then be supplemented to the agenda to guarantee 
the best possible following of requirements happens all 
through whatever is left of the project [21]. 

 Change Control: The formal process that is performed 
to manage the change in requirements is written in this 
section. It is expected that the formal scope change 
process is being implemented throughout the project. If 
this process is being used then it‟s applicable to the 
variations in requirements and if there‟s no official 
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modification procedure is being used then a specific 
formal change process is documented in this section. 

 Approval: The project manager‟s approves overall 
writings of the project and ensures the every document 
regarding requirements in this section. 

Requirements management plan enables the whole project 
to be on the same page in regard to requirements elicitation and 
relevant requirements related issues. This could ensure an 
effective communication between the stakeholders and 
increasing number of odds of the projects success which 
comprises customer needs and achieving successful time-to-
market [3]. These advantages are particularly valid for 
substantial activities that include different, internationally 
disseminated utilitarian units. 

III. ERP SYSTEMS 

Enterprise Resource Planning (ERP) system helps the 
enterprise organizations to automate and integrate all their 
human resource management, financial management, material 
management, sales and distributions, production planning & 
control, plant maintenance, document management and 
workflow, security and system administration activities [5], 
ERP makes business more profitable. The automation and 
integration of an organizations core business provides level of 
control [5]. That is business becomes smarter and strategic 
decisions are easy to make. It is like umbrella term for 
complicated type of software setup. It can be customized to 
entailer one‟s needs. Business needs specific software solution, 
as Fig. 2 shows some of the modules/ departments an ERP 
covers [4]. 

 

Fig. 2. Different Modules of ERP System [4] [11].
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IV. ERP TECHNICAL DETAILS/ METHODOLOGY 

In ERP systems one have to have access to Task 
Management, Fleet Management, Human Resources, Notices, 
Expense Management, Purchase Management, Project 
Management, Invoicing, Stock Management, Dashboards, 
Detail Reports, 24/7 support and more other business modules. 
For example one stakeholder has a store this store bonds all his 
products. When product will be directed ERP will be included 
in every point of sequence. It will systematically schedule 
distribution and arrange to ship and deliver, thus observing in 
transit through convoy supervision and even replenish that 
product all inevitably. If there‟s something missed there is not 
a problem, it can be added or removed because ERP has a 
feature of customization [2]. ERP is advanced it can be 
controlled over the mobile phone at very affordable cost. Top 
five (5) signs one‟s business needs an ERP [3]. 

1) Different software‟s for different processes.  

2) Difficult access to fetch information about one‟s 

business. 

3) System gets slower i.e. accounting takes longer than it 

takes. 

4) Sales and customer experiences are suffering. 

5) The IT (automation) is too complex and time 

consuming. 

Multiple components into one system: ERP optimizes the 
business, centralizes data, automatic handling, cost reduction, 
audit trails, business continuity and stability [3]. With ERP 
single stream of data is possible. Integrates and automates the 
data management and company‟s business processes. 

ERP promises Accurate data, faster decisions making, 
lower operations costs. ERP is the tool of managing 
information which means, A company has its CRM (Customer 
Relationship Management) something manages all company‟s 
orders or warehouse. An accounting system and something 
filling the gap‟s in one‟s information pipeline which could be 
spreadsheet and manual procedures but none of these 
negotiation to each other, they do not part any information 
which impacts proficiency [8]. Efficiency is associated to time 
and money. At this stage ERP helps one the most as it 
centralizes all the information in one‟s organization, by 
enabling this one can stream line the course of data. As most of 
our business processes become connected End to End. All 
additional things become informal that is, single opinion of 
one‟s client so one can deliver better provision. Thus our team 
effort more proficiently as they have the evidences they needed 
and when one need to analyze that information since it‟s all in 
same place, one can report on it any way one want to do so 
[16]. 

V. METHODS AND MATERIALS 

A. Critical Achievement Aspects Enterprise Resource 

Planning (ERP) System Implementation: An Investigative 

Study in Oman 

[1], this research paper addresses to Critical Success 
Factors that are raised in Enterprise Resource Planning (ERP) 
System Application. These are main 10 basic CSF‟s can help 
organizations to accomplish fruitful usage of ERP framework. 
These CSF‟s are Clear Goals and Objectives, Strategic IT 
Planning, Monitoring and Evaluation of Performance, User 
Training and Education, Top Management Support, Vendor 
Support, Teamwork and Composition, User Involvement, 
Project Champion and Education on new Business Processes. 
The authors focuses that focusing in mind the primary 
objective is to encourage the tenacious achievement of ERP 
framework and to assurance a greater effect on the business 
performance; CSFs must be required with the ERP context 
amid the practice of ERP outline to commercial requirements. 
From this work, it can be easily determined that ERP 
framework drives basically three primary execution phases of 
framework life cycle and that includes pre-usage arrange, 
implementation stage, and post execution organize. 

B. A Commercial Procedure Modeling – Enable  

requirements Engineering Framework for ERP 

Implementation 

In [2], the authors describe that productive implementation 
of an ERP framework strongly relies upon the precise meaning 
of primary functional requirements. The following paper also 
discusses a case study that portrays and dissects the advantages 
of the use of a prerequisites designing system to help 
Enterprise Resource Planning (ERP) advancement. This 
system further consolidates the innovation driven and the 
procedure driven methodologies for prerequisites investigation 
and execution. Particular business process displaying strategies 
improve the system and help the detailing of the utilitarian 
determinations of the ERP framework and the administration 
of prerequisites. 

The connected structure associates necessities designing 
with the ERP improvement life cycle and utilizes a business 
procedure demonstrating approach keeping in mind the end 
goal to help both the RFI and RFP creation. The approach 
shelters the hierarchical view, the procedural view and the data 
innovation see all together to characterize data innovation 
resolves related with the operation of the organization and the 
requirements of its partners. The proposed arrangement of 
exercises in manual, IT-empowered and robotized grants the 
simple disconnection of those that prompt useful 
determinations and empowers the age of more explanatory 
depictions in light of the accessible procedure streams. 

The procedure displaying approach ensures that necessities 
definition isn't a self-assertive organization of various partners' 
conclusions however a cognizant and facilitated choice serving 
the key targets of the enterprise and its vision of its future 
procedures. Also, it bolsters it to characterize the level of 
selection of its procedures to ERP usefulness before the RFP 
procedure, guaranteeing that it will work as per its interesting 
business forms after the ERP usage. The making of the 
structure with the above attributes fulfils the principal inquire 
about goal. 
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C. The Design of Manufacture Components of ERP System 

based on Requirements Engineering of Electrical 

Manufacturing Services 

[3], this research paper describes that to lead the elicitation 
procedure successfully, the organization's partner ought to have 
a similar comprehension and information on the center term. In 
the examination and transaction of useful prerequisites, there 
has been a concentrated exchange between the designer and 
client on clarifying the hole between as-is and the to-be show. 
This progression is additionally a tedious advance after the 
elicitation step. This progression will be quicker if the 
organization has utilized the data framework in supporting the 
business procedure. With the involvement in utilizing the data 
framework application, the clients will see progressively the 
rationale of the framework in supporting the business 
procedure. 

The author specifically addresses the Production 
Department in PT.TDK (one of the Electronic Manufacturing 
Service Companies located in Serang City Indonesia) has never 
utilized the data framework application previously; to date the 
business procedure is just upheld by spreadsheet. A business 
work in the generation territory that we have broken down is 
the gathering procedure. PT. TDK is an Electronic 
Manufacturing Service organization whose center business is 
to process get together of merchandise so there is no generation 
procedure from crude materials. Best practice as capacities 
required in outlining ERP frameworks in this investigation 
construct in light of business process on the PT. TDK. The 
capacities are coordinated isn't just ERP best practice; however 
there are particular capacities identified with government 
controls. Best practices in this investigation can be connected 
to alternate EMS organizations by considering the particular 
capacities. 

D. Modules and Investigation Scheme of Enterprise Resource 

Planning Requirements in Small and Medium Enterprises 

In research work [4], authors describes that an ERP 
requirements investigation scheme for ERP system 
development in directive to yield the appropriate ERP system 
utilities for small and medium enterprises by cutting down the 
parts of necessities and the association of the commercial 
procedure demonstrating, a few fundamental ideas are given 
and the technique for the procedures analysis and modelling is 
additionally communicated. The method used for the ERP 
requirements matching the SME‟s requirements is systematic. 
By providing approaches a) the post perceptible link within 
functionality and ERP requirements b) an international go 
through of ERP system working. 

E. Formalizing Requirements in ERP Software 

Implementations 

In [5], authors address to the research problem of functional 
and data challenges in ERP. They point out two systems by 
applying bipartite graphs and determine the matching 
functionalities through analysis. In spite of the fact that 
execution scope develops exponentially, putting the greater 
part of the spaces required into one single bi-chart definition 
was most certainly not conceivable; authors apply a gathering 
of sub-charts. 

A bipartite diagram G can be considered as an item G ~= H 
× K2 of a chart H with the relating finish chart K2 like 
considering a significantly number g into an item g = h × 2, 
with the exception of that for charts the factorization require 
not be one of a kind. This exchange off was convenient in 
running iterative improvement forms. Finally they describe in a 
case study the event bidding process, analysis of legacy 
systems and agile product line implementation and provide the 
results into one signal bi-chart. 

F. Enterprise Resource Planning Classifications: 

Requirements Analysis, Assessment and System Choice – 

ERP Decision Analysis Using a Game Theory Approach 

In [6], authors propose some of those amusements and 
explore the effect of specific practices in the ERP prerequisites 
examination process, ERP assessment process and with ERP 
framework decision, situated with regards to two genuine 
cases. They describe three organizations that have done 
prerequisites examination, assessed and picked between 
various ERP frameworks. Those cases are utilized to delineate 
different potential recreations that can be played. Also abridges 
a few prerequisites investigation programming and qualities of 
that product, for example, a solitary component can "execute 
the arrangement." Plus describe ERP requirements examination 
and coming about amusement playing practices, for example, 
influencing utilization of "bargain slaughtering" requirements 
or modifying their needs on requirements with a specific end 
goal to impact to framework decision. As they examine how 
firms assess diverse ERP frameworks and a portion of the 
amusement playing practices that can come about, for example, 
changing branch assessment weights to impact the framework 
decision. In this way, few issues can happen in framework 
decision through plan setting in various branches, altogether 
impact framework decision. And ends up by Stacking the 
Deck” that is picking individuals from the assessment group to 
finds the solution that was to be investigated. 

G. ERP Requirements for Supporting Management Decisions 

and Business Intelligence 

In research work [7], the author presents a hypothesis test 
for finding the essentialness of directors needs in the field of 
choice help and Business Intelligence, 11 things were separated 
as noteworthy needs. The discoveries of the exploration are the 
contrast between the measures of utilizing mechanized data 
frameworks during the time spent basic leadership among 
various levels of administrators. The discoveries demonstrated 
the profound contrast in the necessities of choice bolster among 
various levels of administrators. The analysis describes that if 
tools for reacting to choice help and BI needs are actualized in 
ERP frameworks, they ought to be tweaked deliberately as to 
the level of administration that utilizations them and their 
profundity and points of interest ought to be set by the 
methodologies of various administrators towards computerized 
frameworks. With a specific end goal to react to the reported 
needs, different devices and BI arrangements were likewise 
prescribed. 

To organize the usage of these arrangements in ERP 
frameworks, the weights of criteria (requirements and 
necessities) and need for executing the choices (BI 
arrangements) were computed from an official viewpoint in 
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light of requirements as criteria of basic leadership and in light 
of anthropic skills and intuitive improvement strategy .The 
outcome can be a suitable guide for providers of these 
frameworks and associations that expect to actualize them. 

H. Improving ERP Requirements Specification Process of 

SME’s with a Customer- Centered Analysis Method 

In [8], the authors initially highlight the qualities of Small 
Medium Enterprises (SMEs') ERP ventures and through 
contextual investigations examine how they could be 
developed all the more viably. They describe that propose 
propelled strategy for SMEs' ERP prerequisite detail that 
incorporates operational, relevant and hazard examination. 
Together these investigations give an entire top to bottom 
depiction of organization business process advancement, 
determine the prerequisites for the new ERP framework, and 
recognize the confinements and dangers identified with the 
ERP venture. 

The consequences of a contextual analysis in which the 
strategy has been connected, bolster advance improvement 
towards an all-encompassing and multidisciplinary approach in 
the ERP necessities particular procedure of SMEs. Further they 
proposed a new vendor and software independent method for 
ERP requirement specification of Small Medium Enterprises. 
The proposed technique has clear focal points since 
organization particular prerequisites are considered and is 
applied in different SME‟s to discover its appropriateness for 
the organization and its business. 

VI. REQUIREMENTS MANAGEMENT IN ERP 

A comprehensive and systematic analysis of the research 
work accomplished in context of „Requirements Management 
in ERP‟ by the different researchers, practitioner is highlighted 
in detail in Table I below. 

TABLE I. COMPREHENSIVE ANALYSIS OF CONTRIBUTIONS AND LIMITATIONS OF REQUIREMENTS MANAGEMENT WITH RESPECT TO ERP VIA LITERATURE 

Author Year Overall Contribution Limitations 

Nikolaos A. Panayiotou, Sotiris 

P. Gayialis, 
Nikolaos P. Evangelopoulos  [2] 

2014 

Presentation of ERP reference models 
gathered with organization processes can 
lead to successful implementation of ERP 
system. 

Single case study provided in a representative manufacturing 
company, but further research in other industries can be conducted 
to find out other requirements and success factors for implementing 
ERP system. 

Kursehi Falgenti, Chandra Mai, 
Said Mirza Pahlevi [3] 

2015 

Presentation of ERP reference models 
gathered with organization processes can 
lead to successful implementation of ERP 
system. 

Single case study provided in a representative manufacturing 
company, but further research in other industries can be conducted 
to find out other requirements and success factors for implementing 
ERP system. 

Yousef Khaleel, Anmar 
Abuhamdah, Mutaz Abu Sara, 
Bassam Al-Tamimi [21] 

2015 
Proposed conceptual components of ERP 
requirements required for initiating ERP 
system functions. 

ERP system required only for small medium enterprises. 

Talukdar S. Asgar and Tariq M. 
King [5] 

2016 

Proposed an approach that uses bipartite 

graphs to formalize ERP requirements using 

a case study author also describes how this 
model can be used to formalize large scale 

projects that are an ERP implementation. 

Beneficial for many ERP software engineering process. All 
domains in a Single graph was impossible so multiple bi-graphs that 
is sub graphs are used. Future work involved development of a tool 
that may be able to define multiple domains. 

Daniel E. O‟Leary [7] 2000 

Reviewed some games and compared with 
the impact of certain ERP requirement 
analysis and requirement evaluation process 
in ERP systems. 

Focus was only on two branches that is two requirements at a time. 
But the analyses can be extended to more requirements at a time. 

Mehdi Ghazanfari1, Mostafa 
Jafari  and M.  T Taghavifard 

[8] 

2009 

Survey of fundamental expectations of 
managers for various levels of ERP systems 
and provided the significance of 
requirements for business intelligence for 
ERP systems proposed using statistical 
analysis tool. 

Focused on the tools for decision support and BI needs in an ERP 
system that must be customized precisely 

Inka Vilpola1; Ilkka Kouri [9] 2005 

Provided the characteristics and case study 
how SME‟s ERP projects can be evolved 
more successfully. Methods for SME‟s ERP 
requirement specification that has 
operational, contextual and risk analysis. 

Specifically focused on characteristics and provided methods for 
only small medium enterprise ERP systems. 
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Ali Tarhini1, Hussain Ammar1, 
Takwa Tarhini & Ra‟ed 
Masa‟deh [10] 

2015 

Provided a systematic review of 35 research 
articles published on critical success factors 
of ERP system implementation between 2000 
and 2013. 51 CSF‟s in ERP implementation 
are suggested important. 

Reviewed research papers only and provided several CSF‟s for 
more efficient and successful ERP systems. 

Jan Mittner, Alena Buchalcevova 
[11] 

2014 

Surveyed that small companies are not 
satisfied with software systems. Based on 
literature analysis, market and own 
experience first version of requirement 
specification of ERP system for small 
companies was created and validated. 

Focused specifically on small companies‟ requirements. 

Jun Li a, Tangtang Xie b and 
Shuang Du [12]  

2011 

Proposed five functions that an ERP system 
must have for small and medium publishers 
for increasing the flexibility and efficiently 
solving many problems like business 
problems. 

Limited to only small and medium publishers to increase the 
efficiency and flexibility of ERP system modules. 

Ahmad Saleh Shatat [10] and 
earlier by Rolland and Prakash 
[20] 

2015 
Important role of critical success factors 
CSF‟s in ERP system. 

Limited to only Critical success factors in ERP and specially study 
was investigated in only Oman. 

VII. ERP BUSINESS FACTORS 

Early Researches [3] [9], [10] published research work on 
ERP business factors may include the following critical 
success factors (CSF‟s): 

 Top Management support and inclusion 

 Project Competence and association 

 Clear objectives destinations and extension 

 User preparing and training 

 Change Management  

 Business process Reengineering  

 Effective communication 

 User association 

 Data examination and transformation 

 Consultant 

 Architecture choice 

 Minimal customization 

 Project Management 

Implementing an ERP system in an organization is a very 
crucial process. Requirement engineering team must know the 
overall details and relevant factors of the system intensively. 
Various components must be considered and requirements 
must be gathered before implementation of the ERP system 
[8]. Requirement engineering team must go through all the 
departments in an organization and then decide which 
component must be implemented. Critical success factors must 
be considered perfectly so that a successful ERP could be 
implemented. 

Different organizations have different requirements and 
according to the thorough analysis of those requirements ERP 
system takes place [8]. Fig. 3 shows some common modules an 
ERP have for medium and small organizations. 

When an ERP is implemented it must fit well with the 
company's present operations and structures and it ought to in 
like manner have the limit to convey on key execution and 
gainfulness objectives that the company's current frameworks 
cannot convey [10]. This is a troublesome demand as it is 
furthermore the inspiration driving why ERP has a higher 
failure rate. It can be a calling completing endeavor for a few 
of the directors if an ERP foundation doesn't go well. Thus it is 
the responsibility of requirements engineering team to get 
involved with the organization so that a successful ERP can be 
implemented in place. 

 

Fig. 3. Components of ERP [4] [10]. 
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VIII. EFFECT OF CHANGE MANAGEMENT TO ERP 

When an ERP system is getting in to place in an 
organization it is very difficult for the staff to grasp the whole 
system easily at the start. Many of the staff members do not 
agree with changing the environment because they were 
comfortable with the old system and start feeling about the new 
system as a burden. It is the responsibility of the high authority 
(management) to provide trainings to the staff of new system 
and explaining the reason why the old system is discarded and 
how the new system will benefit them. The organizations that 
are already having ERP system in place and are not satisfied 
with that ERP system it is difficult to implement in such 

organizations because it takes a huge amount of time to 
analyze their system and implementing new system 
accordingly. Whereas those organizations that are not having 
any ERP system and doing work on excel sheets and using 
different software‟s for different processes it is much easier to 
place an ERP system in such organizations because modules 
can be directly implemented and get integrated with other 
departments. Fig. 4 illustrate a snapshot of requirement 
elicitation regarding an ERP system that is how requirements 
elicitation is used in ERP system‟s to confirm the requirements 
of stake holders and requirement engineers. 

 
Fig. 4. Requirements Elicitation in ERP System [20].
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IX. ERP CHECKLIST 

The prime idea is that whenever an enterprise organization 
requires a system that is integrated and fulfilling business 
needs properly, requirement engineering teams plays a vital 
role while a new system is being built for an organization. For 
example ERP covers all the departments in an enterprise 
organization that is it cover the entire financial accounting 
module, human resource management module, manufacturing 
and distribution module, material management module, sales 
and inventory module, supply chain module, customer 
Relationship module, integration capabilities, and support. 
Further these modules are elaborated and checklist for each 
module is shown in figures below [15] [17] [19]. 

A. Financial Accounting Module 

Financial module must cover‟s all the functionalities that 
are related to financial activities. The task of requirement 
engineer‟s here should be to make a proper checklist for the 
stakeholders to let them know about what each module 
essential factors may have to be there. Fast analysis and proper 
accuracy makes fewer amount of errors and allows the 
organizations to have proper knowledge of its financial health. 
The vital thing to consider on the grounds that ERP 
computerizes a few departments in finance accounting, for 
example, finances, invoicing and planning, that more often 
than not take many staff hours on a month to month premise 
[4]. Fig. 5 shows a requirements checklist that must be checked 
by requirement engineer for a successful ERP financial 
accounting module. 

 
Fig. 5. Financial Accounting Checklist. 

B. Human Resource Management Module 

The automation of HRM module reduces the human errors 
like tax calculations and benefits the administration by 

monitoring all the individual productivity and managing hiring 
data. This will profit the organization increasing its efficiency 
and financial losses are reduced that were due to imprecision 
[7]. Fig. 6 shows a requirements checklist that must be checked 
by requirement engineer for a successful ERP HRM module 
and its relevant features. 

 
Fig. 6. HRM Checklist. 

C. Manufacturing and Distribution Module 

The signs of a successful ERP are that it must be able to 
manage manufacturing and distribution processes to spare time 
and cash by amplifying staff hours [15]. Manufacturing and 
distribution process is useful because it covers entire tasks of 
distribution scheduling, production control and quality analysis 
and saves the extra hours that the staff may consume without 
this module. Fig. 7 shows the checklist that must followed by 
requirement engineer for successful ERP manufacturing and 
distribution module. 

 
Fig. 7. Manufacturing and Distribution Checklist. 

D. Material Management Module 

All the business activities related to stock for example 
deliveries, monitoring and orders are covered in this module. 
Business Intelligence tools in ERP helps the organizations to 
predict sales trends to control stock level. The functionalities 
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and features of this module help the retailers and manufacturers 
to maximize storage space, get rid of unproductive inventory 
and meet revenue goals [12]. Fig. 8 shows a requirements 
checklist that must be checked by requirement engineer for a 
successful ERP Material management module. 

 

Fig. 8. Material Management Checklist. 

E. Sales and Inventory Module 

This module covers all the sales and order management that 
is investigations sales information, computerizes exchanges, 
screens execution, tracks costs and even oversees arranges 
readiness and client credit. This will allow the real time 
location of any item available in the inventory. The Automatic 
price/profit calculation will help to save the time and effort and 
increase efficiency and accuracy of the business. Fig. 9 shows 
a requirements checklist that must be checked by requirement 
engineer for a successful ERP Sales and Inventory module. 

 
Fig. 9. Sales and Inventory Checklist. 

F. Supply Chain Module 

Managing various processes like procurement processes, 
material resource management, supply chain management, 
complex processes, distribution and delivery planning and 
reduces the risk of human error. This module of ERP is mainly 
beneficial for distributors, retailers and manufacturers. Fig. 10 
shows a requirements checklist that must be checked by 
requirement engineer for a successful ERP supply chain 
module. 

 
Fig. 10. Supply Chain Checklist. 

G. Customer Relationship Module 

As the customer satisfaction is the most important part of 
any business success. ERP must provide the Comprehensive 
customer tools in Organizations for accomplishment of 
customer satisfaction and robust sales.  Fig. 11 shows a 
requirements checklist that must be checked by requirement 
engineer for a successful ERP customer relationship module. 

 
Fig. 11. Customer Relationship Checklist. 
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H. Integration Capabilities 

ERP integration ensures that the employees of the 
organization use the system quickly and effectively. Once ERP 
system is implemented it allows analyzing data, generating real 
time reporting, performing business tasks and integration of 
any new application is easy. Fig. 12 shows a checklist of 
integration capabilities of an ERP system. 

 
Fig. 12. Integration Capabilities Checklist. 

I. Support 

The most important thing for an ERP provider is that it 
ensures and supports the user support. As ERP system is a 
huge system it requires training, troubleshooting and repairs 
when implemented. Fig. 13 shows the support and ERP must 
provide after implementation. 

 

Fig. 13. Support Checklist. 

These all modules corresponding checklists may help the 
ERP system requirements engineers and developers to make an 
effective system that is having all the functionalities and 
features included in each module and developing a successful 
ERP for an enterprise organization to meet the customers as 
well as business needs. 

X. CONCLUSION 

Requirements emerge throughout the software design and 
development processes and thus requirements are needed to 
manage with utmost significance, especially when the scenario 
is that of ERP Systems. As disused and emphasized in this 
work, there are various requirements management practices, 
methodologies proposed and been trailed but most of them fail 
to justify those classical factors (metrics) [21] that influence 
the overall design and implementation of software product 
(attributes) being developed.  The pivotal idea thus here is that 
the system requirements must be gathered completely by 
requirements engineering team before designing and 
developing a system. ERP system(s) are becoming prominent/ 
in need in this era for enterprise organizations. An organization 
must be thoroughly analyzed that is the requirements 
engineering team must create all the related documents and 
complete work to develop a successful system for the 
concerned organization. All the functionalities and features (as 

highlighted in section IV of this paper) of the modules 
discussed above must be gone properly to ensure that the ERP 
system is complete and consistent for that particular 
organization. 
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Abstract—Blended learning has emerged as one of the 

solutions to address the various needs of Higher Education 

Institutions around the world. Blended Learning is the 

combination of traditional classroom and online endeavour. It 

provides advantages of both face to face learning and e-learning. 

The main purpose of this study is to assess the adaptation level of 

blended learning in teaching process at Higher Education 

Institutions. This study carried out mixed method approach by 

using explanatory sequential model. Teachers of general public 

universities were included as the sample for this study. 

Questionnaire and interview techniques were used as data 

gathering tools. The main findings of this study showed that 

teachers have a positive perception for technology usage in 

teaching process. Most of the teachers possessed expertise in the 

use of different software and equipped with internet skills. The 

study concluded that in blended learning implementation, 

universities are still at awareness level and a lot of efforts are 

required for effective implementation of blended learning. It is 

recommended that the universities’ administration should 

provide an extra computing infrastructure (e.g. servers, 

bandwidth, and storage capacity) to run the courses in blended 

format. We recommend that in strategic plan of the universities 

the blended learning should be well defined and highlighted. 

Keywords—Blended learning; teaching-learning; university 

teachers 

I. INTRODUCTION 

The rise of globalization has put higher education at a 
prominent position both in national and international context. 
Universities are now considered as research platforms and are 
playing pivotal role into their national development. 
Universities have also become main contributors to economic 
growth through the development in the field of science and 
technology, and through the application of modern 
technology. Technology has opened wide vistas of 
communication and digital world. Higher Education institutes 
are now in more challenging position to accept these 
revolutionary changes, so they equip the students with the new 
challenges of digital world.  According to [1] in 21

st
 century 

the use of technology became mandatory in all fields 

including Higher Education and the paradigm of Higher 
Education has changed with penetration of technology. 

In developed countries, the technological revolution has 
brought radical change in the field of education, particularly in 
higher education. The concept of blended learning has thrived 
in the developed world and through blended learning rapid 
and innovative systems in educational institutions are touching 
new limits and bringing advancements for knowledge seekers. 
The use of blended learning in combination with traditional 
classroom reduces the load of lecture-based teaching, and 
dependence on printed material. This approach of blended 
learning has created innovation, flexibility, activeness and 
collaboration in teaching-learning process. With blended 
learning students can use online platforms at any time and 
anywhere. Blended learning generated a new model for peer-
to-peer interaction, peer-to-faculty interaction. Its 
incorporation in higher education institutions has decreased 
the cost of higher education [2]. Pakistan like other South 
Asian countries is going through many developmental changes 
regarding the use of technology in the field of education. In 
Pakistan the concept of e-Learning was first started at Allama 
Iqbal Open University (AIOU) in year 2000. The framework 
was called as Open Learning Institute of Virtual Education 
(OLIVE). The Virtual University (VU) of Pakistan started 
courses via ICT, and   national TV channels. Besides these 
two universities no other public or professional universities in 
Pakistan have adopted the advanced technology systems in 
real spirit which include blended learning [12]. 

The Higher Education Commission (HEC) Pakistan has 
also taken various initiatives to introduce and promote the use 
of modern technology in higher educational institutions, which 
includes Online Lecturing and Net-Meeting using IP-Based 
Video Conferencing System, Broadband Facility, National 
Digital Library, Pakistan Education and Research Network 
[12]. According to [3] the developing countries like Pakistan 
would not be able to get advantage from blended learning until 
or unless, if the factors responsible for its adaptation are 
persistently present in higher education institutes; e.g. ICT 
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penetration issues, computer literacy and hesitation to move 
away from traditional learning methods, electric power 
failures and English language barriers. 

A. Rationale for the Study 

The rise of Blended Learning System (BLS) has brought a 
paradigm shift in education and has left far-reaching impacts 
on higher education as well. In the developed countries the 
blended learning adaptation in higher education is quicker 
than in comparison to developing countries. This benefits the 
developed countries in producing trained and rich human 
resource from educational institutions. In case of Pakistan, the 
implementation of blended learning in the higher education 
institution is an emerging trend and facing resistance in the 
fully implementation in the universities. Therefore, this 
research carried out under title “Implementation of Blended 
Learning System in the Higher Education Institutions in 
Pakistan”. 

B. Research Questions 

1) At what level blended learning is being implemented in 

teaching process in Higher Education Institutions? 

2) What are the main problems & challenges faced by 

Higher Education Institutions in the implementation of 

blended learning in teaching process? 

II. METHODOLOGY 

This research study incorporated “Explanatory Sequential 
Design”, a mixed method approach also called two-phase 
model. According to [13] this model consists of first collecting 
quantitative data and then collecting qualitative data to help 
explain or elaborate on the quantitative results provide a 
general picture of the research problem. The sample for the 
research study comprised of all four (04) public sector general 
universities in the province of Sindh, Pakistan. The 
universities included namely are; i) University of Sindh 
Jamshoro (UOSJ), ii) University of Karachi (UOK), iii) Shah 
Abdul Latif University Khairpur (SALUK) and iv) Shaheed 
Benazir Bhutto University Shaheed Benazirabad (SBBUSB). 
Two (02) departments from each Social Sciences Faculty and 
Natural Sciences Faculty were selected through purposive 
sampling technique from each university. The selection of 
teachers from selected departments was done through random 
sampling technique. A questionnaire for this research was 
adopted from a study by [14] on blended learning. Five-point 
Likert scale was used for the quantitative questionnaire 
starting from strongly agree to strongly disagree, whereas 1= 
Strongly Agree (SA), 2= agree (A), 3= undecided (UD), 4= 
disagree (DA) and 5= strongly disagree (SDA 

For data collection, the questionnaire was developed for 
university teachers, and it was administered to 58 male 
teachers and 27 female teachers. Out of 58 male teachers, 38 
responded and out of 27 female teachers, 22 responded. 
Collected data was analyzed through the application of 
descriptive statistics (percentages, and mean score). Two 
teachers were also selected randomly from 04 departments of 
each selected university for qualitative data through interview 
protocol. 

TABLE I.  FINAL SAMPLE SIZE OF THE STUDY 

Universities 

Teachers at 50% for 

interview 

Teachers at 30% for 

questionnaire 

Total 50% F 30% M 30% 

UOSJ 

 
04 02 38 11 66 19 

UOK 04 02 30 09 62 18 

SALUK 

 
04 02 15 04 38 11 

SBBUSB 04 02 11 03 34 10 

TOTAL 

sample  
 08  27  58 

Table I shows the final sample size of respondent. There 
were 04 respondents for interview and the researcher chooses 
the 50% for the interview i.e. 2 from each university. For 
questionnaire the researcher choose the 30% of total 
respondent i.e. 11 female and 19 male from UOSJ, whereas 9 
female and 18 male from UOK; furthermore 4 female and 11 
male from SALUK and 3 female and 10 male from SBBUSB. 

Table II shows the age of the respondent. The respondent 
in the range of 25-30 from all four universities were 6,4,3 and 
respectively, whereas respondent in the range of 31-40 were 
11,12,4,and 7. Furthermore the respondents in the range of 41-
50 were 7,5,4 and 2 respectively and the respondent in the 
range of 51- 60 from all the 4 universities were 6, 6 4 and 1 
female and 11 male from SALUK and 3 female and 10 male 
from SBBUSB 

TABLE II.  AGE WISE DISTRIBUTION OF SAMPLE OF THE STUDY 

Universities 

Age wise distribution of teachers in years 

25-

30 
31-40 41-50 51-60 

UOSJ 
 

6 11 7 6 

UOK 4 12 5 6 

SALUK 
 

3 4 4 4 

SBBUSB 3 7 2 1 

TABLE III.  DESIGNATION WISE DISTRIBUTION OF SAMPLE OF THE STUDY 

Universities 

Designation wise distribution of teachers 

Lecturer 
Assistant 

Professor 

Associate 

Professor 
Professor 

UOSJ 
 

09 12 04 05 

UOK 10 10 04 03 

SALUK 

 
03 06 03 03 

SBBUSB 06 05 02 00 
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TABLE IV.  ACADEMIC QUALIFICATION WISE DISTRIBUTION OF SAMPLE 

Universities 

Academic qualification wise distribution of 

teachers 

Master’s M.Phil Doctorate 

UOSJ 

 
09 13 8 

UOK 10 11 6 

SALUK 
 

03 07 5 

SBBUSB 06 05 2 

Table III shows the designation wise distribution of sample 
size. There were 9 lecturers 1 assistant professor, 4 associate 
professor and 5 professor from UOSJ. Similarly for UOK 
there were 10 lecturers, 10 assistant professors, 4 associate 
professors and 3 professors. Furthermore for SALUK and 
SBBUSB the respondent distribution was 3, 6, 3, 3 and 6, 5, 2 
and  0 respectively. 

Table IV present the academic qualification of the 
respondent. There were 9 masters, 13 Mphil and 8 Doctorate 
from UOSJ and similarly 10, 11 and 6 from UOK. 
Furthermore there were 3 masters 7 Mphil and 5 Doctorate 
from SALUK and similarly 6, 5 and 2 from SBBUSB. 

III. DATA ANALYSIS 

Table V shows that higher number of respondents 18.33% 
teachers strongly agreed, and 33.33% teachers agreed that they 
were advance users of Email service for teaching-learning 
process whereas 21.67% and 16.76% respondents were 
disagreed and strongly disagreed respectively. While 10.00% 
remain undecided. The mean score found to be 3.13. Thus, the 
result described that most of the teachers rated themselves as 
advanced users of Email service for teaching-learning process. 

TABLE V.  OPINION REGARDING LEVEL OF EXPERTISE IN USING EMAIL 

SERVICE FOR TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 11 20 06 13 10 

3.13 

Percentage 18.33% 33.33% 10.00% 21.67% 16.67% 

TABLE VI.  OPINION REGARDING THE LEVEL OF EXPERTISE IN USING 

SEARCH ENGINES FOR TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 12 23 10 08 07 
3.4 

Percentage 20.00% 38.33% 16.67% 13.33% 11.67% 

Table VI shows the majority of teachers 20.00% strongly 
agreed, 38.33% agreed that they were advance users of search 
engines for teaching process, while 13.33% teachers disagreed 
and 11.67% strongly disagreed with the statement. Whereas 
16.67% teachers remained undecided. The mean score found 
to be 3.4. Thus, the results show that most of the teachers 
rated themselves as advanced users of search engines for 
teaching in the classrooms. 

TABLE VII.  OPINION REGARDING LEVEL OF EXPERTISE IN USING WEB 2.0 

TOOLS FOR TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 14 17 05 15 09 3.16 

Percentage 23.33% 38.33% 8.33% 25.00% 15.00% 

TABLE VIII.  OPINION REGARDING TEACHER’S AWARENESS OF THE 

BENEFITS OF BLENDED LEARNING FOR TEACHING-LEARNING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 15 18 04 10 13 
3.28 

Percentage 25.00% 30.00% 6.67% 16.67% 21.67% 

Table VII shows that the majority of teachers 23.33% 
strongly agreed, 38.33% teachers agreed that they were 
advance users of Web 2.0 tools for teaching process, whereas 
25.00% of teachers were disagreed and 15.00% were strongly 
disagreed that they were basic users. While 8.33% teachers 
remained undecided. The mean score found to be 3.16. Thus, 
results show that most of the teachers rated themselves as 
advanced users of Web 2.0 tools for teaching. 

Table VIII shows that majority of teachers with 25.00%  
and 30.00% were strongly agreed and agreed respectively that 
they were aware of the benefits of blended learning for 
teaching process, 16.67% of teachers disagreed, 21.67% of 
teachers strongly disagreed that they were unaware of the 
benefits of blended learning whereas 6.67% teachers remained 
undecided. The mean score is found to be 3.28. Thus, the 
results indicate that most of the teachers were aware of the 
benefits of blended learning for teaching process. 

TABLE IX.  OPINION REGARDING THE TEACHERS SUPPORT FOR BLENDED 

LEARNING IN TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 15 18 08 09 10 

3.31 

Percentage 25.00% 30.00% 13.33% 15.00% 16.67% 

TABLE X.  OPINION REGARDING THE TEACHER’S VIEWS ABOUT 

UNIVERSITY POLICY FOR BL FOR TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 04 05 12 19 20 
2.17 

Percentage 6.67% 8.33% 20.00% 31.67% 33.33% 

Table IX shows that the majority of teachers 25.00% 
strongly agreed and 30.00% agreed that they were supporter of 
blended learning approach for teaching process, 15.00% of 
teachers disagreed with the statement whereas 16.67% 
strongly agreed. While 13.33% teachers remained undecided. 
The mean score found to be 3.31. Thus, the results show that 
most of the teachers were in supporter of blended learning 
approach in teaching. 

Table X exhibits a small number of teachers 6.67% 
strongly agreed and 8.33% agreed with the statement that they 
knew about their university policy for BL for teaching 
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process, majority of teachers 31.67% shown their disagreed, 
33.33% were strongly disagreed that they did not knew about 
their university policy and 20.00% teachers remained 
undecided. The mean score is found to be 2.17. Thus, the 
results show that a very small number of the teachers 
responded that they knew their university have any policy for 
blended learning for teaching process. 

TABLE XI.  OPINION REGARDING TEACHERS’ VIEWS ABOUT BLENDED 

LEARNING MODEL ADOPTION BY UNIVERSITY FOR TEACHING PROCESS 

Scale SA A UD DA SDA Mean 

Frequency 03 05 13 16 23 
2.1 

Percentage 5.00% 8.33% 21.67% 26.67% 38.33% 

Table XI shows teacher’s views about Blended Learning 
model adoption by university for teaching process. Analysis of 
data exhibits a small number of teachers 5.00% were strongly 
agreed, 8.33% were agreed that they knew about their 
university model for BL for teaching-learning process, a 
majority of teachers with 26.67% and 38.33% ratio were 
disagreed and strongly disagreed respectively, and did not 
knew about their university model while 21.67% teachers 
remained undecided. The mean score is 2.1. The results show 
that a very small number of the teachers knew that their 
university has any model for blended learning for teaching-
learning process. 

TABLE XII.  OPINION ABOUT COURSE DESIGN ON BLENDED LEARNING 

Scale  SA A UD DA SDA Mean 

Frequency 02 03 13 17 25 
1.95 

Percentage 3.33% 5.00% 21.67% 28.33% 41.67% 

Table XII shows a small number of teachers 8.33% agreed 
that they knew about course design on Blended Learning for 
teaching process, a majority of teachers 70.00% disagreed and 
did not know about course design and 21.67% teachers 
remained undecided. The mean score is found to be 1.95. The 
results show that a very small number of the teachers knew 
that their university have designed course on blended learning 
format for teaching-learning process. 

TABLE XIII.  OPINION REGARDING TEACHERS VIEWS ABOUT TRAINING 

RELATED TO BLENDED LEARNING COURSE DESIGN 

Scale  SA A UD DA SDA Mean 

Frequency 18 24 05 06 07 

3.65 

Percentage 30.00% 40.00% 8.33% 10.00% 11.67% 

Table XIII shows that majority of teachers 30.00% 
strongly agreed, 40.00% agreed that they need trainings for 
blended learning course design, whereas 10.00% of teachers 
disagreed, 11.67% of teachers strongly disagreed that they did 
not want trainings for blended learning course design. While 
8.33% teachers remained undecided. The mean score is found 
to be 3.65. The result shows that majority of teachers want 
trainings for designing courses on blended learning format for 
teaching process. 

TABLE XIV.  OPINION REGARDING TEACHERS VIEWS ABOUT TRAINING 

RELATED TO USE OF OER FOR BLENDED LEARNING COURSE 

Scale SA A UD DA SDA Mean 

Frequency 16 28 03 04 09 
3.56 

Percentage 26.67% 46.67% 5.00% 6.67% 15.00% 

Table XIV shows that majority of teachers with 26.67% 
were strongly agreed, 46.67% were agreed that they need 
trainings for use of Open Education Resource (OER) for 
blended learning course, whereas a small proportion of 
teachers with 6.67% were disagreed and 15.00% teachers were 
strongly disagreed and did not want trainings of OER for 
blended learning course. While 5.00% teachers remained 
undecided. The mean score is found to be 3.56. The result 
shows that majority of teachers want trainings of OER for 
blended learning course. 

TABLE XV.  OPINION REGARDING TEACHERS VIEWS ABOUT TRAINING FOR 

TECHNICAL STAFF FOR IMPLEMENTATION OF BLENDED LEARNING COURSE 

Scale SA A UD DA SDA Mean 

Frequency 17 26 04 06 07 

3.33 

Percentage 28.33% 43.33% 6.67% 10.00% 15.00% 

Table XV. shows that majority of teachers 28.33% 
strongly agreed, 43.33% agreed that they need trainings for 
technical staff for implementation of Blended Learning 
course, 10.00% of teachers were disagreed, 15.00% teachers 
were strongly disagreed did not want trainings while 6.67% 
teachers remained undecided. The mean score is found to be 
3.33. The results show that majority of teachers want trainings 
.for technical staff for implementation of Blended Learning 
course. 

TABLE XVI.  OPINION REGARDING TEACHER’S VIEWS ABOUT POTENTIAL 

CHALLENGES OF TEACHING THROUGH BLENDED MODE TAKES MORE TIME 

EFFORT 

Scale SA A UD DA SDA Mean 

Frequency 16 28 03 04 09 
3.56 

Percentage 26.67% 46.67% 5.00% 6.67% 15.00% 

Table XVI shows that majority of teachers 26.67% 
strongly agreed, 46.67% agreed that teaching through blended 
modell is a challenge and takes more effort, 6.67% of teachers 
disagreed, 15.00% were strongly disagreed that they did not 
consider it a challenge. While 5.00% teachers remained 
undecided. The mean score is found to be 3.56. The results 
show that majority teachers consider teaching though blended 
mode a challenge. 

TABLE XVII.  OPINION REGARDING MANY TEACHERS HAVE YET TO ACCEPT 

THE VALUE BLENDED LEARNING 

Scale SA A UD DA SDA Mean 

Frequency 18 24 05 06 07 

3.65 
Percentage 30.00% 40.00% 8.33% 10.00% 11.67% 
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Table XVII shows  that majority of teachers 30.00% 
strongly agreed, 40.00% of teachers agreed that faculties 
needs to accept the value of teaching through blended mode. 
10.00% of teachers were disagreed, 11.67% were strongly 
disagreed and did not consider acceptance as a challenge 
while 8.33% teachers remained undecided. The mean score is 
found to be 3.65. The results show that majority of faculties 
needs to accept the value of teaching through blended mode. 

IV. ANALYSIS OF DATA COLLECTED FROM TEACHERS 

THROUGH INTERVIEWS 

The interviews were conducted and analysed through 
discussion under the themes as follows: 

A. Theme 01: Integration of Technology 

Most of the participants stated that; they use computers for 
different activities, such as for research, lecture and 
presentation purpose, teachers are expert in using MS Office. 
Most of the teachers are expert in using e-mails and search 
engines for teaching-learning process, all teachers have their 
official email addresses given by the universities. Most of the 
teachers are familiar and use of web 2.0 tools like blogs and 
discussion forums. Most of teachers are members of 
professional and academic networks like academia, research 
gate, and LinkedIn as suggested by [4]. 

B. Theme 02: Level of Implementation of Blended Learning 

Teachers viewed that; each individual faculty knows about 
the term Blended Learning, and its benefits. Even though 
individual faculty members are not implementing Blended 
Learning in their teaching process, but they advocate its need. 
The participants observed that faculty is not able to implement 
blended learning due to several reasons like lack of 
authorization and some exterior issues such as; no appropriate 
trainings of staff and teachers; and limited number of  
computer labs for students, no uniform definition of Blended 
Learning recommended officially and no office definition, no 
uniform Blended Learning policy is there and no strategy or 
no course of action, no orientation for Blended Learning, no 
official endorsement or no guideline for implementation of 
blended learning in the system, no institutional models 
established, or any model adopted, no courses on the blended 
learning format is identified in catalogues before start of any 
semester, there is no course is being designed yet on the 
blended learning format, no course is designed, which 
supports the Blended Learning pedagogy/instructional 
methods. The above same findings of understanding and 
examination of first phase are supported and discussed in 
“Blended Learning adoption and framework” by [5]. Initially, 
researcher assumed that University of Karachi and University 
of Sindh be considered at second level of early 
implementation phase as they both universities are urban 
universities and run the Directorate of Distance Education 
Program, a Higher Education Commission HEC, Pakistan 
funded project.  The rest of the two universities Shah Abdul 
Latif University, Khairpur and Shaheed Benazir Bhutto 
University, Shaheed Benazirabad were assumed at first level 
of awareness level. But after interviews and data collection is 
was analyzed that all four universities of Sindh province are at 
same page and touches only first stage that is awareness. 

C. Theme 03: Challenges 

The challenges encompassed that there is no motivation 
and encouragement for the teachers who are using BL 
components into their teaching, faculty needs trainings for 
using OER for Blended Learning courses and faculty needs 
trainings for designing Blended Learning courses. 

From questionnaires and interviews of teachers it is 
concluded that they face problems in adopting blended 
learning. Some of the challenges were identified as [6]; 

 No policy for blended learning implementation; 

 No faculty support and training to initiate courses on 
blended format 

 Lack specialized skills needed to run courses on 
blended format; and 

 Shortage of computer laboratories to run courses on 
blended format. 

From the participant views and questionnaire results it is 
clearly shown that the external factors mentioned above were 
affecting teachers’ willpower and distracting their motivation 
of not opting the course on blended format. Due to lack of 
universities support the teachers’ demands a proper system for 
implementation 

V. DISCUSSION AND CONCLUSION 

The blended learning is a new concept in Pakistan which is 
an underdeveloped country and has not embraced it in 
education. Therefore participants’ trend going towards in 
positive direction as they are aware of it but still it's not found 
implemented yet. Teachers gave great importance to policies 
on using ICT for blended learning, and were familiar with the 
benefits of Blended Learning. Teachers were supporter and 
promoter of the Blended Learning but with no constant 
definition of Blended Learning, no course of action or no 
official approval they were at awareness level for 
implementation of Blended Learning. Teaching through 
blended mode was a time consuming, needs more efforts. 
Acceptation of blended instruction was a main barrier in 
implementation blended learning. Teachers prerequisite 
faculty development trainings regarding blended learning 
system and considered lack of funding was one of challenge 
for purchasing the equipment and software needed for blended 
learning. Moreover, teachers viewed that there was need for 
technical skills, assistance and support for technical problems 
in the implementation of blended learning system. Along with 
this they agreed that there was no faculty motivation or 
encouragement or incentive for the teachers, who were using 
BL components into their teaching at their own. [7]indicate 
that teaching blended courses can give the lecturer the 
opportunity to use new educational technology in the 
universities.[8] describes that blended learning is proficient 
and effective” (p. 6). A study conducted a study that explored 
majority of students’ favoured blended learning mode because 
of the flexibility and convenience and Blended learning 
facilitate students to express the level of freedom in 
interacting with their peers [9]. 

Furthermore, they viewed that there was no model, no 
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course, no any official definition was there for the 
implementation of Blended Learning. It is also concluded that 
majority of teachers gave great importance to policies on 
using ICT for blended learning, and were familiar with the 
benefits of Blended Learning. There was no policy of Blended 
Learning was being informed by Head of Departments to 
concerned teachers because that there was no official approval 
or order, no policy, no course was being designed for the 
implementation of Blended Learning was planned or 
scheduled. According [10] in blended learning students can 
take advantage and proceed their learning at any time, any 
place at their own convenience due to its flexible nature. 
Blended Learning is easy in comparison to traditional face to 
face where time limitation and space is decided in advance 
and students needs to be present there if they want to learn. 

It is concluded that teachers perceived that teaching 
through blended mode was a time consuming, needs more 
efforts. Acceptation of blended instruction was a main barrier 
in implementation blended learning. Teachers prerequisite 
faculty development trainings regarding blended learning 
system and considered lack of funding was one of challenge 
for purchasing the equipment and software needed for blended 
learning. Moreover, they viewed that there was need for 
technical skills, assistance and support for technical problems 
in the implementation of blended learning system. Along with 
this they agreed that there was no faculty motivation or 
encouragement or incentive for the teachers, who were using 
BL components into their teaching at their own. Furthermore, 
they viewed that there was no model, no course, no any 
official definition was there for the implementation of Blended 
Learning. [11] said that Blended learning is combining both 
potentials of face to face and online instructions. It’s not the 
new, but a novel idea of incorporating technology with 
traditional methods of teaching to equip students with 21st-
century skills i.e. collaboration, creativity and problem-
solving skills are core areas where students expect them to 
become enable. 

VI. RECOMMENDATIONS 

This research gives few recommendations as follows: 

 The university administration should provide extra 
computing infrastructure (servers, bandwidth, and 
storage capacity) to run courses in blended format. 

 Universities should develop comprehensive institutional 
and organizational mechanisms to implement blended 
learning. 

 In strategic plan of the universities the blended learning 
should be well defined and highlighted. 

 In Policies and planning, the universities administration 
should focus on implementation of blended learning in 
courses. 

 The Heads of the departments should also develop a 
comprehensive mechanism for the effective 

implementation of blended learning in teaching-
learning process. 

 The technology-based centralized resource centre 
should be established to provide technical support & 
guidance to the teachers. 

 The Learning Management System should be 
introduced at department level through the technology-
based centralized resource centre. 

 The university courses should be revised, and 
technological aspect must be included in the course. 

 Conferences, seminar on blended learning should be 
organized in collaboration with virtual university 
Pakistan and other technology sufficient institutions. 

 The separate budgetary heads should be maintained for 
the purchase & provision of equipment and software 
needed for blended learning. 
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Abstract—This research was aimed to know the effectiveness 

level of learning media utilization to the introduction of rare 

plants in Alas Kedaton tourism forest in Tabanan-Bali based on 

backward chaining for students and the general public. The type 

of this research includes explorative and evaluative research 

types. The population in this study was the plants species that 

exist in the Alas Kedaton tourism forest. The human population 

was the entire society in the area of Alas Kedaton tourism forest. 

The sampling method of plants species used the quadratic 

method, while for the human samples used purposive sampling 

method. The data has been collected then analyzed descriptively. 

The results of this study indicate that through the utilization of 

learning media obtained related information about the number 

of rare plants species in Alas Kedaton tourism forest as many as 

48 species of plants with 26 families, and also the factors causing 

the scarcity of those plants species. Through the use of CIPP 

(Context-Input-Process-Product) evaluation model assisted by 

mobile technology, the overall average effectiveness of learning 

media utilization to the introduction of rare plant in Alas Kedaton 

tourism forest in Tabanan-Bali based on backward chaining 

amount of 88.20%, so that was included into the good 

categorization. 

Keywords—Rare plants species; backward chaining; 

evaluation; CIPP; mobile technology 

I. INTRODUCTION 

Forests are one source of foreign exchange that has been 
massively exploited for timber. This exploitation leads to 
widespread forest loss. Until now, the destruction of the forest 
environment still occurs, both by the practice of illegal 
logging and illegal mining. Based on the data from the 
Planology Department of Forestry in 2010 [1], it is known that 
forest destruction is getting worse due to uncontrolled logging, 
forest fires, community utilization of timber, and the 

conversion of land functions in forests. Based on data from the 
Bali Forestry Office in 2010 [2], the area of the mainland 
forest in Bali is 127,721.01 hectares or only 22.59 percent of 
the total area of Bali’s land area of 563,286 hectares. In 
addition to natural disasters of drought, floods and landslides, 
forest destruction also causes extinction of plant species 
contained therein. Including local plant species that are very 
important for science because some of them are the types of 
plants that have been threatened in nature and unique plant 
species and endemic or have a uniqueness or very rarely found 
elsewhere. 

Some studies may be mentioned, such as the research that 
has been done by Wijana in 2004 [3], 2005 [4], 2006 [5], 2008 
[6]; 2009 [7], 2010 [8], 2012 [9], 2013 [10], 2014 [11], 2015 
[12], and 2016 [13]-[15]. All his research is done in the area of 
Bali. Researches related to the analysis of terrestrial 
vegetation outside of Bali have been done by Arrijani, et.al. in 
2006 [16], Sri Hartini in 2007[17], Purwaningsih in 2006 [18], 
Purwaningsih and Razali Yusuf in 2008 [19], Junaedi, 
Indrawan, and  Mutaqien in 2010 [20], and Onrizal, et.al. in 
2006 [21]. 

In general it can be said that the studies mentioned above, 
examine the composition of species, species diversity, and 
management of protected forests and national parks. These 
studies were conducted in areas such as Arrijani in Cianjur, 
Junaedi in West Java, Sri Hartini in East Kalimantan, Onrizal 
in West Kalimantan, and Purwaningsih in Southeast Sulawesi. 
The context of this study is more oriented to study vegetation 
parameters or vegetation analysis and efforts to introduce rare 
plants in forest areas through learning media and evaluation of 
the effectiveness of the utilization of learning media. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

266 | P a g e  

www.ijacsa.thesai.org 

One of the forest areas used as tourist attractions in Bali is 
Alas Kedaton forest, Kukuh village, Marga district, Tabanan 
regency, Bali, Indonesia. According Sujaya in 2007 [22] 
explains that the width of Alas Kedaton tourism object is 
approximately 12 hectares, while the forest area of hedge 
approximately 6.5 hectares. In this forest area found the trees 
are large and dense, and there are several types of plants in the 
forest vegetation, is included in the category of rare plants. 

As an effort to conserve protected forest in Alas Kedaton 
tourist area, it is necessary to introduce to society in general 
and the students in particular about information of rare plant 
species that exist in the area through mobile technology-
assisted learning media. With the help of mobile technology-
assisted learning media, the community and students can 
search and complete information about the rare plants in Alas 
Kedaton forest, Tabanan, Bali through the media whenever 
and wherever they are. To obtain an overview of the 
effectiveness of learning media utilization for introduction of 
rare plants in Alas Kedaton tourism forest, Tabanan, Bali, it is 
necessary to conduct an evaluation. 

Generally evaluation is an activity to collect, process, and 
analyze a data into accurate information through a meticulous, 
complete and in-depth measurement process that can be useful 
as a recommendation for stakeholders/policy in taking a right 
decision. That definition of evaluation is reinforced by 
Divayana and Sanjaya [23], Jampel, et.al. [24], Arnyana, et.al. 
[25], Divayana, et.al. [26]-[29], Ariawan, Sanjaya, and 
Divayana [30], Divayana, Ardana, and Ariawan [31], 
Divayana [32]-[36], Sanjaya, and Divayana [37], Divayana, 
and Sugiharni [38], Divayana, Adiarta, and Abadi [39], 
Suandi, Putrayasa, and Divayana [40], Divayana, D.G.H., 
Adiarta, A., and Abadi [41], Sudiana, et.al. [42], Mahayukti, 
et.al. [43], with the core of the definition of evaluation is an 
activity to obtain recommendations so that it can be used as a 
basis for decision-making to continue/stop the program being 
evaluated. 

There are several evaluation models that can be used in an 
evaluation such as: Goal Free Evaluation Model, Goal 
Oriented Evaluation Model, Responsive Evaluation Model, 
Formative-Summative Evaluation Model, Countenance 
Evaluation Model, Center for the Study of Evaluation-
University of California in Los Angeles, CIPP (Context, Input, 
Process, Product), and Discrepancy Model. 

From some of these models, the most suitable and 
appropriate model used in this study is the CIPP evaluation 
model, because this model can provide related information: 1) 
the evaluation context that provides value and description of 
the things that cause learning media to introduce of rare plants 
in Alas Kedaton tourism forest can be realized, 2) evaluation 
inputs that determine the available resources, alternative 
strategies and what plans should be done to encourage the 
holding of learning media, 3) evaluation process that provides 
value and description of the activities that have been 
implemented to achieve the objectives of the implementation 
of the learning media, and 4) evaluation products that provide 
value and description of the results achieved after utilizing the 
learning media. 

From the description above, the problems studied in this 
research are: 1) How the use of learning media to introduce of 
rare plants, especially in Alas Kedaton tourism forest to know 
the number of species of rare plants in that forest and the 
factors causing the scarcity of the plant species; 2) What is the 
effectiveness level of utilization of learning media to introduce 
rare plants in Alas Kedaton tourism forest for students and the 
general public? 

Based on the problems and the use of a new innovation in 
the form of learning media as a solution to problem solves the 
existing problems, so the researchers are interested in 
conducting research studies about the effectiveness 
measurement of the learning media for introduction of rare 
plants in Alas Kedaton tourism forest in Tabanan-Bali using 
backward chaining integrated with Context-Input-Process-
Product evaluation model based on mobile technology 

II. RESEARCH METHODOLOGY 

The type of this research includes explorative research and 
evaluative research. It said explorative research because it 
explores of rare plant species in the Alas Kedaton forest 
tourism in Tabanan, Bali, Indonesia. It is said evaluative 
research for evaluating of learning media to introduce of rare 
plants in Alas Kedaton forest tourism. The explorative 
research location in Alas Kedaton tourism forest is with an 
area of 6.5 hectares. While the location of evaluative research 
conducted in the area of Alas Kedaton tourism object and high 
school around in Alas Kedaton Tabanan. 

Population in this explorative research was plant species 
that exist in Alas Kedaton tourism forest. The population of 
evaluative research was the entire community in the area of 
Alas Kedaton tourism forest. The sampling method of plant 
species for explorative research was using the quadratic 
method [11], [44], while the community sampling method for 
evaluative research is by using purposive Sampling. The 
samples of plant species are all plant species covered by 
squares of 20 x 20 m size as many as 100 squares. For the 
sample of the community was taken as many as 25 people. 

In the sampling technique of plant species using systematic 
squares, the squares are placed continuously at 10 x 20m 
intervals along the line of the compass line, as many as 100 
squares. Each square is recorded for its constituent plant 
species. Plant species that have been collected then 
determined the species of plants that fall into the rare 
category. The determination of this rare plant species is done 
by studying existing documents, conducting interviews, and 
seeking information from various sources. Furthermore, with 
in-depth interviews with sources of informants from the 
community around the forest area, and including the District 
and Provincial Forest Service, to obtain information related to 
rare plants that fall into the national rare category, rare at the 
level of Bali province, scarce at Tabanan regency level, and 
Rare at Marga and Kukuh Village levels. Further data were 
analyzed descriptively. In purposive sampling technique of 
society in evaluating learning media conducted with the 
intention of involving parties who have interests/goals and 
understand the object/program studied in this case related to 
learning media to introduce of rare plants in Alas Kedaton 
forest tourism. The evaluation results using the CIPP model 
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on the use of learning media to introduce the rare plants in the 
Alas Kedaton tourism forest are indicated by the average 
percentage of effectiveness calculated using the following 
percentage descriptive formula [45]. 

                      Σ(Answer * Weight of Each Choice) 

Percentage =                                *100%   (1) 

         n * The Highest Weight 

Notes: 

Σ =  Amount 

n  =  Total number of questionnaire items 

Furthermore, to calculate the percentage of all subjects 
used by using the following formula: 

        F 

Percentage =    (2) 

    N 

Notes: 

F = Total percentage of the entire subject 

N = Number of subjects  

To be able to give meaning and decision on the percentage 
level of effectiveness/achievement, then used scale conversion 
effectiveness level as follows [45] (Table I): 

TABLE I. CONVERSION LEVEL EFFECTIVENESS BY SCALE OF FIVE 

Level of Effectiveness Category 

90-100 % Very Good 

80-89 % Good 

65-79 % Enough 

55-64 % Less 

0-54 % Very Less 

III. RESULTS AND DISCUSSION 

A. Result 

Recapitulation of explorative research results on plant 
species present in Alas Kedaton tourism forest, presented in 
detail in the Table II. 

There are a total of 48 plant species found in the Alas 
Kedaton tourism forest, which belongs to 26 families, with 
details of the following families: Meliaceae (8 species), 
Moraceae (7 species), Lauraceae (3 species), Annonaceae (3 
species) (2 species), Apocynaceae (2 species), Sterculiaceae 
(1 species), Lythraceae (1 species), Euphorbiaceae (1 
species), Clusiaceae (2 species), Myocycaceae (2 species) (1 
species), Phyllanthaceae (1 species), Rubiaceae (1 species), 
Caesalpinioceae (1spesies), Sabiaceae (1 species), 
Elaeocarpaceae (1 species), Verbenaceae (1 species), 
Malpighiaceae (1 species), Cornaceae (1 species), Rubiaceae 
(1 species), and Leeaceae (1 species). From the floristic list of 
plants above, then by using literature/document review, 
interviews, and some relevant information, a rare plant species 
is obtained as presented in Table III. 

TABLE II. LIST OF FLORISTIC SPECIES OF COMMON SPECIES IN ALAS 

KEDATON TOURISM FOREST TABANAN, BALI, INDONESIA 

No Family 

Name of Plant Species 

Local Name*/ 

Indonesia 
Scientific Name 

1. Anacardiaceae 
Dau 

Dracontomelum 

mangiferum 

Mete Mini Semecarpus cassuvium 

2. Annonaceae 

Sandat Cananga adorata 

Blakatak Polyalthia lateriflora 

Kayu Madas Polyalthia korinti 

3. Apocynaceae 
Pulai/Pule Alstonia scholaris 

Bukak Rauwolfia javanica 

4. Arecaceae 
Rotan Calamus axillaris 

Jaka/Aren Arenga pinnata 

5. Caesalpinioceae Benul Parkia speciosa 

6. Clusiaceae Badung Garcinia divica 

7. Combretaceae Kayu Kunyit Terminalia sumatrana 

8. Cornaceae Jelit-jelit Alangium salviifolium 

9. Elaeocarpaceae Genitri Elaeocarpus ganitrus 

10. Euphorbiaceae Buni Hutan Antidesma bunius 

11. Lauraceae 

Bejulitan Litsea glutinosa 

Kayu Besi Eusideroxylon zwageri 

Kayu Manis Cinnamomum burmani 

12. Lecythidaceae Putat/ Kutat Planchonia valida 

13. Leeaceae Gegirang Leea sp. 

14. Lythraceae Tangi/Bungur Lagerstroemia speciosa 

15. Malpighiaceae Bergiding Hiptage benghalensis 

16. Meliaceae 

Majegau Dysoxylum densiflorum 

Kayu Adeng 
Dysoxylum 
caulostachyum 

Kepohpoh Buchanania arborescens 

Kayu Bawang Dysoxylum alliaceum 

Kayu Nyoling Pisnoid umbellata 

Sentul Sandoricum koetjape  

Mahoni Swietenia mahagoni 

Langsat Lutung Aglaia argentea 

17. Moraceae 

Beringin Hijau Ficus benyamina 

Teep/Terep Artocarpus elastica 

Ae/ Ara Ficus racemosa 

Bunut Ficus altissima 

Serut/Pungut Streblus asper 

Kacu-Kacu Ficus magnoliaefolia 

Awar-Awar Ficus septic 

18. Myrisinaceae Lampeni Ardisia humilis 

19. Myristicaceae Kayu Anak Knema laurina 

20. Myrtaceae 

Kaliampuak/ 
Jambu Hutan 

Eugenia densiflora 

Salam Syzygium polyanthum 

21. Phyllanthaceae Gintungan Bischofia javanica 

22. Rubiaceae 

Kayu Nyan-

Nyan 
Guettarda speciosa 

Jarum-Jarum Pavetta subvelutina 

23. Sabiaceae Kayu Sambuk Meliosma pinnata 

24. Sapotaceae Nyantuh Palaquium javanicum 

25. Sterculiaceae Bayur 
Pterospermum 

javanicum 

26. Verbenaceae Kayu Taluh Vitex glabrata 

Source: Wijana in 2018 [46], Wijana and Setiawan in 2017 [47] Notes: *) Local Name Using Balinese 
Language 

https://www.google.com/search?client=firefox-a&rls=org.mozilla:en-US:official&channel=np&tbm=isch&q=Buchanania+arborescens&spell=1&sa=X&ved=0ahUKEwjjsf2P2ufKAhXNWI4KHb_cAKEQvwUIGigA&dpr=1&biw=1366&bih=657
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TABLE III. LIST OF RARE PLANTS SPECIES IN ALAS KEDATON TOURISM FOREST, TABANAN, BALI, INDONESIA 

No. Family 
Name of Plant Species 

Number of Individuals Status 
Local Name*) /Indonesia Scientific Name 

1. Anacardiaceae 
Dau Dracontomelum mangiferum 8 BR 

Mete Mini Semecarpus cassuvium 1 BR 

2. Annonaceae 

Sandat Cananga adorata 2 NR 

Blakatak Polyalthia lateriflora 7 TR 

Kayu Madas Polyalthia korinti 17 MR 

3. Apocynaceae 
Pulai/ Pule Alstonia scholaris 1 NR 

Bukak Rauwolfia javanica 78 TR 

4. Arecaceae 
Rotan Calamus axillaris 6 BR 

Jaka/ Aren Arenga pinnata 2 BR 

5. Caesalpinioidea Benul Parkia speciosa 4 BR 

6. Clusiaceae Badung Garcinia divica 1 NR 

7. Combretaceae Kayu Kunyit Terminalia sumatrana 9 BR 

8. Elaeocarpaceae Genitri Elaeocarpus ganitrus 1 BR 

9. Euphorbiaceae Buni Hutan Antidesma bunius 2 NR 

10. Lauraceae 

Bejulitan Litsea glutinosa 26 BR 

Kayu Besi Eusideroxylon zwageri 7 BR 

Kayu Manis Cinnamomum burmani 57 TR 

11. Lecythidaceae Putat/ Kutat Planchonia valida 12 BR 

12. Lythraceae Tangi/Bungur Lagerstroemia speciosa 9 NR 

13. Malpighiales Bergiding Hiptage benghalensis 79 TR 

14. Meliaceae 

Majegau Dysoxylum densiflorum 5 NR 

Kayu Adeng Dysoxylum caulostachyum 23 BR 

Kepohpoh Buchanania arborescens 10 BR 

Kayu Bawang Dysoxylum alliaceum 60 TR 

Kayu Nyoling Pisnoid umbellata 4 TR 

Sentul Sandoricum koetjape  3 TR 

Mahoni Swietenia mahagoni 63 MR 

Langsat Lutung Aglaia argentea 13 MR 

15. Moraceae 

Beringin Hijau Ficus benyamina 1 NR 

Teep/Terep Artocarpus elastic 32 BR 

Ae/Ara Ficus racemosa 18 BR 

Bunut Ficus altissima 2 BR 

Serut/Pungut Streblus asper 2 TR 

Kacu-Kacu Ficus magnoliaefolia 5 MR 

16. Myristicaceae Kayu Anak Knema laurina 5 BR 

17. Myrtaceae 
Kaliampuak/ 

Jambu Hutan 
Eugenia densiflora 11 TR 

18. Phyllanthaceae Gintungan Bischofia javanica 5 BR 

19. Rubiaceae Kayu Nyan-Nyan Guettarda speciosa 4 BR 

20. Sabiaceae Kayu Sambuk Meliosma pinnata 3 BR 

21. Sapotaceae Nyantuh Palaquium javanicum 34 BR 

22. Sterculiaceae Bayur Pterospermum javanicum 11 NR 

23. Verbenaceae Kayu Taluh Vitex glabrata 1,275 TR 

Source: Wijana in 2018 [46], Wijana and Setiawan in 2017 [47] 

https://www.google.com/search?client=firefox-a&rls=org.mozilla:en-US:official&channel=np&tbm=isch&q=Buchanania+arborescens&spell=1&sa=X&ved=0ahUKEwjjsf2P2ufKAhXNWI4KHb_cAKEQvwUIGigA&dpr=1&biw=1366&bih=657
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TABLE IV. SOME EXAMPLES OF COMPLETE INFORMATION ABOUT RARE PLANT SPECIES IN ALAS KEDATON TOURISM FOREST 

1. Kayu Taluh (Vitex glabrata) 

 Kingdom    
Division    

Class      

Order      
Family       

Genus       

Species      

: 
: 

: 

: 
: 

: 

: 

Plantae  
Magnoliophyta  

Magnoliopsida 

Lamiales  
Verbenaceae  

Vitex  

Vitex glabrata 

The plant is a tree, its height reaches ± 25 m, stem diameter 35 - 45 cm, this tree has many branch which is not straight/bent and irregular. 
The wood is quite hard, solid, the fiber is straight, the color is greenish to yellow brown. The leaves pinnate with the shape of the round 

leaves of eggs until tapering/ellipse and tapered to the tip and base of the leaves. 

2. Kayu Bawang (Dysoxylum alliaceum) 

 Kingdom    
Division    

Class      
Order       

Family       

Genus       
Species      

: 
: 

: 
: 

: 

: 
: 

Plantae 
Magnoliophyta 

Magnoliopsida 
Sapindales 

Meliaceae  

Dysoxylum 
Dysoxylum alliaceum 

Plants with height up to 20-25 m in diameter of stems 40-60 cm. The trunk is straight with white wood without a terrace. The leaves are 

pinnate with a sitting leaf opposite the shape of the lanceolate. 

3. Tangi/Bungur (Lagerstroemia speciosa) 

 Kingdom    
Division    

Class      

Order       
Family       

Genus       

Species      

: 
: 

: 

: 
: 

: 

: 

Plantae 
Magnoliophyta  

Magnoliopsida 

Myrtales 
Lythraceae 

Lagerstroemia 

Lagerstroemia speciosa 

Plants with a height of 10-30 m. Round stem, branching starting from the base, light brown. Leaves single, stiff, short stem. The leaves are 

oval shaped, elliptical, with a length of 9-28 cm and dark green. Compound interest, arranged in panicles. The fruit is a box, ball-shaped 

until rounded elongated, with a length of 2-3.5 cm, has a space as much as 3-7, fruit is still young green, gradually become brown. 

4. Kayu Besi (Eusideroxylon zwageri) 

 Kingdom    

Division    

Class      
Order      

Family       

Genus       
Species      

: 

: 

: 
: 

: 

: 
: 

Plantae 

Magnoliophyta 

Magnoliopsida 
Ranales 

Lauraceae 

Eusideroxylon 
Eusideroxylon zwageri 

Plants with a height of 10 m. The trunk is strong but the shape of the trunk is bent. Leaves pinnate, pointed leaf tip, rounded base of leaf, 

flat leaf edge. Twigs are reddish brown. The fruit of this plant is a fruit stone, shaped ellipse to make, seed one with a length of 7-16 cm 
and width 5-9 cm. 

5. Kayu Jelema/Kayu Anak (Knema laurina) 

 Kingdom    

Division    
Class      

Order       

Family       
Genus       

Species      

: 

: 
: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Magnoliales 

Myristicaceae 
Knema 

Knema laurina 

Plants with a height of ± 20 m. The trunk is light brown with red sap. Has an arillus that covers all the pink seeds. Leaf blade pinnate 

with a lanceolate shape, with a slippery leaf surface. 

6. Majegau (Dysoxylum densiflorum) 

 Kingdom    

Division    

Class      
Order      

Family       

Genus       
Species      

: 

: 

: 
: 

: 

: 
: 

Plantae 

Magnoliophyta 

Magnoliopsida 
Sapindales 

Meliaceae  

Dysoxylum 
Dysoxylum densiflorum 

Plants with a height of 40 m with a diameter of 1.2 m. The trunk is woody, the wood is heavy, hard but fibrous with a light brown to pink 

or brown-pink, shiny. Majegau leaves are oval shaped lancet. The fruit is oval-shaped with a length of between 3-6 cm of brown to 
orange. 

7. Gintungan (Bischofia javanica) 
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Kingdom    

Division    

Class      

Order       

Family       
Genus       

Species 

: 

: 

: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Malpighiales 

Phyllanthaceae 
Bischofia 

Bischofia javanica 

Plants with a height of ± 40 m, stem diameter 95 - 150 cm. The trunk is straight, no wood or bomi root, no grooved. Shape of round 
leaves of eggs that share/notched three and tapered to the tip of the leaf. Seated leaf or spiral/circular location, has a long leaf stalk. 

Inflorescences of the shape of the panicle, small, located at the end of the stem with a long flower stalk. The fruit is also small (1.2 - 1.5 

cm). 

8. Sentul (Sandoricum koetjape) 

 
Kingdom    

Division    

Class      
Order      

Family       

Genus       
Species      

: 

: 

: 
: 

: 

: 
: 

Plantae 

Magnoliophyta 

Magnoliopsida 
Sapindales 

Meliaceae 

Sandoricum 
Sandoricum koetjape 

Plants with a height of 30 m, with a diameter of 90 cm, gummy like milk. Compound leaves alternate, pinnate with three leaves, rounded 

or slightly pointy shape at the base, tapering at the end; Shiny green on the top, a dull green beneath it. Flowers in panicles in the armpits 
of leaves, haired, dangling, up to 25 cm. The fruits of buni are rounded slightly flat, 5-6 cm, yellow or reddish if ripe, fluffy like velvet. 

9. Bunut (Ficus altissima) 

 Kingdom    

Division    
Class      

Order       

Family       
Genus       

Species      

: 

: 
: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Urticales 

Moraceae 
Ficus 

Ficus altissima 

Plants with a height of 20-30 m. Stems woody, cylindrical, dark brown, smooth surface, branches spread irregularly to form a shady tree, 

out roots hanging from the trunk or branch that has been large. Single leaves, stemmed, arranged alternately, elliptic, tapered ends 
(acuminatus), flat edges, shiny surfaces (nitidus), and have slippery leaf surfaces. 

10. Pulai/Pule (Alstonia scholaris) 

 Kingdom    

Division    

Class      
Order      

Family       

Genus       
Species      

: 

: 

: 
: 

: 

: 
: 

Plantae 

Magnoliophyta 

Magnoliopsida 
Gentianales 

Apocynaceae 

Alstonia 
Alstonia scholaris 

Plants with a height of 10-50 m. The trunk is straight, straight, dark green. Single leaf, shaped lanceolate, rounded edges and tapered, flat 
edge. Stained white and sticky, bone leaves tightly, circular center leaves 4-8 strands. The flowers are compound, the shape is panicle, 

with the oval petals. The fruit is ribbon-shaped with a length of 20-50 mm and is white. 

11. Genitri (Elaeocarpus ganitrus) 

 Kingdom    
Division    

Class      

Order      
Family       

Genus       

Species      

: 
: 

: 

: 
: 

: 

: 

Plantae 
Magnoliophyta 

Magnoliopsida 

Malvales 
Elaeocarpaceae 

Elaeocarpus 

Elaeocarpus ganitrus 

Plants with a height of 20-30 m. The stems are erect, woody, round, and rough-colored brown. Leaves single, green, oval-shaped with 

serrated edge, tip and base tapered, long= 8-20 cm and width= 3-6 cm. Flower type is flowers compound shaped panicles. Jenitri fruit are 

buni type, round, green. The seeds are round, brown to dark brown in diameter between 0.5 cm - 2 cm. The surface of the hollow and 

grooved (threaded) seeds are carved. 

12. Badung/Mundu (Garcinia divica) 

 

 

Kingdom    

Division    
Class      

Order       

Family       
Genus       

Species      

: 

: 
: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Malpighiales 

Clusiaceae 
Garcinia 

Garcinia divica 

Plants with height of 13-15 m. The trunk has brown leather and white gummy. The leaves are oval-shaped to oval with a length of 10-30 

cm. The flowers are whitish yellow.  

13. Nyantuh (Palaquium javanicum) 
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Kingdom    

Division    

Class      

Order       

Family       
Genus       

Species      

: 

: 

: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Ericales 

Sapotaceae 
Palaquium 

Palaquium javanicum 

Plants with height of up to 30 m and a diameter of 0.5 m. Trunked upright with brownish red. The bark is yellow to red, and the sap is 
white. Leaf single with round breech shape. Flower lops on leaf  axillary. 

14. Teep/Terep (Artocarpus elastica) 

 Kingdom    

Division    
Class      

Order       

Family       
Genus       

Species      

: 

: 
: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Urticales 

Moraceae 
Artocarpus 

Artocarpus elastic 

Plants with height of 25 m with a trunk diameter of up to 80 cm. The leaves are large with a length of up to ± 50 cm, single, pinnate, 
upper and lower leaf surfaces furry so coarse textured. The fruit is compound and is protected with the skin of a prickly soft fruit. 

15. Putat/Kutat (Planchonia valida) 

 
Kingdom    

Division    
Class      

Order       

Family       
Genus       

Species      

: 

: 
: 

: 

: 
: 

: 

Plantae 

Magnoliophyta 
Magnoliopsida 

Lecythidales 

Lecythidaceae 
Planchonia 

Planchonia valida 

Plants with a height of up to 50 m, diameter of 200 cm, with stems upright, straight, and watery. The headboard is round, bushy, dark 

green and shiny, which in the dry season leaves fall and before the autumn leaves red. The bark is grayish brown to dark brown, peeling 
off in the form of small pieces. Inflorescence in the form of bunches. The flowers have many stamens. The fruit is oval. 

Notes: 

NR: National Rare is protected by law [48]  

BR : Rare in Bali is protected by law [48] 

TR : Rare in Tabanan regency 

MR : Rare in Marga sub-district 

*) Local Name Using Balinese Language 

From the 48 plant species commonly found in the Alas 
Kedaton tourism forest, there are as many as 42 (87.5%) plant 
species belonging to the rare category. This rare plant category 
is based on document/literature studies with reference to the 
Forest Service which has established several rare plant 
species. In addition it is also based on interviews with sources 
of informants around the Alas Kedaton forest tourism; also, 
accompanied by interviews to people who generally live 
outside the Alas Kedaton forest tourism, even to people 
outside Tabanan regency. From the results of literature studies 
and interviews with communities and Provincial and District 
Forestry Offices, rare plant categories such as rare national 
species, scarce at the level of the Bali province, scarce at level 
of Tabanan district, and rare at Marga and Kukuh sub-
districts.  From Table III, it appears that there are 8 (19.04%) 
plant species belonging to the national rare category, 20 
(47.62%) of rare plant species at Bali Province level, 10 
(23.81%) of rare plant species at Tabanan regency level, and 4 
(9.52%) species belonging to the rare category at Marga sub-
district level, including rare in the Kukuh village level. When 
viewed from the number of individual species that exist, from 
the square of 20x20m as many as 100 squares obtained species 
of rare plants with the largest number of individuals is plant 
species of Kayu Taluh (Vitex glabrata), with an individual 
number of 1,275 individuals. While the least number of 

individual species are: Beringin Hijau (Ficus benyamina), 
Pulai/Pule (Alstonia scholaris), Badung (Garcinia divica), 
Mete Mini (Semecarpus cassuvium, and Genitri (Elaeocarpus 
ganitrus), with an each individual number of 1 individual. 
Thus it can be stated that in the Alas Kedaton forest tourism, 
as a place of conservation of rare plants, because quite a lot of 
rare plant species that exist in the forest. It also appears that 
the number of individuals belonging to the rare plant category 
is found to be only one individual species in size 20 × 20 m x 
100 m with the interval spacing of 10 × 20 m; so very 
apprehensive for plant species with such conditions. This 
needs special attention for local tourism forest managers. 
Below are some examples of rare plant species present in Alas 
Kedaton tourism forest, Tabanan, Bali, Indonesia. Some 
examples of complete information about rare plant species 
found in Alas Kedaton tourism forest, Tabanan, Bali, 
Indonesia can be seen in Table IV. 

 
Fig. 1. The Search Process of Detail Information about Rare Plants by 

Species Name Using Backward Chaining Concept. 
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Fig. 2. The Display of Learning Media to Introduce of Rare Plants in Alas 

Kedaton Tourism Forest, Tabanan, Bali Based on Backward Chaining 
Concept. 

Data from the explorative research results about complete 
information of rare plant species in Alas Kedaton tourism forest, 
then used as a knowledge base that is incorporated into the 
learning media, while the concept of backward chaining is 
used in searching for complete information about rare plant 
species. The view of the use of the concept of backward 
chaining and display of learning media to introduce of rare 
plants in Alas Kedaton tourism forest, Tabanan, and Bali can 
be seen in Fig. 1 and 2. 

The standard used to measure the effectiveness of use of 
the media learning to introduce the rare plants in terms of 
CIPP evaluation model components can be seen in Table V. 

TABLE V. MEASUREMENT STANDARD OF EFFECTIVENESS OF USE OF 

MEDIA LEARNING TO INTRODUCE OF RARE PLANTS IN TERMS OF CIPP 

EVALUATION MODEL COMPONENTS 

No 
Evaluation 

Components 
Evaluation Aspects 

Measurement 

Standard of 

Effectiveness (%) 

1. Context 

A1 Aim 88 

A2 Legality 90 

A3 Stakeholders Support 85 

2. Input 

A4 Facilities and infrastructure 80 

A5 Knowledge Base  88 

A6 Human Resources 80 

A7 Funding 80 

3. Process 

A8 
The ability of development 
team to manage the rule 

85 

A9 

The ability of development 

team to manage the 
knowledge base 

90 

A10 

The ability of development 

team to package/ present the 
media to be interactive 

85 

A11 
The ability of users in using 

information technology 
80 

4. Product 

A12 Interactivity of media 85 

A13 Accuracy of information 88 

A14 Easy access 85 

A15 Display of media design 85 

Table V above shows the scores of measurement standard 
of effectiveness that was used as a basic reference in deciding 
evaluation. If the measurement results of the learning media to 
introduce of rare plants in Alas Kedaton tourism forest, 
Tabanan, Bali shows a less value than the scores of 
measurement standard of effectiveness, so that the application 
can be said to be ineffective while if the value is equal or even 
exceeds of the standard, then the application can be said to be 
effective. The effectiveness measurement results of the 
utilization of learning media to introduce of rare plants in Alas 
Kedaton tourism forest, Tabanan, Bali using CIPP evaluation 
model can be seen in Table VI. 

Table VI above shows the effectiveness measurement 
results of the use of learning media to introduce of rare plants 
in Alas Kedaton tourism forest, Tabanan, Bali using CIPP 
evaluation model, conducted by 25 respondents with giving an 
assessment of 15 evaluation aspects. Percentage of 
effectiveness in aspect-1 (aim) was 89.60%, in aspect-2 
(legality) was 92.00%, in aspect-3 (stakeholders support) was 
85.60%, in aspect-4 (facilities and infrastructure) was 
83.20%, in aspect-5  (knowledge base) was 89.60%, in aspect-
6 (human resources) was 81.60%, in aspect-7 (funding) was 
82.40%, in aspect-8 (the ability of development team to 
manage the rule) sebesar 88.80%, in aspect-9 (the ability of 
development team to manage the knowledge base) was 
92.00%, in aspect-10 (the ability of development team to 
package/present the media to be interactive) was 89.60%, in 
aspect-11 (the ability of users in using information 
technology) was 80.80%, in aspect-12 (interactivity of media) 
was 88.00%, in aspect-13 (accuracy of information) was 
91.20%, in aspect-14 (easy access) was 87.20%, and in 
aspect-15 (display of media design) was 86.40%. 
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TABLE VI. THE MEASUREMENT RESULTS OF EFFECTIVENESS OF THE USE OF LEARNING MEDIA TO INTRODUCE  RARE PLANTS IN ALAS KEDATON TOURISM 

FOREST, TABANAN, BALI USING CIPP EVALUATION MODEL 

No Respondent 

CIPP Evaluation Component 

Context Input Process Product 

Context Aspects Input Aspects Process Aspects Product Aspects 

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 

1 R1 5 5 4 4 5 4 4 4 5 5 4 4 5 4 4 

2 R2 4 5 4 5 4 4 4 5 5 4 4 5 5 4 4 

3 R3 4 4 5 4 5 5 4 4 5 5 3 4 5 5 4 

4 R4 5 4 4 4 4 4 4 4 4 5 5 5 4 4 5 

5 R5 5 5 4 4 4 5 4 4 5 5 5 4 4 4 4 

6 R6 4 4 4 4 5 4 5 4 5 5 3 5 5 5 4 

7 R7 5 5 4 4 4 4 4 5 4 4 4 4 4 4 4 

8 R8 4 4 5 4 5 4 4 5 5 5 4 5 5 5 5 

9 R9 4 5 4 5 4 4 4 4 5 4 3 4 4 4 4 

10 R10 4 5 4 4 4 5 4 5 4 5 4 4 5 4 4 

11 R11 4 5 4 4 4 4 4 4 4 4 4 5 4 5 4 

12 R12 4 5 5 4 5 3 4 5 4 5 4 4 4 4 4 

13 R13 5 4 4 4 5 4 4 4 5 4 5 5 5 5 5 

14 R14 5 5 5 4 5 3 4 4 5 4 4 4 4 4 4 

15 R15 5 4 4 4 4 4 4 5 4 4 5 4 5 4 5 

16 R16 4 5 5 5 5 3 5 4 5 5 4 5 4 5 5 

17 R17 5 4 4 4 4 4 4 5 4 4 3 4 5 4 4 

18 R18 4 5 4 4 5 4 4 4 5 4 4 5 4 5 4 

19 R19 5 4 4 4 4 4 4 4 4 4 4 4 5 4 5 

20 R20 4 5 5 4 5 3 4 5 5 4 5 4 5 5 4 

21 R21 4 5 4 5 4 4 4 4 4 5 5 4 4 4 4 

22 R22 5 4 4 4 5 5 4 5 5 4 3 5 5 4 5 

23 R23 5 5 5 4 4 4 5 5 5 4 4 4 4 5 4 

24 R24 4 5 4 4 4 5 4 4 4 5 4 5 5 4 4 

25 R25 5 4 4 4 5 5 4 5 5 5 4 4 5 4 5 

Total 112 115 107 104 112 102 103 111 115 112 101 110 114 109 108 

Percentage of Effectiveness  

Each Aspect (%) 
89.60 92.00 85.60 83.20 89.60 81.60 82.40 88.80 92.00 89.60 80.80 88.00 91.20 87.20 86.40 

Percentage of Effectiveness  

Each Component (%) 
89.07 84.40 90.13 88.80 

Average of Overall 

Components (%) 
88.20 

Based on the percentage of effectiveness in each aspect, so 
the percentage of effectiveness on Context components can be 
determined by the amount of 89.07% (including the 
effectiveness level in the good category). The Input 
Component was 84.40% (including the effectiveness level in 
the good category). The Process component was 90.13% 
(including the effectiveness level in the good category). The 
Product component was 88.80% (including the effectiveness 
level in the good category). The measurement results of the 
effectiveness of the use of learning media to introduce of rare 
plants in Alas Kedaton tourism forest, Tabanan, Bali using 
CIPP evaluation model based on mobile technology can be 
seen in Fig. 3. 

Based from Table III it is clear that there are as many as 42 
(87.5%) rare plant species from a total of 48 plant species 
present in the Alas Kedaton tourism forest. Meanwhile, 
according to the Provincial Forestry Office of Bali in 1987 
from about 200 rare plants in Indonesia which IUCN category 

(International Union for Conservation of Nature) in 1987, as 
many as 32 plants are already known in Bali. The amount of 
vegetation/flora in the Alas Kedaton tourism forest conducted 
in 2003 and 2005, the type of plants at this time experiencing 
a change that increases. In 2003 and 2005, 29 species of rare 
plants from 43 plant species were identified, while 42 species 
of rare plants from 46 plant species were identified. 

That change is influenced by various factors from the 
environment and the activity of living things in it. Indriyanto 
in 2006 [49] explained that community of plants have 
dynamics or changes, both caused by the activity of nature and 
humans. Sugita in 2015 [50] explains that changes in the 
natural environment or the composition of plants in a region 
can be caused by adaptation to soil environment, topography, 
geology and climate conditions, through changes in body and 
function, while the environment also undergoes changes 
through physical or biogeochemical processes to maintain 
quality Life support and balance of community systems. 
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Fig. 3. The Display of Measurement Results of the use of Rare Plants 

Learning Media using CIPP Evaluation Model Based on Mobile Technology. 

B. Discussion 

The statement is in accordance with the results of 
interviews with the manager of Alas Kedaton tourism forest 
explained that changes in the composition of plants that have 
changed the occurrence of the number of rare plants that exist 
today, due to the efforts of planting plants in forest tours by 
the spread of new plant seeds. On the other hand, the existence 
of rare plants in the forest area, is old and dead, and not 
accompanied by replanting. In addition, according to the forest 
manager, some plants also died due to the influence of animal 
disturbance in this forest area, especially animal group 
“Pteropus vampyrus” which occupy the plant “Pterospermum 
javanicum” as its habitat, thus disrupting the growth of the 
tree. 

There are several opinions that suggest a plant species may 
become scarce. The factors that causing plants to become 
scarce, can be grouped as follows: 1) Rare naturally as a result 
of a-biotic factors (fire, drought) or biotic (pest or disease). 
This naturally occurring scarcity process is especially 
susceptible to endemic plant species that are clustered in 
certain areas such as the Rafflesia arnoldi plant in West 
Sumatra or non-endemic plants but relatively small 
populations and very distant population distribution such as 
Sawo Kecik (Manilkara kauki) plant in Blambangan Jawa 
East, West Bali Grand Prapat, and Pedan in Sumbawa. 
Theoretically, the loss or scarcity of a species will affect the 

survival of other co-evolutionary species [51]; 2) Rare as a 
result of human actions directly or indirectly. It can directly be 
an excessive exploration of a particular plant without adequate 
rehabilitation efforts e.g. Kayu Eben (Diospyros celebica) in 
Sulawesi. Indirectly, for example [52], forest destruction due 
to air pollution or acid rain in industrialized countries such as 
the Picea abiex plant in West Germany with damage of about 
9% in 1982 accelerated to 51% in 1984. 

From the results of in-depth interviews in the field, the 
factor of the occurrence of scarcity of rare plant species in the 
Alas Kedaton forest tourism are: 1) Environmental 
degradation factors. In this context it means that the present 
forests, inherited by the younger generation of the village 
today, are the remnants of the ancient forest, which now 
extend to 27 hectares. While the former, the extent of more 
than today. The age of their parents in the past, many 
converted the forest into agricultural areas. The current forest 
area, left to not be felled because in it there Pura as a holy 
place for Hindus to pray. So that the remaining forests are now 
believed to be a sacred place for Hindus in Bali; 2) Plants 
belonging to the rare category, seen from the way of 
reproduction, take place very slowly, so that the parents are 
very uninteresting to breed it; Thus its proliferation only takes 
place naturally, and its survival also takes place naturally; 
3) Plants that are included in rare plants, have a high enough 
quality of wood, so many plants that live outside the forest of 
this tour, felled and used for building materials; 4) Rare plants 
considered as “sacred wood” by the people, often used for 
holy shrines (Hindu temples in Bali) or for religious 
ceremonies (Hindu), are not accompanied by breeding or 
breeding as materials Replacement of harvested plants; 5) The 
absence of an attempt to breed rare plants by forest managers 
and by surrounding communities. This effort is not done 
related to the increasingly difficult to find rare plants around 
their environment. Although the economic value is quite high, 
but because it is very rarely found in nature, the community 
turns to other timber, which is more practical, interesting and 
qualified to be used as a building material or as a reforestation 
material; 6) In the Alas Kedaton tourism forest, many rare 
plants are also dead, due to the disturbance of animals, 
especially long-tailed monkeys (Macaca fascicularis) and bats 
(Pteropus vampyrus), which are increasingly population. 
Herbs are often used as a place to play and many plants are 
“disturbed”. Ecologically edible fruits are used as feed by 
some of the monkey populations and bats in the forest. Seeds 
that grow are often eaten or disturbed or broken so that the 
seeds of these plants to death. 

Based on the average of effectiveness percentage of use of 
learning media to introduce of rare plants in Alas Kedaton 
tourism forest, Tabanan, Bali in terms of the overall 
component of CIPP evaluation model, it can be explained that 
in general the learning media can already function and good 
categorized because overall the average percentage of 
effectiveness level if viewed from all components obtained 
percentage of 88.20%. The results are reinforced with and 
proven from the average percentage of effectiveness level on 
the context component of 89.07% so that included in good 
category, the input component of 84.40% so that included in 
good category, on the process component of 90.13% so that 
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included in the category very good, And on product 
component equal to 88.80% so that included in good category. 

Based on the comparison between the measurement results 
of effectiveness (shown in Table VI) with measurement 
standard of effectiveness (shown in Table V), so the learning 
media can be said to be effective on aspect-1, because the 
score of measurement results on aspect-1 was 89.60% having 
a higher score than the score of measurement standard amount 
of 88.00%. The learning media can be said to be effective on 
aspect-2, because the score of measurement results on             
aspect-2 was 92.00% having a higher score than the score of 
measurement standard amount of 90.00%. The learning media 
can be said to be effective on aspect-3, because the score of 
measurement results on aspect-2 was 85.60% having a higher 
score than the score of measurement standard amount of 
85.00%. The learning media can be said to be effective on 
aspect-4, because the score of measurement results on aspect-
2 was 83.20% having a higher score than the score of 
measurement standard amount of 80.00%. The learning media 
can be said to be effective on aspect-5, because the score of 
measurement results on aspect-5 was 89.60% having a higher 
score than the score of measurement standard amount of 
88.00%. The learning media can be said to be effective on 
aspect-6, because the score of measurement results on           
aspect-6 was 81.60% having a higher score than the score of 
measurement standard amount of 80.00%. The learning media 
can be said to be effective on aspect-7, because the score of 
measurement results on aspect-7 was 82.40% having a higher 
score than the score of measurement standard amount of 
80.00%. The learning media can be said to be effective on 
aspect-8, because the score of measurement results on           
aspect-8 was 88.80% having a higher score than the score of 
measurement standard amount of 85.00%. The learning media 
can be said to be effective on aspect-9, because the score of 
measurement results on aspect-9 was 92.00% having a higher 
score than the score of measurement standard amount of 
90.00%. The learning media can be said to be effective on 
aspect-10, because the score of measurement results on 
aspect-10 was 89.60% having a higher score than the score of 
measurement standard amount of 85.00%. The learning media 
can be said to be effective on aspect-11, because the score of 
measurement results on aspect-11 was 80.80% having a higher 
score than the score of measurement standard amount of 
80.00%. The learning media can be said to be effective on 
aspect-12, because the score of measurement results on 
aspect-12 was 88.00% having a higher score than the score of 
measurement standard amount of 85.00%. The learning media 
can be said to be effective on aspect-13, because the score of 
measurement results on aspect-13 was 91.20% having a higher 
score than the score of measurement standard amount of 
88.00%. The learning media can be said to be effective on 
aspect-14, because the score of measurement results on 
aspect-14 was 87.20% having a higher score than the score of 
measurement standard amount of 85.00%. The learning media 
can be said to be effective on aspect-15, because the score of 
measurement results on aspect-15 was 86.40% having a higher 
score than the score of measurement standard amount of 
85.00%. Obstacles found in this research is that the knowledge 
base is still limited from the results of explorative research on 
rare plants in the Alas Kedaton forest tourism only, whereas in 

other forests there are actually other species that may have the 
same characteristics or even provide more complete 
information than obtained in the Alas Kedaton tourist forest. 

IV. CONCLUSIONS 

There are 48 species of plants that generally exist in the 
Alas Kedaton forest tourism. Of these, there are 42 (87.5%) 
plant species belonging to the rare category. Of the 42 species 
of rare plants present in the Alas Kedaton forest, there are 8 
(19.04%) plant species belonging to the national rare category, 
20 (47.62%) of rare plant species in Bali, 10 (23.81%) rare 
plant species in Tabanan District, and 4 (9.52%) species 
falling into the rare category at the Sub District level 
(especially Marga Sub-district). 

The factors causing the scarcity of plant species present in 
the Alas Kedaton tourism forest are: 1) the degradation of the 
ancient environment, 2) the problem of reproduction of rare 
plants, 3) Human Intervention, 4) Disorders by animals, 
especially long-tailed monkeys (Macaca fascicularis) and bats 
(Pteropus vampyrus). Level of effectiveness of utilization of 
learning media to introduce of rare plants in Alas Kedaton 
tourism forest for students and general public is categorized in 
good category because in whole if evaluated from all 
component of evaluation CIPP model obtained the average 
effectiveness percentage of 88.20%. 

Future works that can be done to overcome the constraints 
related to the knowledge base is finding out a source of 
knowledge based on explorative research in other locations 
and find sources in books or other related literature either from 
libraries or through the internet and also can develop 
applications with the use of data mining concept. 
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Abstract—Mobile Ad-hoc Networks (MANETs) are mobile, 

multi-hop wireless networks that can be set up anytime, 

anywhere without the need of pre-existing infrastructure. Due to 

its dynamic topology the main challenge in such networks is to 

design dynamic routing protocols, which are efficient in terms of 

consumption of energy and producing less overhead. The main 

emphasis of this research is upon the prominent issues of 

MANETs such as energy efficiency and scalability along with 

some traditional performance metrics for performance 

evaluation. Two proactive routing protocols used in this research 

are single-path AODV versus multi-path AOMDV. Extensive 

simulation has been done in NS2 simulator, which includes ten 

scenarios. The simulation results revealed that the performance 

of AOMDV is more optimal as compared to AODV in terms of 

throughput, packet delivery fraction and end to end delay. 

However, in terms of consumption of energy and NRL the AODV 

protocol performed better as compared to AOMDV. 

Keywords—MANETs; routing protocols; AODV; AOMDV; 

energy efficiency; routing performance 

I. INTRODUCTION 

In Mobile Ad-hoc Networks (MANETs) the mobile nodes 
can connect dynamically using a variety of wireless media 
without any centralized infrastructure [1]. There are many 
advantages of MANETs as compared to the traditional network 
such as ease of establishment of network, reduced 
infrastructure cost etc. In MANETs each mobile node not 
solely operates as a host but additionally works as a router and 
has the capability to perform routing [2]. The transmission 
range of the mobile nodes is limited due to which the nodes 
frequently join and leave the network and as a result, the 
network topology updates again and again [3]. The mobility of 
the nodes in MANETs can cause the links to break due to 
which the nodes recalculate routing information in order to 
establish the links. This process consumes power, processing 
time, memory and produces additional traffic [4]. The potential 
of the Ad-hoc networks is that it can be used in the situations 
where infrastructure is not available and technically not 
possible to deploy such as disaster and military operations. The 
situations can also include low power sensor networks [5]. 

In MANETs, routing is a very critical task that should be 
deal with very care. To send the data between the source node 
and the destination as well as to establish the connection, there 

is a need for routing protocols. Due to dynamic and unexpected 
topology changes in MANETs, the design of an efficient 
routing protocol in terms of consumption of energy and 
producing less overhead is very important and it is a significant 
challenge for such type of networks. The routing protocols 
have been developed to deal with the challenges, such as 
security, energy and delay. However, there are shortcomings in 
some aspects and improvement in others. Furthermore, the 
cooperative routing algorithms that are associated to energy 
gathering are quite limited [6]. 

There are few studies related to energy consumption 
calculation of wireless network in ad-hoc mode such as the 
research conducted in [7] proposed an energy efficient MAC 
protocol having multichannel and provisioning of quality of 
service in MANETs. The research conducted in [8] proposed 
an energy efficient secure selection of MPR mechanism which 
considers both security metrics as well as energy metrics for 
the selection of MPR. More specifically, there is a lack of 
detailed evaluation of energy consumption of mobile ad-hoc 
network protocols. 

We believe that energy-aware designing and analysis of 
known-protocols for the ad-hoc networking environment needs 
sensible data of the energy consumption behavior of actual 
wireless nodes. Additionally, it's vital to present this 
information in a manner that is helpful to protocol developers 
as well as to researchers. The main focus of this research are 
benchmarking performance against criteria of energy 
efficiency and scalability along with most traditional 
performance metrics for performance evaluation of two 
proactive routing protocols. The first one is a single path 
named AODV [9, 10], while the second one is multi-path 
called AOMDV [11, 12] respectively. This research work 
provides a paradigm for future studies of the development of 
dynamic routing protocols which are more efficient in terms of 
energy consumption and producing less overhead. All of which 
are considered to be prominent issues of MANETs. This 
research utilized the mendeley reference manager [13] for 
organizing this research, as well as for referencing. 

A. MANETs Routing Protocols 

Generally, MANETs routing protocols are often 
categorized into the subsequent three categories [14, 15]: 
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1) Proactive or Table-Driven routing protocols are based 

on the traditional link state and distance vector algorithms that 

are primarily meant for wired networks. These protocols 

maintained and periodically update their routing tables through 

interchanging the broadcast control messages. 

2) Reactive or On-demand routing protocols are designed 

to have less overhead as compared to proactive routing 

protocols because the connection is only established when it is 

required by the source. This is typically done through a two-

stage process known as route discovery. 

3) In order to increase the overall scalability of routing 

Hybrid routing protocols were introduced which includes the 

features of both reactive and proactive routing protocols. In 

hybrid routing protocols, the network is comprised of various 

zones. The network route within each zone is kept up 

proactively and the routes between zones are resolved 

responsively. 

B. Ad hoc On-Demand Distance Vector (AODV) Routing 

Protocol 

AODV [9, 10] is proactive, single path, loop-free distance 
vector routing protocol. It is based on DSR's on-demand route 
discovery mechanism, with the idea of destination sequence 
numbers from DSDV, but it is different from DSDV by using 
hop-by-hop routing approach. AODV maintains routes only 
between nodes which need to communicate with each other. 
Each mobile node keeps a routing table which maintains 
information about next-hop of a path towards the destination 
node. In order to transport packets correctly towards the 
destination, the protocol uses two procedures: Route discovery 
of route between the source and the destination and route 
maintenance. It uses route request message (RREQ) and route 
reply message (RREP) for route discovery, and uses Route 
Error (RERR) for route maintenance. Moreover, Hello 
messages are used to preserve the connectivity between 
neighboring nodes. 

C. Ad hoc On-Demand Multipath Distance Vector Routing 

Protocol 

Depending upon the distance vector idea and utilizing hop-
to-hop routing concept AOMDV discover routes on-demand 
utilizing a route discovery technique. The primary difference 
between AOMDV and AODV lies within the number of routes 
found in every route discovery [11]. The essence of the 
AOMDV protocol lies on guaranteeing that multiple paths 
discovered will be loop-free as well as disjoint, and in 
effectively finding such routes utilizing a flood-based route 
discovery [12]. Route update runs in AOMDV are executed 
locally at each node which has a key part in keeping up loop-
freedom and disjoint attributes. 

The rest of the paper is organized as follows: Section II 
includes the relevant research work done. Section III contains 
the research methodology adopted for carrying out this 
research. In Section IV results generated are discussed in 
detail. In Section V the research work done is concluded and at 
the end there are references. 

II. LITERATURE REVIEW 

Although energy consumption is agreed to be of 
importance within the design of ad-hoc networks routing 
protocols. However, most of studies regarding performance 
evaluation relied on traditional performance parameters such as 
throughput, end-to-end delay, PDF and NRL. Moreover, there 
is a great need to investigate the energy consumption of known 
protocols in MANETs for future researches. 

The research that has been done in MANETs follows two 
trends, The first trend is the research work related to the design 
of efficient ad-hoc routing protocols aiming to achieve one or a 
combination of the targets such as increase in the packet 
delivery, minimizing energy consumption, and reducing the 
overheads in MANETs [16]-[24]. However, there are 
shortcomings in some aspects and improvement in others. The 
second, upon which the vast majority of research focuses, is 
performance evaluation based on traditional performance 
metrics [25]-[31]. 

The research conducted in [16] proposed a novel fault-
tolerant routing approach utilizing a stochastic learning-based 
weak estimation procedure. The proposed scheme aims to 
make routing protocol successfully operate in adversarial 
environment. Authors in [17] have tried to reduce the waste of 
the limited battery power that occur in exchanging cluster 
maintenance messages by assigning critical node that has 
highest priority to be selected as a cluster head, as a results, 
limited battery power is preserved. 

The research conducted in [18] proposed a dynamic energy 
efficiency algorithm which aims to extend the network 
lifespan, the proposed approach used two threshold ,yellow 
threshold that was used to obtain some sort of local load 
balancing via distributing the load equally among the 
neighboring cluster-heads, and a red thresholds that was used 
to  prompt local re-clustering in the network. The result 
obtained in this research revealed that the proposed approach 
achieved better efficiency than those found in existing weight 
clustering approach. 

The research conducted in [19] proposed a Bird Flight-
Inspired Routing Protocol (BFIRP), the aim was to make 
highly scalable, dynamic, energy efficient, and position-based 
routing protocol. The proposal was based on three-dimensional 
(X, Y, Z) to determine the source and destination location. The 
outcomes demonstrate that the algorithm was highly scalable, 
and had low end-to-end delay compared to AODV as well as 
more efficient than AODV in terms of energy and throughput 
by 20% and 15% respectively. 

The research conducted in [20] proposed learning automata 
based fault-tolerant routing algorithm which is able to perform 
routing in the existence of faulty nodes in MANETs. To 
achieve the optimize selection of paths, decrease the overhead 
in the network, and for learning about the faulty nodes 
existence in the network, they have utilized the theory of 
Learning Automata. The outcomes demonstrate that the packet 
delivery ratio increased and the overhead decreased as 
compared to the AODV protocol. 

The research conducted in [21] proposed energy efficiency 
algorithm for a communication network in MANETs. The 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

280 | P a g e  

www.ijacsa.thesai.org 

proposal aims to optimize energy consumption through 
selecting the best path in terms of energy for transferring data 
after computing the energy required for each available path. 

The research conducted in [22] proposed Ant-Colony 
Optimization (ACO) approach for selecting the optimal cluster 
heads. The aim was optimization of energy consumption as 
well as stability of the node. The probability function was used 
to compute the parameters like residual energy, energy drain 
rate and mobility factor. Node that has the highest value for the 
probability function will be selected as a cluster-head. The 
overall workload of communication is computed periodically. 
The cluster head is reset, if its value is high. The outcome 
shows that the approach has energy efficiency and clusters 
stability. 

The research conducted in [23] attempted to decrease 
energy consumption and delay in MANETs. The proposed 
approach computed the important matrices such as Residual 
Energy, Node connectivity and Available Bandwidth for 
election of the cluster head efficiently. A conscious cluster 
routing algorithm was proposed by using constructed shortest 
path multicast tree that pick a cluster head as group leader and 
cluster members as leaf nodes. The most proposed approaches 
are extension of some of the current protocols which are either 
reactive protocols such as AODV and DSR or proactive 
protocols such as OLSR and DSDV. 

The research conducted in [24] proposed the AOMDV-ER 
for improving of network lifetime and reduce routing overhead 
by using recoil off time technique based on their geographical 
location in order to reduce the number of transmissions. The 
outcomes show that the proposed scheme such as AOMDV-ER 
was able to save energy consumption up to 16%, and 12% 
reduction in routing overhead. 

The second working trend are research on benchmarking 
and performance analysis of known network protocols, focused 
on traditional performance metrics such as PDF, throughput 
and End-to-End delay; or survey studies. 

AODV and AOMDV in [25], [26] are compared with 
connections up to 50. They have concluded that AOMDV has 
more routing overhead and delay as compared to AODV, but it 
has better efficiency in packet drop and PDF. 

The research conducted in [27] evaluated the performance 
of DSR, AODV and AOMDV routing protocol in MANETs by 
comparing the PDR, throughput, and end-to-end delay. They 
observed that in a network with increased number of nodes up 
to 20 nodes, PDF and throughput in AOMDV and DSR routing 
protocols are better as compared to AODV whereas the delay 
is less in AOMDV as compared to DSR and AODV. 

The survey conducted in [28] reviewed typical reactive 
routing protocols and revealed the characteristics and trade-offs 
of AODV, AODV-UU, AOMDV, DSR and DYMO. They 
have concluded that each of the protocol in the conducted 
research performs well in some cases and has certain 
drawbacks in others scenarios. 

The performance of AODV, AOMDV, DSR and DSDV 
were evaluated in [29] through comparing the PDR, packet loss 
ratio, and end-to-end delay performance matrices for wireless 
networks. They observed that the performance of AODV is 
best as compared to AOMDV, DSDV and DSR and therefore 

the performance of DSR is best as compared to AODV, 
AOMDV and DSDV in TCP connection type as well as in 
CBR connection type. 

The research conducted in [30] compared and analyzed the 
performance of AODV and AOMDV routing protocols in 
MANETs relying on the traditional performance metrics like 
throughput, end-to-end delay, PDF. They have observed that 
AOMDV performs well as compared to AODV in terms of 
PDF and throughput, however, AOMDV incurs a lot of delay 
in comparison to AODV. 

The research conducted in [31] includes AODV, AOMDV, 
DSDV and DSR. They examined the effect of dynamic change 
in network topology on the performance based on traditional 
metrics such as PDR, end-to-end delay and NRL. They 
observed that AOMDV and DSDV are not suitable when the 
network topology updates again and again, while AODV and 
DSR are suitable in such scenario. DSR and DSDV performed 
better as compared to other protocols in terms of packet 
delivery ratio, end-to-end delay and NRL. AOMDV had less 
end-to-end delay but when the network topology changes more 
frequently, the PDF and NRL are worst as compared to other 
protocols. 

III. RESEARCH METHODOLOGY 

This research is based on evaluating the performance of 
AODV and AOMDV routing protocols in varied aspects, 
especially in energy consumption. To evaluate the 
performance, these protocols are simulated using NS-2 version 
35 (The Network Simulator - ns-2, 
https://www.isi.edu/nsnam/ns) [32]. The simulation workflow 
is shown in Fig. 1. 

A. Simulation Environment 

NS2.35 is an object oriented simulator, which is built by 
combining the advantages of C++ with an OTcl languages. 
NS2 has full supports for multi-hop wireless ad-hoc 
environment integrated with physical, data link, and medium 
access control (MAC) layer model [33]. This research utilized 
these advantages of NS simulator to set and configure the 
environment for this research. The protocols have a send buffer 
of 64 packets to maintain the data packets start with route 
discovery phase, which are waiting to get the route that has not 
yet arrived. The mechanism that prevents unlimited buffering 
is to drop packets in buffer that took longer than 30 seconds. 
The interface queue that has a maximum size of 50 packets is 
used to maintain the routing layer packets that are sent until the 
MAC layer transmits them. The interface queue has two 
priorities for packets, each perform FIFO order mechanism. 
The higher primacy is given to routing packets as opposed to 
data packets [34]. 

The evaluations in this research depends on the simulation 
of 10, 20, 30, 40 and 50 wireless nodes for each protocol, 
moving randomly along a simulation area (800m x 800m) flat 
grid for 100 seconds simulation time. A square field grants 
nodes to move freely with a similar density. For the sake of a 
fair comparison between the two protocols, we have made the 
same environment and the same parameters for both protocols 
mentioned in Table I. Fig. 2 shows the simulation environment 
setup and configuration. 
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Fig. 1. Simulation Workflow. 

 
Fig. 2. Simulation Environment Configuration. 

B. Energy Model 

The parameters of energy model used in this research are 
mentioned in Table I and its detail is reflected in Fig. 3. The 
energy model is used to measure the power consumed in each 
scenario. The node consumes the available energy (initial 
energy) based on the following parameters: (1) Transmission 

(Tx) (2) Reception (Rx) (3) Idle (4) Sleep (5) TransitionPower 
and (6) TransitionTime states. Transmission manner indicates 
the energy consumed (Watt) for transferring each packet, 
reception manner indicates the energy consumed (Watt) for 
receiving each packet, idle manner indicates the energy 
consumed (Watt) when the node is in idle mode, sleep manner 
indicates the energy consumed (Watt) when the node is in 
sleep mode, TransitionPower indicates the energy consumed 
(Watt) in case of transition from sleep to idle. TransitionTime 
indicates the time (second) which is used in case of transition 
from sleep to idle. 

TABLE I.  SIMULATION PARAMETERS 

Parameter Value Parameter Value 

Network 

Simulator 
NS2.35 

Transition 

Power 
0.2 W 

Type of Channel Wireless Channel 
Transition 

Time 
0.005 S 

Radio 

Propagation 

Model 

Two Ray Ground 
Routing 

Protocols 

AODV, 

AOMDV 

Type of Antenna Omni Antenna 
Mobility 
Model 

Random 
Waypoint 

Type of Interface 

queue 
DropTail/PriQueue 

Simulation 

Time 
100 seconds 

Max Packet in 

Ifqueue 
50 

Number of 

Scenarios 
10 (5x2) 

Type of Network 
Interface 

Phy/WirelessPhy 
Number of 
Nodes 

10,20,30,40,50 
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Type of MAC 

layer 
Mac/802.11 

Transport 
Layer 

Protocol 

UDP (User 
Datagram 

Protocol) 

Simulation Area 800m x 800m 
Traffic  

Model 

CBR (Constant 

Bit Rate) 

Initial Energy for 

Each Node 
100 Joule Packet Size 512 bytes 

Transmission 
Power 

2.0  W 
Link 
Capacity 

1.0 Mbps 

Reception Power 1.0 W 
Connection 
Rate 

4 packets/sec 

Idle Power 0.5 W 
Number of 

Connections 
1,2,3,4,5 

Sleep Power 0.001 W Node Speed 10m/s 

 
Fig. 3. Energy Model. 

 

Fig. 4. Dynamic Mobility Function. 

C. Mobility Model 

In this research, the mobility model used is random 
waypoint, in which the mobile node move randomly and 
update their location, speed and acceleration change over time. 
It is simple and widely available model, thus, it is the most 
common mobility models to evaluate MANETs routing 
protocol [35]. In this research, node movement is done by 

dynamic destination setting procedure as shown in Fig. 4. The 
scenario files utilized for each simulation are distinguished by 
same pause time which is 0.5s. All nodes start the simulation 
by remaining stationary for the pause time period. At the end 
of pause time period, the node randomly select destination in 
the simulation area, moving in space at a uniform speed of 
10m/s for the entire period of the simulation. 

D. Communication Model 

This research used the traffic pattern to be constant bit rate 
(CBR) source over the User Datagram Protocol (UDP) at 
transport layer. The origin and target pairs are spread randomly 
across the network. Packets size 512 bytes is used, while the 
number of CBR packets generated vary based on the 
connection rate, Hence, for all scenarios in these simulations, 
we choose to fix connection rate at 4 packets/sec. Five different 
communication patterns corresponding to 1, 2, 3, 4 and 5 
connections for 10, 20, 30, 40, 50 nodes respectively were 
considered. The communication pattern of 5 connections is 
shown in Fig. 5. 

 

Fig. 5. Communication Pattern. 

E. Performance Metrics Used in Simulation 

In order to evaluate the performance of AODV and 
AOMDV, we considered the eight most commonly used 
quantitative indicators to judge the performance of the 
protocols: (1) Total Energy consumed by all nodes (TE); 
(2) Average Consumed Energy (ACE); (3) Average Residual 
Energy (ARE); (4) Packet Delivery Fraction (PDF); 
(5) Throughput Rate [kbps]; (6) End-to-End delay (E2ED); 
(7) Routing Load and  (8) Normalized Routing Load. 

1) Total Energy consumed by all nodes (TE): Energy 

consumption is computed as follows: 

The time needed for transmitting a data packet is  

Time = 8× (Psize/BW)                             

Therefore, we have: 

Eti = Pti  ×Time                                 

Eri = Pri  ×Time.                               

EIdi = PIdi  ×Time                                  
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The transition power mode with transition time(tt) is as 
follows: Etpi = Ptpi × Time(tt) 

Where Eti indicates the amount of energy consumed by a 
node i in the transmission power mode, Eri indicate the amount 
of energy consumed by a node i in the Reception Power mode, 
EId indicates the amount of energy consumed by a node i in 
the Idle mode, Esi indicates the amount of energy consumed by 
a node i in the sleeping mode, and Etpi indicates the amount of 
energy consumed by a node i in the TransitionPower mode 
with TransitionTime (tt) which is used for transition from sleep 
to idle. The total energy consumed by a node i is calculated as: 

                                                 (1) 

The Total Energy consumed (TE) by all nodes (N) is: 

   ∑          
                  (2) 

2) Average Consumed Energy (ACE): It refers to the ratio 

of total energy consumed by each nodes (TE) to the number of 

nodes (N). 

     
  

 
               (3) 

3) Average Residual Energy (ARE): It refers to the ratio of 

total initial energy of all nodes (IE) – total energy consumed by 

all nodes (TE) divided by number of nodes N. 

    
∑    

    ∑    
   

 
                 (4) 

4) Packet Delivery Fraction (PDF): It indicates the ratio of 

correctly received packets to all sent packets in a period. It is 

an appraisal indicator of the reliability of transmission in Ad-

Hoc network. The smaller value the packet delivery shows the 

worst performance. 

    ∑       ∑      
   

 
                    (5) 

N is the total number of nodes, Pri is the number of packets 
received by node i, Psi is the number of packets sent by node i.  

5) Throughput Rate [kbps] (TR): It points to the total 

received packets' size successfully reached at target per unit 

time. 

          
∑          

            
 

 

    
                 (6) 

6) End-to-End Delay (E2ED): The time taken by the data 

packets to be arrived at destination sent by the source is known 

as Average End-to-End Delay. The Average End-to-End delay 

value refers to the time used for all potential delays results in 

buffering procedure, interface queuing, the retransmission 

procedure executed at MAC and propagation times. The lower 

the delay time, the better the efficiency. 

             
 

  
∑ (           )  

              (7) 

Where NP refers to total number of the packets received 
successfully, Rti points to the time when the packet i is 
received, Sti points to the time when the packet was sent. 

7) Routing Load: The total routing packets transmitted 

including the packets which are forwarded at network layer are 

known as Routing Load. 

                                             (8) 

where, CPSn points to the number of routing control 
packets generated to be sent, CPFn points to the number of 
routing control packets to be forwarded, CPSn and COFn at 
network layer. 

8) Normalized Routing Load (NRL): Normalized routing 

load is the average number of routing control packets 

transmitted at network layer per data packets received by 

destination at the application layer. It refers to the congestion 

status of the network. The higher routing load increases the 

probability of network congestion. 

    
            

   
            (9) 

Where DPn refers the total number of the data packets 
received. 

IV. RESULTS AND DISCUSSION 

This section includes the details discussion about the results 
generated during simulation. In this research for analyzing the 
trace file for each scenario the AWK scripting language [36], 
[37] is used. Fig. 6 illustrates the energy tracking function of 
nodes which uses the trace files generated through simulation 
as input and store the output in the matrix. While Fig. 7 
illustrates compute function of energy that is consumed by 
nodes, which uses the output of tracking function as input and 
compute consumed energy for each node as output. 

Tables II, III, IV, V and VI show the results obtained 
regarding energy consumption by each node in the various 
scenarios separately for both protocols AODV and AOMDV. 

 
Fig. 6. Energy Tracking Function. 
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Fig. 7. Compute Consumed Energy Function. 

TABLE II.  ENERGY CONSUMPTION BY EACH NODE IN 10 NODES 

SCENARIO 

Node No. AODV AOMDV 
Node 

No. 
AODV AOMDV 

0 55.2753 55.8414 5 55.5218 56.0896 

1 53.4916 54.0586 6 53.2687 53.8353 

2 53.2687 53.8403 7 53.2143 53.7748 

3 55.5221 56.0913 8 53.2687 53.8362 

4 53.2687 53.7633 9 53.2687 53.8386 

TABLE III.  ENERGY CONSUMPTION BY EACH NODE IN 20 NODES 

SCENARIO 

Node No. AODV AOMDV 
Node 

No. 
AODV AOMDV 

0 59.7815 59.6455 10 57.8163 57.7453 

1 58.0402 57.9685 11 57.8163 57.7374 

2 58.0594 57.9863 12 57.8163 57.7341 

3 57.8163 57.7386 13 57.6738 57.6145 

4 60.0735 57.7366 14 60.0701 57.7366 

5 57.8163 57.7341 15 57.8163 59.9957 

6 60.0697 57.7332 16 60.0704 57.7378 

7 59.8023 59.7733 17 57.8163 57.7357 

8 57.8163 59.9987 18 60.0613 59.9865 

9 57.8163 60.0051 19 57.8163 57.7378 

TABLE IV.  ENERGY CONSUMPTION BY EACH NODE IN 30 NODES 

SCENARIO 

Node No. AODV AOMDV 
Node 

No. 
AODV AOMDV 

0 62.0289 62.3113 15 62.3425 60.4472 

1 62.4216 60.6681 16 60.0786 62.7112 

2 60.3226 60.6946 17 60.0786 60.4405 

3 60.0786 62.71 18 62.3304 60.4111 

4 60.2165 60.4458 19 60.0786 60.442 

5 60.0786 60.4421 20 62.1021 62.4772 

6 60.078 60.3897 21 60.3209 60.7035 

7 62.0824 62.3957 22 60.0786 60.4405 

8 60.0786 60.4496 23 60.0786 60.4428 

9 62.2012 60.4561 24 60.0786 60.4429 

10 60.0786 60.4412 25 60.0786 60.4491 

11 62.3355 60.4604 26 62.3341 62.7078 

12 60.0786 60.4413 27 60.0786 60.4471 

13 59.975 62.686 28 59.9649 60.2529 

14 60.0786 62.7056 29 60.0265 60.3115 

TABLE V.  ENERGY CONSUMPTION BY EACH NODE IN 40 NODES 

SCENARIO 

Node No. AODV AOMDV 
Node 

No. 
AODV AOMDV 

0 68.8375 68.2596 20 68.9956 68.4826 

1 71.4571 66.6842 21 67.2109 66.6952 

2 69.331 66.7028 22 66.9651 66.4381 

3 69.0919 66.452 23 66.9685 66.4482 

4 69.3759 66.4544 24 71.4909 66.4494 

5 67.1073 66.4397 25 66.9685 66.4499 

6 66.9337 68.6657 26 69.242 66.4486 

7 68.8342 68.4365 27 66.9679 66.4493 

8 66.9685 68.7176 28 69.085 66.1894 

9 66.9685 68.7181 29 66.862 66.3122 

10 66.9685 68.7128 30 68.8081 68.3569 

11 66.9685 70.9735 31 67.0836 66.5254 

12 69.2285 66.4527 32 66.9685 66.4462 

13 66.7829 68.6642 33 66.9658 66.4346 

14 66.9685 66.4478 34 66.9685 66.4486 

15 66.9685 66.4478 35 66.9685 66.4487 

16 69.2305 68.717 36 66.9563 66.4145 

17 66.9679 66.4428 37 66.6084 66.2002 

18 66.9229 66.328 38 66.9018 66.3646 

19 67.1089 66.4519 39 66.9685 68.7203 
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TABLE VI.  ENERGY CONSUMPTION BY EACH NODE IN 50 NODES 

SCENARIO 

Node No. AODV AOMDV 
Node 

No. 
AODV AOMDV 

0 66.7606 73.3017 25 64.8803 73.8995 

1 65.1066 71.875 26 64.8799 71.6341 

2 67.2366 71.8762 27 67.1378 73.8461 

3 64.973 71.6389 28 64.6579 71.2808 

4 67.1531 71.6319 29 64.7657 71.3901 

5 64.967 71.5672 30 66.7479 73.4913 

6 64.8442 71.5385 31 65.0551 71.5351 

7 66.8665 73.613 32 64.883 71.6359 

8 64.8819 71.6327 33 64.8614 71.6213 

9 67.1568 71.6373 34 64.8771 71.6133 

10 67.1546 72.5123 35 64.8786 71.6206 

11 64.882 71.6337 36 64.7843 73.8235 

12 64.9353 71.6114 37 64.534 73.4686 

13 64.7378 71.486 38 64.8162 71.5277 

14 64.8811 76.7877 39 64.9392 73.899 

15 67.149 71.6372 40 66.9181 73.6779 

16 66.9909 73.9153 41 64.9904 71.3731 

17 64.8782 71.5975 42 64.7865 71.5662 

18 64.8756 73.8302 43 64.6201 70.7853 

19 64.8773 71.6173 44 64.6883 71.4151 

20 66.9138 76.5577 45 64.5232 70.5279 

21 67.4006 72.4824 46 64.5299 71.1699 

22 64.9339 73.8115 47 64.308 69.802 

23 64.8771 71.6168 48 64.3463 70.7955 

24 64.878 71.62 49 63.9482 68.8861 

Table VII and VIII show the evaluation results obtained for 
the AODV in different scenarios used in this research. 
Table IX and X shows the evaluation results obtained for the 
AOMDV in different scenarios. 

TABLE VII.  ENERGY CONSUMPTION EVALUATION OF AODV 

N PS PR PD TE ACE ARE 

10 396 396 0 539.368 53.9368 46.0632 

20 792 792 0 1171.87 58.5933 41.4067 

30 1188 1187 1 1822.18 60.7394 39.2606 

40 1584 1582 2 2710.98 67.7744 32.2256 

50 1980 1976 4 3268.67 65.3734 34.6266 

N: NO. OF NODES, PS: PACKET SENT, PR: PACKET RECEIVED, PD: PACKET DROPPED, TE: TOTAL 

ENERGY CONSUMED BY ALL NODES (JOULES), ACE: AVERAGE ENERGY CONSUMED BY EACH NODE, 
ARE: AVERAGE RESIDUAL ENERGY FOR EACH NODE. 

TABLE VIII.  PERFORMANCE EVALUATION OF AODV 

N PDF % TR [bps] TR kbps E2ED (s) RL NRL 

10 100 202752 16.42 0.017984 12 0.030 

20 100 405504 32.84 0.0322659 45 0.057 

30 99.9158 607744 49.21 0.0412604 159 0.134 

40 99.8737 809984 65.55 0.140721 527 0.333 

50 99.798 1011712 81.90 0.403008 664 0.336 

N: NO. OF NODES, PDF: PACKET DELIVERY FRACTION, TR: THROUGHPUT RATE,E2ED: AVERAGE 

END-TO-END DELAY, RL: ROUTING LOAD, NRL: NORMALIZED ROUTING LOAD 

TABLE IX.  ENERGY CONSUMPTION EVALUATION OF AOMDV 

N PS PR PD TE ACE ARE 

10 396 396 0 544.969 54.4969 45.503058 

20 792 792 0 1168.08 58.4041 41.595934 

30 1188 1188 0 1830.82 61.0275 38.972501 

40 1584 1583 1 2685.89 67.1473 32.852694 

50 1980 1977 3 3609.32 72.1863 27.813691 

N: NO. OF NODES, PS: PACKET SENT, PR: PACKET RECEIVED, PD: PACKET DROPPED, TE: TOTAL 

ENERGY CONSUMED BY ALL NODES (JOULES), ACE: AVERAGE ENERGY CONSUMED BY EACH NODE, 

ARE: AVERAGE RESIDUAL ENERGY FOR EACH NODE. 

TABLE X.  PERFORMANCE EVALUATION OF AOMDV 

N PDF% TR [bps] TR kbps E2ED (s) RL NRL 

10 100 202752 16.42 0.01812 1005 2.538 

20 100 405504 32.84 0.02989 2027 2.559 

30 100 608256 49.25 0.03975 3110 2.618 

40 99.9369 810496 65.61 0.05884 4155 2.625 

50 99.8485 101222 81.92 0.07327 5219 2.64 

N: No. of Nodes, PDF: Packet Delivery Fraction, TR: Throughput Rate, E2ED: Average End-To-End 
Delay, RL: Routing Load, NRL: Normalized Routing Load 

 
Fig. 8. Total Energy Consumed By All Nodes (Joules) Vs Number of 

Nodes. 
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Fig. 9. Average Energy Consumed by each Nodes Vs Number of Node. 

Fig. 8 shows the total energy consumed by all nodes of 
each scenario. The outcomes demonstrated that the AODV 
consumed less energy as compared to AOMDV, the possible 
reason behind this is that AODV is single-path protocol and 
found single path to destination due to which it consumed less 
energy. The term average energy consumed reflects the 
percentage of energy consumed by each node. Fig. 9 shows 
this result, which shows more energy consumed by the 
AOMDV when the number of nodes increased. 

Fig. 10 shows the percentage of residual energy or battery 
life for each node in different scenarios, by using the equation 
number (4); it is clear from Fig. 10 that the AODV has more 
residual energy as compared to AOMDV. PDF indicates the 
percentage of packets that arrived at the destination 
successfully. Fig. 11 shows the PDF of AODV and AOMDV 
in the first two scenarios (at 10, 20 nodes with 1 and 2 
connections) are almost same. However, with the increase in 
the number of nodes and CBR connections (at 30, 40, 50 nodes 
with 3, 4, 5 connections) AOMDV showed better results as 
compared to AODV. 

 
Fig. 10. Average Residual Energy Vs Number of Nodes. 

 
Fig. 11. Packet Delivery Fraction Vs Number of Nodes. 

Fig. 12 shows the network throughput rate of AODV and 
AOMDV versus the number of nodes. Based on the results, 
AOMDV produced better throughput rate. In other words, 
when the number of nodes increased the AOMDV throughput 
increased and when the number of nodes decreased the 
AOMDV throughput decreased. AODV is a single-path routing 
protocol whose average end-to-end delay is higher as 
compared to multi-path protocols. Fig. 13 clearly shows the 
higher delay of AODV as the number of nodes and the number 
of connections increases, and in case of AOMDV it reduced. 
This is the nature of the AOMDV protocol, which works to 
find alternate paths when the basic path is lost without having 
to rediscover the path, and therefore does not require extra 
time. 

 
Fig. 12. Throughput Rate [kbps] Vs Number of Nodes. 

 
Fig. 13. Average End-to-End Delay Vs Number of Nodes. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

287 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 14. Routing Load Vs Number of Nodes. 

 
Fig. 15. Normalized Routing Load Vs Number of Nodes. 

Routing load of AODV and AOMDV protocol is shown in 
Fig. 14. The simulation outcomes demonstrated that the AODV 
protocol produced less routing overhead because it is a single-
path protocol. NRL indicates the number of routing packets 
transmitted including the forwarded packets per data packets 
delivered at application layer to the destination. Fig. 15 shows 
the simulation results of the NRL of AODV and AOMDV at 
different number of nodes, and in various CBR connections. It 
has been observed that AOMDV has higher NRL. The reason 
is that routing overhead is higher in AOMDV because the 
nature of the protocol is multi-path, where the routing packets 
seeking to find many alternate routes are retained and are used 
in case of loss of connection of the main path in order to reduce 
end-to-end delay and increases packet delivery rate.  

V. CONCLUSION 

In this research performance evaluation of two routing 
protocols AODV and AOMDV in MANETs has been done. 
There is a lack of detailed evaluation of energy consumption of 
mobile ad-hoc network protocols. Furthermore, there is a great 
need to investigate the energy consumption of known-protocols 
in MANETs for future research studies.  The vast majority of 
studies concentrated on performance parameters based on 
traditional performance metrics. This research provides a 
paradigm for future studies for the development of dynamic 
routing protocols, which are more efficient and effective in 
terms of energy consumption and producing less overhead. 

Extensive simulation has been done in NS2 simulator, 
which includes ten scenarios, five for each protocol; vary in 
density of nodes and traffic. It has been concluded in this 

research that the performance of AOMDV is more optimal as 
compared to AODV in terms of packet delivery fraction, 
throughput and end-to-end delay. However, in terms of energy 
consumption and normalized routing load, AODV is more 
optimal as compared to AOMDV. It is also concluded that 
AOMDV is more suitable when the network is stable; 
however, its performance is reduced when the network 
topology changes frequently. Furthermore, there is a trade-off 
in AOMDV routing protocol between energy consumption on 
the one hand and PDF efficiency and throughout on the other 
hand. 
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Abstract—This paper is showcasing the development of an 

innovative healthcare solution that will allow patient to be 

monitored remotely. The system utilizes a piezoelectric sheet 

sensor and XBee wireless communication protocol to collect and 

transmit heart beat pressure signal from human subject neck to a 

receiving node. Then, using signal processing techniques a set of 

important vital parameters such as heart rate, and blood 

pressure are extracted from the received signal. Those extracted 

parameters are needed to assess the human subject health 

continuously and timely. The architecture of our developed 

system, which enables wireless transmission of the raw acquired 

physiological signal, has three advantages over existing systems. 

First, it increases user’s mobility because we employed XBee 

wireless communication protocol for signal transmission. Second, 

it increases the system usability since the user has to carry a 

single unit for signal acquisition while preprocessing is 

performed remotely. Third, it gives us more flexibility in 

acquiring various vital parameters with great accuracy since 

processing is done remotely with powerful computers. 

Keywords—Piezoelectric; XBee; medical sensors; vital signs; 

remote health monitoring 

I. INTRODUCTION 

According to the World Health Organization (WHO) 2015 
reports, the most common health complaint is cardiovascular 
disease for both Emiratis and expatriates [1]. Furthermore, 
the Health Authority Abu Dhabi  (HAAD) latest statistics 
disclosed that the leading cause for expat women death is 
cancer, followed by cardiovascular disease while Emirati 
women leading cause for death is heart disease [1]. Thus, UAE 
health authorities are working hard to keep up with the 
growing number of population, the increasing burden of 
chronic diseases, the rising number of aging people and the 
expanding medical tourism in the region [1]. Reports showed 
that in 2013 alone, UAE healthcare expenses reached $16.8 
billion [2]. A study performed by the Emirates Cardiac Society 
surveyed more than 4,000 people reported important findings. 
They found that nearly nine out of ten people in UAE are at 
risk of cardiovascular disease and one out of three of them are 
ignorant of this matter [1]. Cardiovascular disease are the 
leading cause for death worldwide — taking 17.3 million lives 
yearly — and UAE is not excluded [1]. Treatment for 
cardiovascular disease in UAE currently account for 36% of 
the total healthcare expenditure [3]. The above mentioned 

problems have been fueling the rapid and increased interest in 
wearable mobile sensors and wireless sensing networks for 
healthcare applications. It is expected that those two 
technologies could reduce healthcare expenditure and disease 
prevalence by facilitating continues health monitoring and 
early disease detection. In this paper, the design and 
development of wireless health monitoring system is presented. 
The system utilizes piezoelectric sheet sensor to acquire 
physiological signal and employs XBee wireless 
communication protocols to send the acquired raw signal to a 
receiving node for processing and vital parameter extraction. 

The remainder of this paper is organized as follows: 
Section II gives an overview of existing wireless health 
monitoring systems; Section III describes the experimental 
setup and various wireless communication protocols 
considered; and Section IV describes the data processing, the 
parameters extraction algorithms and the results. We then 
present our conclusion in Sections V. 

II. STATE OF THE ART 

The employment of wearable, cheap, unobtrusive, 
noninvasive, and wireless sensors in healthcare applications 
has attracted research and industries attention equally 
nowadays. The result of this devoted attention was huge 
number of applications and various technologies and products 
integration. In this section, a summary of the developments 
made in wearable, wireless, and medical monitoring systems 
will be presented. Wireless Health Monitoring System 
(WHMS) usually consists of three main parts: Physiological 
Signal Acquisition Module (PSAM), Signal Processing 
Module (SPM), and Remote Monitoring Module (RMM). Each 
and every part of these modules consists of submodules. Fig. 1 
illustrates the main and submodules for wireless health 
monitoring systems (WHMS). The first part of any WHMS is 
usually the physiological signal acquisition module (PSAM). 
This module consists of two submodules which are biosensors 
and wire or wireless transmission unit. The second module is 
the signal processing module (SPM). This module 
compromises three submodules:  signal wire/less receiving 
unit; memory, central processing unit (CPU) and wire/less 
transmission unit. The third module is the remote monitoring 
module (RMM). This module consists of wire/less receiving 
unit, database and a reports generating mechanism. 
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Fig. 1. Wireless Health Monitoring System (WHMS) general architecture.

In some systems, the data acquisition module sends the 
acquired data to the signal processing module (SPM) using 
wires like AMON System [4]. AMON combines the data 
acquisition module and the signal processing module in one 
component called wrist monitoring device. AMON uses wires 
to connect the two modules which is usually the case when the 
data acquisition module and the signal processing module are 
integrated in one component.  Then, the raw signals and the 
extracted medical values can be sent to the remote monitoring 
module wirelessly using GSM technology. Another system that 
connect the PSAM and SPM via wires is the one developed by 
Sung-Nien and Jen-Chieh [5]. Their system employs two 
sensors to monitor patient health, namely, 1-lead ECG and 
respiration sensor. The acquired signals are sent to the SPM 
using wires and after processing the signal is sent to a local 
monitoring unit (placed at the patient room) via Bluetooth 
technology and from there to a remote monitoring unit via Wi-
Fi network. Furthermore, Yuan-Hsiang et al. developed a 
WHMS for patient monitoring during transportation [6]. The 
system connects PSAM and SPM via RS232 wire connection. 
The system can be used by ambulance staff to monitor the 
patient and to inform remote medical staff (in the hospital) 
about the patient current medical status which will ensure that 
correct medical measurement is taken timely. The advantage of 
this system is that it utilizes existing PDA devices technology 

to process the medical sensors data and to transmit the 
processed data wirelessly. Smart Vest system is a unique 
WHMS [7]. The system takes advantage of a washable shirt, 
which exploits an array of biosensors. The PSAM in Smart 
Vest utilizes ECG electrodes, temperature (Temp) sensor and 
photoplethysmography (PPG) sensor to acquire physiological 
signals. The SPM in Smart Vest is separated into two parts: the 
first part is connected to the PSAM via wires. This part 
performs several tasks for the raw physiological signal 
acquired such as filtering, amplification and digitization. The 
second part of the SPM is integrated with the RMM. The 
second part of SPM is responsible for deriving blood pressure 
(BP) by analyzing ECG and PPG waveform and extracting 
heart rate (HR) from ECG waveform. What is unique about 
this system is that it connects the two SPM parts wirelessly. A 
summary of the reviewed WHMS is presented in Table I. From 
the table, it can be seen that several vital signs has been 
monitored using those systems such as: blood pressure  (BP), 
heart rate (HR), arterial oxygen saturation (SpO2), temperature 
(Temp), respiration rate (RR) , Galvanic Skin Response (GSR), 
etc. In addition, several wireless communication protocols 
were utilized such as the Global System for Mobile 
Communications (GSM), Bluetooth, WiFi, Wireless Local 
Area Network (WLAN), and Radio Frequency (RF). 
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TABLE I. SUMMARY OF WIRELESS HEALTH MONITORING SYSTEMS (WHMS)

Table II shows various research studies that were 
performed to measure heart rate or blood pressure or both. It 
summarizes the various methods used to measure important 
vital signs.  As can be seen from the table, most research 
studies performed employed non-invasive methods because 
they are more convenient for use and require less drastic 
measures. Only one research study used invasive BP 
measurement [8]. Their argument is that this invasive method 
is very accurate and convenient for patients who require 
continues monitoring and has critical condition. Furthermore, 
most of the studies focus on fabricating new transducers to 
measure vital signs [9]-[11]. Only three studies considered the 
effect of sending vital signs parameters wirelessly [12]-[15]. 
Nevertheless, those three studies performed the processing of 
the acquired vital sign signal in the source point and sent the 
interrupted vital sign data wirelessly. In other words, the signal 
processing was performed at the source location. From one 
hand, this made the acquired signal less susceptible to motion 
artifacts and noise but on the other hand, signal analysis was 
performed using modest processor with limited processing 
power and small memory. 

Compared to the above-mentioned systems, our system has 
several unique features. As far as we know we are the only 
WHMS which connects the PSAM and SPM wirelessly via 
XBee. In other words, unlike the existing systems patients 
don’t have to carry SPM around since the signal processing is 
done remotely. Our PSAM acquires the raw physiological 
signals and sends it using XBee wireless communication 
technology to the SPM. There are three advantages of this 
design approach namely: mobility, usability and flexibility. 

Our system frees the patient from wearing or carrying 
around the SPM along with PSAM which is the case with the 
existing WHMS. As a result, the patient mobility will increase 
because the PSAM usually is light and the acquired signal is 
sent wirelessly. Second, sending the raw signals wirelessly to a 
remote SPM will give us more flexibility in signal processing. 
In other words, the raw signal can be analyzed with powerful 
processing units which will ensure the extraction of various 
vital sign information with great accuracy. While in the above-
mentioned systems, signal  preprocessing was  performed via a  

small-sized processing unit with modest memory and 
processing power. The processing unit had to be small since it 
is connected to the PSAM via wires otherwise the user will has 
to carry a big medical device.  On the other hand, our system 
design architecture will increase its usability, since the patient 
has to carry a single unit which is the PSAM and hence he/she 
will be motivated to wear it continuously. 

III. EXPERIMENTAL SETUP 

In this section, the experiment design and setup will be 
described thoroughly. Fig. 2 illustrates the experimental setup 
for the proposed remote health monitoring system. Fig. 2(a) 
depicts a human subject placing piezoelectric sheet sensor on 
top of his carotid artery to sense the pressure pulse in this 
major artery. In Fig. 2(b) the transmitter module, the receiver 
module and a simple RC-filter are illustrated. The two modules 
are responsible of making a wireless connection using XBee 
protocol between the PSAM and the SPM. 

The signal at the receiver node (XBee module) are filtered 
by a simple RC-filter to extract the analogue signals from the 
received Pulse Width Modulated (PWM)  signal and with some 
digital signal processing, a set of vital parameters are extracted. 
The transmission module and the receiver module we used 
were XBee pro S1. Also, in the lab during the experiment we 
utilized the oscilloscope to display the acquired raw signal in 
the receiving point. In this setup, the stress signal sensed by the 
piezoelectric sheet was sampled at a sampling rate of 100Hz 
and converted into binary data and then assembled in frames 
and transmitted to the receiver module where they are filtered, 
processed and displayed on the oscilloscope. For our setup, we 
employed XBee communication protocol for many reasons. 
First, XBee protocol is a wireless communication standard for 
low data transmission rate and long distance. Thus, it is 
suitable for sensors and devices that do not require high data 
rate but needs long battery life, minimal user intervention and 
long distance. Second, XBee is convenient for different kind of 
applications such as medical, home/office automation and 
military applications. In addition, XBee networks may be 
implemented with several different and flexible network 
structures [18]-[21]. 

The System Sensors Vital signs 

Wireless 

transmission 

technology 

PSAM and SPM 

AMON System 
[4] 

One-lead ECG, pulse oximeter, Blood 

Pressure, Acceleration Sensor, 

Temperature Sensor 

BP, SpO2, HR, Temp (Optional: 

Glucose level and respiratory 

flow) 

GSM 
Combined in one unit and 
connected via wires 

Wireless patient 

monitoring 

system [5] 

one-lead ECG, respiration sensor HR, RR 
Bluetooth, 
WiFi network 

Separate but connected via 
wires 

Patient 

Transport 

system [6] 

three-lead ECG, dual-wavelength 
photoplethysmographic (PPG) sensor 

HR, SpO2 WLAN 
Separate but connected via 
wires (RS232) 

Smart Vest [7] 

 

ECG electrodes, Photoplethysmogram 

(PPG) sensor, Thermistor 
BP, Temp, HR, GSR 

RF (Radio 

Frequency) 

Separate connected via wires 

and wirelessly 
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TABLE II. SUMMARY OF WIRELESS HEALTH MONITORING SYSTEMS (WHMS)

Table III depicts four wireless communication standards 
that are frequently used in WHMS. As can been seen in the 
table, XBee has low data rate in comparison to the other three 
wireless communication standards but it has a very long battery 
life, considerably long range and huge network structure can be 
built using XBee because the maximum number of nods that 
can be accommodated in one network equal 65000. Thus, 
XBee is one of the most used wireless communication 
standards in ehealth applications [22]. For all the above-

mentioned reasons, we chose XBee wireless communication 
for our WHMS. 

IV. RESULTS AND DISCUSSION 

There are always tradeoffs between usability and reliability. 
The system architecture we exploited although improved 
patient mobility and increased system usability but it 
introduced noise to the acquired signal. The employment of 
XBee wireless communication protocol introduced a DC offset 
to the acquired signal. 

 

Fig. 2. Experiment setup (a) Piezoelectric sensor anchoring at the neck; (b) TX and RX  XBee Modules.

TABLE III. WIRELESS COMMUNICATION STANDARDS 

Paper 

Procedure 

Focus Vital sign 

Transducer 

Transmission Location Invasive Non-invasive Type Material 

[9] 
 

x fabrication BP piezoelectric 
 

NA wrist 

[10] 
 

x fabrication BP piezoelectric EMF plastic NA upper arm 

[11] 
 

x fabrication BP piezoelectric 
ceramic bimorph 

beam 
NA wrist 

[15] 
 

x fabrication HR, RR piezoelectric aluminum nitride NA in bed 

[12] 
 

x 
fabrication and 
Transmission 

BP piezoresistive 
 

transmitting module 

employing a surface 

acoustic wave 

upper arm 

[8] x 
 

fabrication SPO, BP piezoelectric 
cellular 

polypropylene 
NA 

directly at an 
arterial 

vessel 

[16] 
 

x fabrication HR piezoelectric PVDF polymer NA wrist 

[17] 
 

x fabrication 

Arterial 

Pulse 

Analyzers 

piezoelectric 
ceramic plate 

sensors 
wired to a tablet wrist 

[18] 
 

x fabrication BP piezoelectric zirconate titanate NA 
 

[13] 
 

x Transmission HR and BP Commercial 
 

XBee upper arm 

[14] 
 

x Transmission BP 

photoelectric 

plesthysmogra

phy (PPG) 
 

XBee finger tip 

[19] 
 

x Exploration HR and BP piezoelectric sheet NA chest 

[20] 
 

x fabrication HR piezoelectric sheet RF ear 

 IEEE Standard Range (meter) 
Maximum data rate 

(kbps) 
Battery life (days) 

Maximum Number 

of nods 

XBee 802.15.4 1-75+ 20-250 100-1000+ 65000 

Bluetooth 802.15.1 1-10+ 720 1-7 8 

Wi-Fi 802.11b 1-100 11000+ 1-5 32 

GPRS/GSM 1XRTT/CDMA 1000+ 64-128 1-7 1 
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At the SPM, a number of steps were taken to preprocess the 
acquired signal. First, a moving average filter with cutoff 
frequency of 20Hz was used to remove the white noise. 
Second, the signal was analyzed to detect the type of the DC 
offset that was introduced because of transmission using XBee 
wireless communication protocol. The detected DC offset trend 
was found to be nonlinear. Third, a low order polynomial 
fitting technique was used to remove the nonlinear trend from 
the signal. 

After preprocessing, the data was analyzed and important 
parameters were extracted. The parameters extracted were the 
maximum and minimum absolute values and the time interval 
between peaks. 

To calculate real-time heartbeat rate, we needed to find the 
average period of a measured cycle which was found to equal 
0.824 second. This means using the resulting piezoelectric 
voltage signal the estimated heart rate per minute equal 72 beat 
per minute. To calculate the blood pressure and heart rate 
values we used the method explained in Saadat et al. work 
[19]. The method state that the piezoelectric sensor output 
voltage is directly proportional to the exerted pressure on the 
piezoelectric material. To calculate the pressure one must know 

the equivalent turn ratio for the piezoelectric sensor [23]. The 
equivalent turn ratio for the piezoelectric material can easily be 
calculated from the information listed in the sensor data sheet 
[24]. Fig. 3 shows the resulting pressure signal extracted from 
the piezoelectric voltage signal. 

The extraction of blood pressure using piezoelectric sensor 
will facilitate the continuous monitoring of heart rate and blood 
pressure. 

V. CONCLUSION 

This study is an attempt to develop an innovative healthcare 
solution that will allow patient to be monitored remotely. In 
particular two vital signs will be monitored namely heart rate 
and blood pressure. To this end, a piezoelectric sensor film was 
used to measure the pressure variance resulting from a 
heartbeat at the neck. This location has two advantages: good 
physiological signal to noise ratio (SNR) because carotid 
arteries are the major blood vessels that deliver blood to the 
brain, they are big and thus the pressure pulse waveform 
obtained from them will be very clear. Furthermore, a sensor 
placed in the neck is less prone to motion artifact. 

 
Fig. 3. Pressure signal extracted from the piezoelectric sensor voltage signal.
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Abstract—This paper investigates the development of a 

remote patient monitoring system based on WBAN Wireless 

Body Sensor Network. Thus, the main purpose of such design is 

to interconnect heterogeneous sensor networks not equipped with 

the HTTP / TCP / UDP stack. A novel gateway architecture is 

proposed to ensure interoperability and facilitate seamless access 

to data from different types of body sensors that communicate 

via different technologies, namely, Bluetooth, IEEE802.15.4 / 

Zigbee and IEEE 802.15.6. Moreover, an application-layer 

approach for a Web Service Gateway is also developed for 

interaction with heterogeneous WSN. The Gateway 

communicates with the server via the SOAP protocol and 

manages the service consumption. Since the proposed platform is 

targeted to monitor the patient health status, a preliminary link 

test between the sensor and the server is unavoided in terms of 

quality of service. To evaluate the performances of our proposed 

platform, a results comparison was conducted based on different 

communication scenarios (3G, ADSL, and LOCAL). Finding 

results illustrate the (QoS) constraints, namely, Latency, Packet 

loss and Jitter. 

Keywords—WSN; body sensor networks; remote patent 

monitoring; e-health; SOA 

I. INTRODUCTION 

To meet the growing needs of effective medical 
surveillance techniques, Intelligent Remote Patent Monitoring 
Systems (RPM) have received an important attention. 
Nowadays, RPMs constitute a multidisciplinary field of 
research such as microelectronics, telecommunications, signal 
processing, and computing. In the literature many RPM 
prototypes have been studied [1]-[3]. A Body Sensor Networks 
(BAN) based RPM system, several types of sensors send 
collected data to a server, via a communication system, and 
thereafter transmitted to the medical team for an eventual real-
time diagnosis. However, these systems are so diverse; and 
integrate different communication technologies depending on 
the target application. In a BAN network, sensors can interact 
with each other and with the hub via wired or short-range 
wireless communication suchas Bluetooth [4], 
IEEE802.15.4/Zigbee [5], MICS [6], ANT [7]. WBAN 
Networks focus on the latest advances in technology and 
perfectly meet the medical surveillance systems requirements. 
Indeed, research is conducted to identify the technical 
challenges in WBAN communication stack and to propose 
solutions [1], [8]. Recently, the IEEE802.15 workgroup has 
launched the IEEE802.15.6 standard dedicated exclusively to 
WBAN networks [9]-[11]. Remote medical surveillance 

systems raise new technological challenges in terms of 
reliability, quality of service [12], energy consumption [13], 
privacy and data security [14], [15]. However a convergence 
between WBAN and Internet of Things (IoT) is a main key to 
complete these challenges and further improves the quality and 
efficiency of the service [16]. The biggest challenge in the 
design of IoT is connectivity. The creation of large-scale 
communicating smart object networks has become the goal of 
many recent and diverse research activities [4], [6]-[18]. 
Several systems allows direct sensors networks connection 
with the Internet network have been proposed [19]-[21], 
sensors are equipped with HTTP / TCP / UDP stack. However, 
connecting a simple sensor directly to Internet increases energy 
consumption and consequently reduces nodes life time [22], 
cost and complexity, especially if the sensor does not processes 
data. One approach is to interconnect the sensors network to 
Internet through a gateway that supports IP network 
connectivity [23], [24]. The purpose of this paper is to develop 
a WBAN remote patient monitoring system and 
interconnecting heterogeneous sensor networks not equipped 
with the HTTP / TCP / UDP stack, by developing a new 
gateway architecture to ensure interoperability and access to 
data from different body sensors network protocols, including: 
Bluetooth, IEEE 802.15.4 / Zigbee and 802.15.6, in this 
architecture Only the server should have a fixed IP address and 
just the gateway should implement TCP/IP protocols, therefore 
services discovery is fast, nodes management is easy, nodes 
coupling is low, and the design is flexible and extensible, 
additionally the gateway can implement more than one WBAN 
protocol to support heterogeneous sensors protocols. The 
communication between each sensor and the gateway uses a 
specific protocol which is the sensor protocol, however the 
Gateway use SOA over internet to communicate with the 
server. The Gateway application-layer interacts with 
heterogeneous WSN and avoids interferences between 
heterogeneous protocols. In our proposed architecture, the 
gateway manages the service consumption and communicates 
with the server via the SOAP protocol. The proposed platform 
targeted to monitor and process patient health status, thus 
platform performances evaluation is mandatory. The paper is 
organized as follows. Section 2 briefly describes the 
architecture of BAN- based RPM systems. In Section 3, we 
describe details on our proposed design. In Section 4, we 
perform several experiments to evaluate platform 
performances. Finally, Section 5 concludes the paper. 
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II. BAN- BASED RPM SYSTEMS 

General architecture of a BAN-Based RPM system that 
corresponds to the different approaches proposed in the 
literature [17], [19], [25] (Fig. 1). It consists of three levels, but 
it may vary depending on the intended application, and may be 
limited to one or two levels. The first intra-BAN level consists 
of a BAN network that aims to centralize all the information 
provided by the sensors to a central coordinator, also located 
on the human body. An inter-BAN level provides 
communication between the coordinator, one or more access 
points located near the coordinator, or even the coordinators of 
other BAN networks. Finally, an extra-BAN level is 
responsible for routing data to a remote server via a WAN 
network. Data is transmitted to the medical team to obtain a 
real-time diagnosis or a medical database to record them, or to 
additional equipment for emergency alerts. 

There are generally three main categories of networks 
in a RPM system [17]: Body Area Network (BAN), Personal 
Area Network (PAN), Wide Area Network (WAN). In a self-
monitoring application intended to help patients to monitor 
their own fitness and health indicators using smart devices, 
smartphone or tablet; sensor nodes communicate directly 
with an intelligent device, forming a body area network (BAN) 
[26], [27]. However, in the case where the data is not processed 
locally but in the "cloud", the PAN network is used to connect 
directly, or via an access point, different BAN networks to 
WAN network [28]. It is also possible that the BAN 
coordinator sends the collected data andvia WAN network to a 
remote server. In the BAN network, the sensors can interact 
with the coordinator via wired or short-range wireless 
(WPAN) communication such as Bluetooth, IEEE 802.15. 4 / 
Zigbee [24], MICS and ANT. Recently, 
IEEE802.15.6workgroupis established [10], which will be 
dedicated only to BAN applications [29]. Bluetooth and 
IEEE802.15.4 are two standards widely used as 
communication technologies between the BAN coordinator 
and a Network Access Point (NAP), but also as a network 

gateway to cover larger areas at a lower cost. The Wi-Fi 
network is widely deployed as a Network Access Point which 
allows the WBAN network to connect to the Internet. Wide 
area network (WAN) systems may be cellular networks such 
as GSM, GPRG, 3G / 3G+ [30], LTE, Wimax, or wired 
communication networks (ADSL, coaxial cable and optical 
fiber) , or satellite networks . 

III. PROPOSED REMOTE PATIENT MONITORING PLATFORM 

DESIGN 

In this section, we propose a platform architecture for 
Remote Patent Monitoring systems, based on wireless sensor 
networks. First, we present the hardware, software platform 
components, and operating modes. Our RPM platform design 
is composed of Wireless Body Sensor Networks (WBAN) and 
a back-end system (Fig. 1, 2, and 3). A BAN network consists 
of a Gateway and a set of heterogeneous sensors. The Gateway 
connects the BAN to Internet; the Gateway process, storage 
and transfer patient data. Communication between BAN 
entities is an Intra-BAN communication, it is wireless and 
supports different communication protocols. Communication 
between the BAN and the server (Back-End System) is 
considered as an Extra-BAN communication. The extra-BAN 
communication can be wired or wireless via Internet using 
Simple Object Access Protocol (SOAP). The sensors 
periodically collect and send data to the gateway, which in 
turn transmits them to the server over Internet. Medical staff 
can view the patient's history after an alert or at any time. 
Biomedical signals can be processed locally in the BAN 
network or remotely in the Frond-End system. A Frond-End 
system supports the tracking of multiple patients, i.e. multiple 
BANs are served by a single Fornd-End system. The Frond-
End system includes the back-end server and additional 
applications whose functions include the processing of 
received biomedical signals. The idea of outsourcing 
digital resources to remote servers offers very large 
computing and storage capabilities, unlike traditional Gateway 
hosting. 

 
Fig. 1. General Architecture of a Body Area Network (BAN)–based RPM System.
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Fig. 2. Platform Architecture of ourRPM System. 

 
Fig. 3. General Architecture for Our Remote Patient Monitoring Platform. 

A. Server 

The basic services offered by the platform are previously 
installed on the server which has a fixed IP address, 
accessible from the public Internet. The Web Services 
Description Language (WSDL) file, provided by the server, 
describes the full usage of the service (methods, parameters, 
and return values). With the discovery service, the server 
detects automatically new Gateways in the network. The server 
database contains approved Gateways list and their attached 
sensors. The server receives data from the various sensors via 
the Gateway and stores them in a database for statistical and 
further examination. The server also keeps track of all 
transactions and medical data. It provides authentication, 
privacy and security. Fig. 4  shows the general protocols and 
services stack of the server. 

B. Gateway 

Gateway is developed to integrate wireless sensors 
deployed and web applications; it is used to connect the BAN 
network to Internet. The Gateway enable connectivity between 

heterogeneous WSN protocols (Zigbee, Bluetooth, UWB, 
BAN), the gateway is completely transparent; it uses the 
standard communication protocols of the Web, like 
HTTP/HTTPS, to communicate with the Web server. XML 
files are used for the connection configuration, including web 
server address, http protocol, authentication, data priority etc.. 
The connection to the web server is not permanent, it is 
established only when the gateway wants to send data. 

As shown in Fig. 5, the gateway protocols and services 
stack includes several PHY physical layers (Bluetooth, UWB, 
Bluetooth, ZigBee, WIFI ...). The application layer contains 
several modules that allow the gateway to manage attached 
nodes. The bridge layer allows the possibility to interconnect 
and heterogeneous sensors. The bridge layer establishes 
communication between two different access protocols. For 
example, to execute an emergency rule, a Bluetooth sensor 
can communicate a measurement to a ZigBee actuator. In this 
case every node should have several addresses like the 
number of supported access protocols (this information is 
stored in the gateway an handled by the bridge layer). 
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Fig. 4. Protocols Services Stack of the Server. 

 
Fig. 5. Block Schematic Diagram of the Gateway. 

Example of static gateway properties: 

 (
     
   

     

) 

    nodes address array 

  is an access network protocol and,       

with  is the number of distinct access protocols. 

     is a   node, and      

   is the number of nodes in the Pi network.  

so      is the      adresse 

     is the  node in the   network 

IV. PLATFORM REQUIREMENTS AND PERFORMANCES 

EVALUATION 

The system is designed to provide continuous remote 
patient monitoring over heterogeneous networks. It is should 
meet the following requirements: 

 Efficient and reliable, permanent system connectivity  

 Real-time Communication (RTC) services 

For proof of concept, we have implemented services on 
remote server which communicate with the gateway via HTTP 
and SOAP. We have evaluated the experimental performance 
of the proposed platform in a real world environment 
under different scenarios. A typical testbed for evaluating the 
performance is illustrated in Fig. 6. The testbed includes three 
different technologies: LAN, Wifi and 3G. Here, we have 
used two types of test plans: request-response delay and 
availability test. 
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Fig. 6. Testbed. 

We ran the tests with following Quality of Service 
(QoS) constraints: Latency, Packet loss and Jitter. We use 
open source packet analyzer “Wireshark” to capture 
packets that are being sent and received across the network. 

We also ran for each scenario, a large number of request 
responses. 

Fig. 7, 8 and 9 show the latency variation using 1000 
request messages for three test scenarios: Local, ADSL and 
3G. 

 

Fig. 7. Latency Variation - Local Test. 

 
Fig. 8. Latency Variation - 3G Test. 

 

Fig. 9. Latency Variation – ADSL Test. 

The test results are shown in Table I. 

TABLE I.  TEST RESULTS SUMMARY 

  3G ADSL LOCAL 

Number of test requests 1000 1000 1000 

Successful message 864 850 977 

Lost message 136 150 23 

Throughput 86,4 85 97,7 

Delay average (s) 2,47 2,15 2,02 

Min delay (s) 2,34 1,96 1,92 

Max delay (s) 10,86 8,43 2,09 

 
Fig. 10. Probability Distribution Function –Local Test. 

 

Fig. 11. Probability Distribution Function –ADSL Test. 

 
Fig. 12. Probability Distribution Function – 3G Test. 

We notice that the average latency in the local test case is 
around 2s. This value is lower than those recorded in the two 
test scenarios 3G (2.47s) and ADSL (2.15s). The average 
latency in the 3G test is higher than those recorded in both the 
Local and ADSL test scenarios, this is mainly due to 
congestion caused by the HTTP priority configuration and 
network equipment. We can also observe that the packet loss 
rate observed during the local test equal to 2.3% is lower than 
those observed during 3G (13.6%) and ADSL (15%) tests. 
Fig. 10, 11 and 12 plot the probability distribution function of 
latency for the three test scenarios: Local, ADSL and 3G. As 
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we can see, the latency distribution takes a Gaussian form 
whose standard deviation depends on the jitter. High jitter 
means that delays are highly variable, disrupting protocols in 
real time. The stability of the bandwidth on the local network 
has meant that the jitter is significantly lower compared to the 
jitter resulting from the ADSL or 3G test. 

V. CONCLUSION 

In this paper, an application-layer approach for a 
WebService Based Gateway is designed. Our proposed 
Gateway is a communication bridge between heterogeneous 
sensors networks. The Gateway application layer makes 
sensors able to adapt and understand the various proprietary 
protocols. The designed Gateway uses Web standard 
communication protocols to communicate with the Web 
Server. The proposed system proves good scalability and low 
delay. In summary, results show that our design supports 
several communication modes depending on the RPM system 
objective (Speed, QoS, DataRate, Range). 

As future steps, continued efforts are needed to complete 
system validation, and integration of additional sensor 
elements will be performed. 
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Abstract—Wheat has been a prime source of food for the 

mankind for centuries. The final wheat grain yield is the 

multitude of the complex interaction among the various yield 

attributes such as kernel per plant, Spike per plant, NSpt/s, Spike 

Dry Weight (SDW), etc. Different approaches have been followed 

to understand the non-linear relationship between the attributes 

and the yield to manage the crop better in the context of 

precision agriculture. In this study, Principle Component 

analysis (PCA) and Stepwise regression used to reduce the 

dimension of the original data to get the critical attributes under 

study. The reduced dataset is then modeled using the Radial 

Basis neural network. RBNN provides the regression value more 

than 0.95 which indicates the strong dependence of the yield on 

the critical traits. 

Keywords—RBNN; PCA; stepwise regression; attributes; yield 

I. INTRODUCTION 

Wheat is the major agriculture crop of the Pakistan. It acts 
as a back bone of agriculture for the food security throughout 
the world. The prediction of wheat yield is too much 
important. The demand of the wheat has been doubled from 
last many decades. The demand is increasing day by day due 
to many factors. This may be due to many climate changes in 
environment. Increasing population also affect the growth and 
demand of the wheat. Therefore, wheat is becoming very 
important crop from last many years. Importance of wheat in 
the economy of the world is clearly reflected by its share of 15 
% to the total arable land in the world for the year 2011-12 
[3]. 

Now a days, the thing that is alarming and challenging for 
scientists is gap between production and the demand of wheat. 
Most of the people demand wheat as food .The reason is that 
need of wheat has been increased and it is becoming difficult 
to fulfill the demands. To meet such kind of challenges, it is 
needed to increase the total area for the agriculture land. With 
increasing the land area, wheat at huge quantity can be 
produced. There is another effort to increase the production of 
wheat from the present growing area. 

The approach used to analyze the relation among yield and 
traits was machine learning (ML). Machine Learning 
technique has an ability to deal with high dimension problem 
by using less computational power. Apply machine learning in 
order to analyze the high number of trades to find the most 
relevant crop for better agriculture production. Apply machine 
learning algorithm for the classification of yield component in 
order to get high wheat yield. Principle Component Analysis 
(PCA) and step wise regression techniques applied on data to 
get the reduced dimensional data. Both techniques analyzed 
the data as according to its nature of effectiveness. As a result, 
the trimmed and the most dependent data set is achieved. New 
Data set collected and applied Radial Basis Neural Network 
(RBNN) on reduced data and got significant results. A work 
related to the yield measurement was conducted in which 
estimation of seed and grain corn yield was done on the basis 
of input data. ANN model with back propagation algorithm 
was used. The ANN model worked best with 6-4-8-1 and 6-3-
9-1 structure for prediction of the yield. The result of this 
model is compared with multiple linear regression model. The 
result was approximately 95%. 

The distribution of paper is following, Section 2: Related 
work, Section 3: Material and method, Section 4: Result and 
discussion, Section 5: Conclusions following with References. 

II. RELATED WORKS 

Adnan (2018) [1] studied the impact of water supply on 
wheat yield with the help of Lasso and Radial; machine 
learning techniques and the result of lasso Radial technique 
accuracy was 89% corresponding other machine learning 
techniques. In this study Relative water contents, waxiness, 
grain per spike and plant height used for experiments. 
Different techniques used in this study and result is clearly 
show that growth of wheat is highly affected by water stress. 
Normal-values. “Awnlength”, “pendulacnelength”, 
“extractionlength” and “noofdaysheading” variation is low in 
water stress condition as compared to Yield and TGW. Wheat 
yield and growth affected by water condition. In this study 
different techniques used for find the relationship of yield of 
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wheat and other variables and neural network gave the best 
result. 

Adnan et al. (2017) [2] used the machine learning method 
for observation the evapotranspiration rate in Faisalabad 
region. In this study PCA techniques used for reduced the data 
set dimension because the information lost minimum with this 
technique. PCA gave the new variable after reduction of data 
set, the value of regression is 0.83426.  A time series Neural 
Network used after getting reduced data set from PCA 
technique. Time series give the accurate result as compared to 
other Neural Network techniques. The accuracy of this model 
is 83%. 

Awan et al., (2015) [4] described that 176 different types 
of genetic wheat traits were used to evaluate variety of traits 
practically multivariable analysis. Analysis revealed a simple 
correlation that indicated that there was major positive 
relationship of yield weight with cell membrane solidity, 
osmotic modification and transpiration and adverse 
relationship leaf area. Study also revealed significance of 
physical traits and their effect on grain mass. Multivariable 
analysis which included factor and cluster analysis showed 
that variable genetic pool was sufficient for breeding design. 
Wheat yield of each plant was strictly correlated to water 
substances, cell membrane solidity and leaf area. For more 
deep analysis, eight groups of different traits were made and 
study revealed that groups with smaller genetic distance were 
effective for breeding. 

Mukhtar (2015) [5] stated that areas where major source of 
water is rain, has significant effect on wheat grain quality and 
yield because weather circumstances are randomly vary. This 
climate fluctuation provides chance of improving wheat grain 
yield production. These fluctuations and variability were 
studied years after year w.r.t. regions and sowing techniques 
and then wheat grain yield was analyzed. For this study, field 
tests were practiced by using three genetic traits, three 
different locations for the period of two years in rain source of 
water. Under these variations and conditions, wheat grain 
quality and mass resulted significant change. In region where 
sowing was delayed, temperature was high and water was 
stressed, show increased grain yield quality. However 
contradictory results were observed in opposing climate and 
water absorbing conditions. Fluctuation and variability in 
climate conditions had significant influence on wheat grain 
yield and inverse relationship was experienced among climate 
conditions, wheat yield and grain quality. Hence we can 
conclude that weather conditions, area of cultivation, sowing 
techniques, temperature and water can effectively alter the 
quality of wheat grain yield. 

Emamgholizadeh et al., (2015) [6] described that in the 
agricultural research the most vital purpose of breeding is 
production of seed yield. In account to this research two 
techniques were used, artificial neural network and multiple 
regression model. Both methods were used to predict the same 
seed yield on the basis of premeasured features of plant like, 
maximum flowering days, height of the plant in centimeters, 
numbers of capsules of each plant and weight of seed and seed 
numbers. Results were tested by using both MLR and ANN 
techniques and it resulted that ANN was more accurate w.r.t. 

root mean square error and founded coefficient. It was found 
also that ANN technique was better than MLR. At the end it 
was examined that this analysis had large and small significant 
effects on the same w.r.t. numbers of capsule and flower time 
for each plant. So in result ANN method is better for 
predicting seed yield than MLR and it predicts more 
accurately. 

Khoshnevisan et al., (2014) [12] described the relation 
between energy consumption and crop yield in order to get 
sustainable agriculture they develop adaptive neuron-fuzzy 
system to predict wheat grain yield on the basis of energy 
input. The developed ANN was MLP with 11 neuron in input 
layer and 32 and 10 neuron in hidden layer. The result showed 
that ANFIS gave more accurate result than other ANN. 

Paswan and Begum (2014) [7] described that how 
important it is for the policy maker to know about the 
approximate yield of crop. Computer scientists are working 
for making exact prediction about the yield. The crop area and 
crop production (maize) of Assam using ANN. They used 
MLP with radial bias function network which has been trained 
with metrological data and maize production data from 
various sources. The accuracy of this model was measured by 
using RMSE and correlation coefficient. It was observed that 
this model had performed better as compared to other 
statistical model. 

Bagheri et al., (2015) [8] stated that land survey is 
important for crop yield prediction. Comprehensive survey 
may be expensive and time consuming. Since soil survey is 
important as it provides information for agricultural needs. 
Hence, there must be rapid and precise soil survey map. For 
this ANNs perceptron were purposed to survey map soil 
elements Digital Evaluation Model (DEM) features. Various 
multilayer ANNs were developed having input dataset and 
hidden element layers. This technique is implemented and 
tested to cumulate accuracy of interposed and inferred data. 
From result it was obvious that soil organization had a direct 
influence on accuracy of results. Errors were very small and 
low. Almost all techniques of ANN methods training errors 
were less than 11 percent. While testing and certifying, errors 
were 50 and 70 percent respectively. To attain superior 
predictions, in addition with DEM features, dataset related to 
lands in term of soil-farming elements must be given to ANNs 
perceptron as well. 

Kogan et al., (2013) [9] stated that Ukraine is the biggest 
agricultural production country around the globe. Time 
management and production estimate are main elements of 
yield security. This study reveals wheat yield proficiency 
using oblast management with satellite resolution. Oblast is 
multinational statistics study division in European Union. 
Observations were made in rain fed region and average data 
were collected from MODIS sensing device at 250 m spatial 
resolution and used in a regression technique for estimating 
wheat yield. For reliable wheat yield projection root mean 
square error was acknowledged. In case of many oblasts, 
values which were taken in April to May using NDVI, when 
matched with official statistics it gave minimum root mean 
square error. The NDVI technique was matched with 
empirical model and WOFOST growth simulation applied in 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

303 | P a g e  

www.ijacsa.thesai.org 

CGMS, all these comparisons provided minimum RMSE. This 
study and comparison of wheat yield production was done 
totally on independent values for the period of 2010 to 2011. 
The most accurate forecast was predicted in 2010 via CGMS 
which provided root mean square error value 0.3 t ha

-1
 in June 

and 0.4 t ha
-1

 in April. So, it was concluded that empirical 
NDVI based regression was parallel to CGMS when 
forecasting wheat yield at oblast level. 

Hung et al., (2013) [10] described that in this paper 
forecasting the fruit yield, multi-scale machine learning 
technique was used at different divisions.  In this learning 
technique, algorithm is so flexible and usable that it can be 
applied at various divisions of problems. So, this approach 
was applied to large variety trees for fruit yield forecast. A 
comprehensive test was conducted on apple orchard which 
consisted of eight thousand images for learning. This test 
showed that algorithm was most fit to apple segment of 
various colors and sizes. Segmentation outcomes were used to 
count fruit and then to compare with manual counting. 
Squared correlation coefficient resulted from this study was 
R

2
=0.81. 

Alvarez (2009) [11] described that to get a model for 
reasonable yield prediction and grain production estimate, an 
analysis was conducted in Argentine grasslands in terms of 
soil characteristics and climate features on wheat yield. Data 
record collected from soil and climate analysis were 
implemented. Data of wheat yield production from all over the 
country was tested at geomorphological level. Grasslands 
were divided into 10 sub-regions units and from these sub-
regions 10 growth seasons were recorded from 1995-2004. 
For data analysis, surface regression (SR) and artificial neural 
networks (ANNs) techniques were implemented. Yield of 
wheat was concentrated with water holding capacity of soil 
and organic corban of soil. Climate features on yield was 
strong rainfall over crop potential evapotranspiration 
(R/CPET). Surface regression design was implemented on 64 
percent of model to predict yield variance, however this 
design has not performed better prediction of yield. Then 
ANN design was tested and it gave 76 percent of yield 
prediction variability. So, ANN developed model was good to 
predict wheat yield production in Argentine grasslands. 

III. MATERIAL AND METHODS 

A field experiment was conducted in the University of 
Agriculture Faisalabad, where the growth of wheat yield was 
observed. That experiment was completed in two years. 
Where the yield was classified according to its trait values are 
shown in Table I. These traits were Grain  Yield  (GY),  
Kernels  Per  Plant (K/P), Weight/Kernel Size (KS), Number 
of Spikes per Plant (S/P), Number of Fertile Spikelet’s per 
Spike (NSpt/S), Maximum Fertile Loret  per Spikelet  
(MFFI/Spt), Spike Dry  Weight (SDW), Plant Height (PH), 
Spike Length (SL), Awn  Length (AL), Spikelets Density  
(SD) and Chlorophyll Contents (CC). The value of each trait 
was saved and was processed to find out the relation with 
respect to yield. In machine learning, used different 
approaches for classification and to find the relation of yield 
and variables. 

TABLE I. LIST OF VARIABLES WITH ACRONYMS 

GY Grain Yield 

K/P Kernel per plant 

K/S Kernel size 

NSpt / S Number of spikes per plant 

MFFI / Spt Number of fertile spikelet per spike 

SDW Spike dry weight 

PH Plant height 

SL Spike length 

AL Awn length 

SD Spikelet’s density 

CC chlorophyll contents 

A. Principal Component Analysis (PCA) 

PCA is a quantitatively rigorous method for achieving 
problem of relation. This method generates a new set of 
variables, called principal components. Each principal 
component is a linear combination of the original variables. 
The outcome data is thus divided according to the variation in 
data set. The variation is done as according to the level of 
affecting of the data. The higher data variation is plotted first 
in the list of the graph. The very first plotted line represents 
the most variation variable. Same other plotted lines represent 
the gradual decreased variation of data set. 

Coeff = PCA(X)               (1) 

1) Standardize: We also remove unwanted data from the 

spread sheet data. Since PCA yields a characteristic subspace 

that maximizes the difference along the axes, assuming that it 

might have been measured on diverse scales. The conversion 

of the information into unit scale will be a pre requisite for 

those ideal executions of many machine learning algorithms. 

2) Calculate covariance: Covariance is a measure of the 

degree with which components comparison is initiated for 

requested information move in those same heading. We find 

the covariance among the wheat yield and other traits. 

Actually we want to measure how different trait and yield 

depend upon each other. The formula for calculating the 

covariance of the variables X and Y is 

  1 1ni X X Y Y n                (2) 
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With x  and y denoting the means 

of X and Y, respectively. X denotes the input variable and Y 
denotes the output variable. Equation (2) helping in measure, 
how wheat yield depends upon the important variable like 
Kernels  per  Plant  (K/P), Number of Spikes per plant (S/P), 
Number of Fertile Spikelet’s per Spike (NSpt/S), Spike Dry  
Weight  (SDW), spike  length  (SL),  Spikelet’s  density  (SD)   
that was used as input.  These all above following variables 
are treated as Y. 

3) Selecting principal components: That ordinary 

objective of a PCA is to decrease that dimensionality of the 

first characteristic space by projecting it onto a more abstract 

subspace, the place the eigenvectors will appear on those axes. 

However, those eigenvectors best define the directions of the 

new axis, since they have all the same unit length. 
In this step, the PCA processes the data. The resulting 

value or the set of outcome which we have derived from PCA 
appeared in the form of eigenvector. Here, our new data after 
processing will be represented as eigenvector. Each principle 
component is a different eigenvector. The PCA has reduced 
the data dimension on the basis of dependency, i.e., from 
eleven traits into six traits. The following relation reveals the 
eigenvalue of an eigenvector. 

Σv = λv                (3) 

In equation (3): 

Σ=Covariance matrix  v=Eigenvector  λ=Eigenvalue 

To choose which eigenvector we need to drop from our 
lower-dimensional subspace, we must examine the relating 
eigenvalues of the eigenvectors. Approximately speaking, the 
eigenvectors for the least eigenvalues bear the slightest 
majority of the data over those distribution of the data and 
those need to be dropped. PCA provides the most significant 
traits by reducing the dimension of data. 

4) Transforming the samples into new subspace: In the 

last step, we use-dimensional matrix W that is computed to 

transform our samples into the new subspace as per the 

following equation. The transformed new traits are used for 

estimating the wheat yield and equation is given below: 

Y=W
t
×X               (4) 

B. Stepwise Regression 

Stepwise regression includes regression models in which 
the choice of predictive variables is carried out by an 
automatic procedure. Stepwise regression creates a linear 
model and automatically adds to or trims the model. The 
priority in the regression model is measured according to the 
significant importance of the data. The data has more impact 
as it is added to the regression model. The data with lesser 
effectiveness is trimmed from the model. Only the data that is 
most relevant has produced targeted values whereas all the 
other data which is not relevant to the targeted values is 
discarded. This technique actually has reduced the data 
dimension and has given low dimensional data but highly 
correlated. 

The stepwise model performs a multilinear regression of 
the response values in the n-by-1 vector y on the p predictive 
terms in the n-by-p matrix X. Distinct predictive terms should 
appear in the different columns of X with b as a p-by-1 vector 
of estimated coefficients for all of the terms in X. If a term is 
in the final model, the coefficient estimated in b for that term 
is a result of the final model. 

C. Data Modeling 

The radial basis function network is a viable alternative 
approach in machine learning for regression measurement in 
data dependency relation. A common learning algorithm for 
radial basis function networks is based on first choosing 
randomly some data points as radial basis function centers and 
then using singular value decomposition to solve the weights 
of the network. The procedure chooses radial basis function 
centers one by one in a rational way until an adequate network 
has been constructed. Here, this approach is applied on data 
set that was collected after obtaining the result of the PCA and 
the step wise regression. 

In the field of mathematical modeling, a radial basis 
function network is an artificial neural network that uses radial 
basis functions as activation functions. The output of the 
network is a linear combination of radial basis functions of the 
inputs and neuron parameters. Radial basis function networks 
have many uses, function approximation, time series 
prediction, classification, and system control. Radial basis 
networks can require more neurons than standard feed-
forward back-propagation networks, but often they can be 
designed in a fraction of the time it takes to train standard 
feed-forward networks. They work best when many training 
vectors are available. Here this network output layer consists 
of a single neuron. 

IV. RESULT AND DISCUSSION 

A. PCA Result 

The dataset processed using PCA technique consists of 12 
variables. Each variable is of different characteristics with 
respect to the yield production. The PCA result is shown in the 
Fig. 1 as each bar represents a specific principal component. 
The height of each bar represents the level of variation. The 
first component in the graph has more than 28% of the total 
variation in the dataset. The higher variation in a principal 
component reflects its significant relation with the outcome 
variable. The first eight principal components contribute 85% 
of the total variation. We can take into account this as PCA 
has reduced the dimension of the data by neglecting other four 
variables because of their least impact and variation in the 
graph. 

Here, in Fig. 2 the graph shows PC1 along x-axis and PC2 
along y-axis. Dependency of variables can be found out if its 
coefficient value is definable. From the figure, it is clear that 
“GY” coefficient value is higher among all other components 
and that is 0.46 that defines its significant role in defining the 
variation for the very first principal component. The trait 
“SDW” shows 0.41 values on the graph. Same as other 
variables contributing in the first component reflect their 
behavior from coefficient values. In component 2, which is 
along the y-axis the “KP” has 0.49 higher values which is 

https://en.wikipedia.org/wiki/Mathematical_modeling
https://en.wikipedia.org/wiki/Artificial_neural_network
https://en.wikipedia.org/wiki/Radial_basis_function
https://en.wikipedia.org/wiki/Radial_basis_function
https://en.wikipedia.org/wiki/Activation_function
https://en.wikipedia.org/wiki/Linear_combination
https://en.wikipedia.org/wiki/Function_approximation
https://en.wikipedia.org/wiki/Time_series_prediction
https://en.wikipedia.org/wiki/Time_series_prediction
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Control_theory
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higher among all other traits. The coefficient value of “KP” in 
2

nd
 component has significant importance in 2

nd
 principle 

component behavior. Similarly, it has been observed that the 
major contributions for PC3 and PC4 come from “NSpt/S” and 
“KS”. So, from the PCA based analysis, we concluded that the 
variables “GY”, “KP”, “KS”, “NSpt/S”, etc. play critical role 
in the final yield production. 

 

Fig. 1. PCA vs Variance. 

 

Fig. 2. PCA of the Yield and Traits. 

B. Stepwise Regression Result 

The stepwise regression works automatically to add or 
remove the predictive variables. It works best where there is 
large space of search. Final columns included:  1 2 3 4 6 9. 

Table II explains that the model starts working when no 
column is added there. In the first step, it adds the kernel per 
plant and the value of predictive terms p is zero. In the second 
step, it adds the kernel size variable and the value of p =0. In 
the 3

rd
 step, it adds the spike per plant variable in the stepwise 

model then the value of p = 2.1620e-09. In step 4, it adds the 
number of fertile spikelet’s per spike variable and the value of 
p= 0.0076. In step number six it adds the spike dry weight 
variable into model and the value of p= 5.2410e-06. Finally 
model adds Awn length, Spikelets density and Chlorophyll 
contents. In this process, six variables have been considered 
out of the total eleven variables. These six variable are “GY”, 
“KP”, “KS”, “SP”, “NSpt/S” and “SL”. The same variables 
also have been recognized by the PCA. So by the stepwise 

regression we have concluded that “GY”, “KP” “KS”, 
“NSpt/S” show closer relation and dependency to yield in our 
data set. Yield production is highly dependent on these traits. 
This shows that stepwise also reduced the dimension of 
variables. 

TABLE II. STEPWISE PREDICTIVE VARIABLES 

'Coeff' 'Std.Err.' 'Status' 'P' 

[ 0.0375] [3.3429e-04] 'In' [0] 

[ 0.7521] [0.0119] 'In' [0] 

[ 0.1126] [0.0187] 'In' [2.1620e-09] 

[ 0.1044] [0.0391] 'In' [0.0076] 

[-0.0636] [0.1616] 'Out' [0.6941] 

[ 0.5198] [0.1138] 'In' [5.2410e-06] 

[ 0.0113] [0.0071] 'Out' [ 0.1103] 

[ 0.0313] [0.0575] 'Out' [0.5860] 

[ 0.1517] [0.0543] 'In' [0.0053] 

[-0.1938] [0.2978] 'Out' [0.5153] 

[ 0.0042] [0.0048] 'Out' [0.3841] 

In RBNN model trained the neural network under the data 
set of total eleven traits. Here, a single layered architecture is 
used. This model consists of 100 numbers of neurons in 
hidden layer and has one output layer which conventionally 
contained single neuron. Here radial basis function (RBF) was 
used as an activation function. Number of epoch in that model 
was 100. The obtained result from this experiment is shown in 
Fig. 3, the regression graph the value of regression R is 
0.97695. Regression value indicate that traits and yield 
dependency is greater than 95%. 

The model performance is best for validation value 2.6538 
at Epoch number 44 which is shown below in Fig. 4. The total 
44 Epoch is run by the model. The dotted line indicates the 
best mapping found. 

 

Fig. 3. Validation of Data. 
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Fig. 4. Performance of Data. 

It has been observed that by applying PCA, we have got 
the results with greater accuracy. In this way, we have reduced 
the computational time and power by using reduced and new 
variables provided by the PCA. The reduced variables provide 
almost same results as we have got from all the available 
variables to map the yield. 

We also have applied some different techniques and 
methods in this neural network model to have different 
regression values as shown in Table III that help to find out  
the best relation among the traits and yield. 

TABLE III. DATA MODELING ANALYSIS 

Stepwise 

Regression 

Sr# 

Input Output 

No. of 

Neuron 

Activation 

Function 

Training 

Function 
 

1 30 Logsig trainlm 0.967 

2 40 Tansig trainlm 0.949 

PCA 

3 30 Logsig trainlm 0.955 

4 40 Tansig trainlm 0.943 

V. CONCLUSION 

Crop modeling is an active research area which finds its 
roots in the dire need to understand the mutual relationships 
within the crop variables. These mutual relations either linear, 
nonlinear or stiff in nature govern the overall crop progress 
and hence the yield. In this study, some of the machine 
learning techniques used to understand and model these 
relationships. The results found in this research are positive as 
these are highly correlated with the field results. In future 
work, specifically focus on the nonlinear relations which exist 
within these crop variables and the machine learning 
approaches to control that. 
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Abstract—This paper proposes a new method to detect and 

correct multi bit errors in memory applications using a 

combination of a clustering approach, Bit-Per-Byte error 

detection technique, and Majority Logic Decodable (MLD) codes. 

The likelihood of soft errors accelerates with system complexity, 

reduction in operational voltages, exponential growth in 

transistor per chip, increases in clock frequencies, breakdown of 

memory reliability and device shrinking. Memories are the 

sensitive part of a computer system. Soft errors in memories may 

cause an instruction to malfunction. Several techniques are 

already in practice to mitigate the soft errors. Majority logic 

decodable codes are proved as effective for memory applications 

because of their ability to correct a massive number of errors. 

Since memories are used to hold large number of bits that’s the 

restraint of Majority logic decodable codes method, so we 

emphasize on the size of data word in this method. The proposed 

method aims to detect and correct up to seven bit errors with 

lesser computational time. It works in an efficient manner in case 

of adjacent errors which is not possible in Majority logic 

decodable codes (MLD). It is delineated by Experimental reviews 

that the proposed approach outperforms existing dominant 

approach with respect to number of erroneous bit detection and 

correction, and computational time overhead. 

Keywords—Soft error tolerance; bit-per-byte; majority logic 

decodable codes; clustering; adjacent errors 

I. INTRODUCTION 

The unusual condition of multifaceted nature, and the way 
that the software and hardware are so unpredictably 
connected, denotes that the system might be extremely 
delicate to soft errors. In particular, soft errors are a matter of 
great concern when planning high accessibility systems or 
systems utilized as a part of electronic-antagonistic situations 
[1]-[4]. In memory applications, soft error can change an 
instruction or any data value [3]-[5]. Almost all system chips 
have embedded memories like ROM, DRAM, SRAM, flash 
memory etc. But soft errors in such memory applications are 
increasing alarmingly as technology these days is focusing on 
smaller dimension of devices which leads to the integration of 
circuits [6]. Integrated circuits are prone to particle strike or 
radiation which can cause the memory cell to change its state 
and obtain a different value than what was desired. Small size 
of transistors, capacitors and low operating voltages are also 
the reasons for soft error in memories. So, fault tolerant 
technique in memory architecture is fundamental issue to 
ensure its reliability to the users. A small flaw or glitch in a 
memory cell can change an instruction or can cause a whole 
program to work incorrectly leading to inappropriate 
information or loss of valuable data. 

There are some existing dominant approaches to provide 
fault tolerance in memory applications. For example, for 
satellite applications, hamming code and parity codes are used 
to secure memory devices. There are some other methods for 
error detection and correction such as Error Correction Code 
(ECC) [7]-[9], Euclidean geometry low-density parity check 
(EG-LDPC) codes [10], [11], etc. However, almost all of these 
methods are facing area, and time overhead, and significant 
power consumption penalty. Also these methods have low 
error detection and correction rate and exhibits lower 
performance while working with large data word. To 
overcome these barriers, we came up with a fault tolerant 
technique which can work with larger data word and consume 
lesser processing time. 

In this paper, an error detection and correction technique is 
proposed to protect the memory applications. This method 
combines the salient features of clustering approach [12], Bit-
Per-Byte error detection technique, and Majority Logic 

Decodable (MLD) codes [13]-[16]. Majority Logic Decodable 
codes are used because of their ability to detect multiple bit 
upsets; Bit-per-byte technique minimizes the required time to 
detect the error; and the clustering approach works in a very 
efficient manner in case of adjacent errors. The proposed 
method provides high efficiency for error detection and 
correction and can correct up to 7-bit upsets in a 49-bits‟ data 
block. 

The rest of this paper is presented as follows. Section 2 
provides several related work in this area of research. The 
proposed methodology and associated examples are discussed 
in Section 3. Experimental analysis is shown in Section 4. 
Section 5 concludes the paper. 

II. RELATED WORK 

First Several techniques are already in practice to provide 
error detection and correction. Some of them are discussed 
below. 

Naeimi et al. [8] proposed a fault-tolerant memory 
architecture which can tolerate faults both in the storage unit 
and in the encoder or decoder. A fast and compact error 
correcting technique is proposed in that paper which is known 
as one step majority logic correction. One step majority logic 
correction works in a way that it corrects every erroneous bit 
at each step and will output the correct code word after full 
processing. This method requires the same number of cycles 
as the number of bits for both detection and correction which 
is a major degrade in performance in terms of access time in 
memory. 
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Shih-Fu et al. [7] presented an error detection method for 
different set cyclic codes using majority logic decoding 
scheme. Majority logic decodable codes are most appropriate 
for memory applications because they deal with large number 
of errors but it may lower the memory performance with 
excessive decoding time. MLD was first introduced for Reed-
Muller codes. They described a plain majority logic decoder 
(MLD) whose circuit arrangement includes four components: 
i) a cyclic shift register; ii) an XOR matrix; iii) a majority 
gate; and iv) an XOR for correcting the code word bit under 
decoding. It can correct multiple bit-flips depending on the 
number of parity check equations [6]. They proposed a 
modified version of MLD which is known as Majority Logic 
Detector/Decoder. The MLDD technique needs 15 cycles to 
correct an error. However, it can detect and correct only two 
bit errors from a 15-bitdata word and the time requirement of 
this method is high enough to degrade its performance in 
terms of access time in memory. 

Jayalakshmi et al. [5] came out with a modified 
representation of MLDD. It overcomes the existing techniques 
by detecting errors in lesser cycles. They used additional logic 
which results in an area overhead. Another limitation is that 
this method needs additional three cycles to correct any error. 

III. PROPOSED METHODOLOGY TO DETECT AND CORRECT 

ERRORS 

In this chapter, the proposed method will be discussed and 
explained elaborately. The chapter will take you step by step 
through our method to have a better understanding about the 
method. Some examples along with pictorial representation 
will be provided with the method explanation. 

A. Memory with MLDD 

The existing MLDD [5] is modified to improve its 
performance. Euclidean Geometry Low Density Parity Check 
Codes (EG-LDPC) [6] works behind the existing MLDD. The 
following Fig. 1 shows how the MLDD modification proposed 
by us will be used in a memory system. 

 

Fig. 1. Proposed Structure of a Memory System with MLDD. 

B. Encoder Architecture 

The design of encoder is generated from the EG-LDPC 
codes. The following parameter are in the function of EG-
LDPC for any integer t >= 2, where t is the number of errors 
that the code can correct. 

 Information bits, k = 22t – 3t 

 Code word Length, n = 22t – 1 

 Minimum distance, dmin = 2t + 1 

Let‟s consider t=2 and if the other parameters are 
determined accordingly then we would have a (15, 7, 5) EG-
LDPC code which will have a generator matrix like Fig. 2 and 
if Fig. 3 the architecture of an encoder circuit [7] for (15, 7, 5) 
EG-LDPC code is shown. The information bits are indicated 
from i0…i6. The check bits are calculated using linear sum 
(XOR) operation of the information bits. The information bits 
are copied to the encoded vector from c0….c6 and the check 
bits are copied from c7….c14. Thus the encoded matrix is 
generated. 

 

Fig. 2. Generator Matrix of (15, 7, 5) EG-LDPC code [8]. 

 

Fig. 3. Architecture of an Encoder Circuit for the (15, 7, 5) EG-LDPC code. 

C. Design Structure of Corrector 

One-step majority-logic is a fast and efficient error-
handling technique [10]. There is a class of ECCs that are one-
step-majority correctable. Type-I two-dimensional EG-LDPC 
is one of the example of one-step-majority correctable codes. 
In this section, the one-step majority-logic corrector for EG-
LDPC codes is shown. 

 

Fig. 4. Serial One-Step Majority Logic Structure to Correct Last Bit (Bit 

14th) of 15-bit (15, 7, 5) EG-LDPC code [8]. 

A linear sum named Parity-Checksum can be formed by 
computing the internal product of the received vector and a 
row of a parity-check matrix. The principle of the one-step 
majority-logic corrector is generating parity-check sums from 
the defined rows of the parity-check matrix. These steps 
correct a potential error in one bit e.g., cn-1. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

309 | P a g e  

www.ijacsa.thesai.org 

1) Generate parity-check sums by calculating the inner 

product of the received vector and the defined rows of parity-

check matrix. 

2) The check sums are fed into a majority gate. If the 

output of majority gate is “1”, then the bit cn-1 is corrected by 

inverting the value of cn-1. 

The architecture of a serial one-step majority logic 
corrector for (15, 7, 5) EG-LDPC code is shown in Fig. 4. 

D. Fundamental Concepts of Proposed Methodology 

The proposed methodology uses the MLDD [5] technique 
described above as a part of correction method. Our proposed 
method is tested for a 49-bit data block and it can correct up to 
7 bit errors. We proposed a clustering idea to divide 
consecutive seven bit placed in different cluster. That‟s why 
this proposed method can be applied where there is need to 
detect and correct adjacent multiple cell upset (MCU). 
Because adjacent bits are in different cluster and change in 
adjacent bits can detect easily and correct. The method is 
discussed below: 

1) At first the data word which has the size of 49 bit, is 

clustered into 7 clusters keeping distance 7 between the data 

bits or information bits. We will keep 7 bits in each cluster. So 

this will result in 49/7=7 clusters. Now each cluster will have 

the information as shown in Fig. 5. The 49 data bits are 

represented as a1, a2, a3..., a49. Then form 7 different clusters 

such as a1, a8, a15, a22, a29, a36, a43 and adjacent bits like a1, a2, 

a3 are placed in different clusters. 

2) Each cluster has 7 information bits. Now we calculate 

even parity for each cluster. It is quite similar to the idea of 

bit-per-byte technique. If we consider each cluster as a byte 

(although each cluster here has 7 bits and a byte is formed of 8 

bits) then we can apply the bit per byte technique on the 

clusters like a bit-per-cluster. We have used even parity 

technique here to assign parity to the clusters. Even parity 

means the number of 1‟s must be even. If number of 1‟s is 

even then parity is 0, otherwise parity is 1to make number of 

1‟s is even. So after this step, each cluster has it corresponding 

parity which will be sent with the information bits. We can 

visualize it as shown in Fig. 6. 

 

Fig. 5. Architecture of Seven Clusters with 49 Information Bits. 

 

Fig. 6. Calculated Parity Bits for Each Cluster. 

3) Now we are going to apply Majority Logic Detector 

Decoder (MLDD) scheme for each cluster. Let‟s consider 

each cluster has information bits denoted as i0…. i6. Then 

according to the MLD [7] we have generated the check bits 

from the information bits which are the checksums (XOR) of 

information bits. The check bits are generated as shown in 

Fig. 7. 

 

Fig. 7. The Architecture to Generate Cheek Bits. 

Now the clusters have 7 information bits and 8 check bits 
which is 15 bits. 

4) In this step, the information bits will be sent to the 

receiving side in the form which was seen at the first step like 

a1, a2, a3…., a49. With the information bits, parity bits of each 

cluster will also be sent which was calculated using odd 

parity. Along with these, the check bits for each cluster are 

also sent to the receiving end. So, the following information 

are sent from the sending end. 

 Information bits (a1, a2, a3, …., a49) 

 Parity bits for each cluster (p0, p1, p3, …, p6)  

 Check bits generated for each cluster (C7, C8, C9, …, 
C14) 

5) This information is sent to the receiving side. While 

transmitting the above information, any bit may flip and 

change the state from 0 to1 or 1 to 0 resulting in misleading 

information. At the receiving end the information bits will be 

received but they may not be error free. Let the received 

information bits are a1, a2, a3, …, a49) 

6) At the receiving end, we will form clusters like we did 

in step 1. So we will have 7 clusters keeping distance as 7 

among the information bits of each cluster. Finally, the 

generated clusters are- Cluster1, Cluster2, Cluster3, …, 

Cluster 7. 

7) After forming the clusters, we will calculate the parity 

bits for each cluster using odd parity. So the parity of each 

cluster at the receiving end may look like- parity (Cluster1), 

parity (Cluster2), parity (Cluster3) … parity (Cluster7). 
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8) In this step parity of each cluster of sending end will be 

compared with the parity of receiving end‟s cluster. If a 

mismatch is found at any cluster, then that cluster will be 

taken under consideration and that cluster is assumed to have 

error in its bits. Now let‟s assume Cluster (i) have a mismatch 

and it has errors. Now check bits will be generated for that 

cluster using the technique as described in step 3. So after 

generating the check bits (C7, C8, C9, …, C14) we will have 

total 15 bits to apply the majority logic decoding. The 

information bits are copied to C0, C1, …, C6. So the code word 

will be like: C0, C1, C3…, C14. 

9) The process of majority logic decoding is outlined 

shortly as follows: 

Step 1: Initialize counter variable to 0. 

Step 2:  Calculate majority values Bj as follows: 

 

B1 = C3⊕ C11⊕ C12⊕ C14    Eq.            (1) 

B2 = C1⊕ C5⊕ C13⊕ C14     Eq.            (2) 

B3 = C0⊕ C2⊕ C6⊕ C14         Eq.             (3) 

B4 = C7⊕ C8⊕ C10⊕ C14     Eq          . (4) 

Step 3:  If majority value is greater than 2 then go to step 
4, else go to step 5. 

Step 4:  Inverse the 14
th

 bit. Store the counter which is the 
erroneous bit position. Go to step 5 

Step 5:  Perform one-bit cyclic left shift. 

Step 6:  Increment the counter 

Step 7:  If counter variable equals to 8 then go to step 8 
else go to step 2 

Step 8:  End 

10)  Now we have the positions where bit flip in a cluster 

has occurred during transmission and those erroneous bits are 

corrected. We store those positions in a cluster to determine 

the actual positions in the data word. Next we examine other 

clusters to fine errors (if any) and find their positions in the 

corresponding cluster and thereby correct them. If we follow 

this method, then we would be able to detect and correct 

adjacent bit upsets which is a common issue in memory 

applications. Let‟s walk through an example to describe our 

method with sending end code word of Fig. 8 and receiving 

end code word of Fig. 9. Sending code word is the original 

data with parity bits and receiving code word is the erroneous 

collection of original code word. 

For the above example, total seven clusters can be formed 
with the above forty-nine data bits. Now, the parity bits of 
receiving clusters are compared with those of the sending 
clusters. 

 
Fig. 8. Sending Code Word. 

 
Fig. 9. Receiving Code Word. 

 
Fig. 10. Parity Bits of Sending Part. 

 
Fig. 11. Parity Bits of Receiving Par. 
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Fig. 12. Calculate Cheek Bits when Mismatching in Sending and Receiving 

Parity Bits. 

If there is any mismatch, then only for this cluster we will 
generate 8-bit parity using Majority Logic Detector Decoder 
(MLDD) scheme. 

As shown in Fig. 10 and 11, we can observe that in second 
cluster there is a mismatch and for this cluster we will 
generate 8-bit parity using the following architectures shown 
in Fig. 12. 

Then for the erroneous cluster, the size of the code word 
will be 15-bit. i.e. C0, C1, C2, C3, C4, C5, C6, C7, C8, C9, C10, 
C11, C12, C13 and C14.In this case, it will be 011011101000111. 

Using majority decoding circuit, we will perform eight left 
cyclic shift. At each step of shift operation, the majority values 
B1, B2, B3, and B4 will be calculated. If the majority values 
are 1 then it is confirmed that the current bit under decoding is 
erroneous. Then an inverter is added to the 14

th
 bit position in 

the register. The whole procedure of eight cycles is shown in 
Fig. 13. 

 
Fig. 13. Performing Eight Left Cyclic Shift for Acquiring the Error Free Code Word. 
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Fig. 14. Flow Chart of the Proposed Method. 

In cycle 1, calculate B1, B2, B3 and B4 using the above (1), 
(2), (3) and (4). Then check the majority and this cycle we get 
B1=0, B2=0, B3=1 and B4 = 0. So majority is 0 and performs 
one bit cyclic shift and goes to cycle 2. The values of B1, B2, 
B3 and B4 are again calculated and this time majority is 1. So 
according to the proposed algorithm, the 14

th
 bit is inversed 

and goes to cycle 3. This procedure is repeated till cycle 8 
with the two possibilities, one is majority 0 then perform one 
bit cyclic shift and another is majority 1 then inverse the 14

th
 

bit. 

After the 8
th

 cycle we can see the original 7 information 
bits are in last 7 position. Hence, if we do seven right shift 
then we will get the corrected code word  

The corrected code word is: 1 1 1 0 1 1 1 0 1 0 0 0 1 1 1. 

After going through the whole process, we will get original 
information bits as expected to be received. Then from the 
clusters we obtain the information bits of the form a1, a2, a3, …, 
a49. Now the overall workflow of the proposed method is 

shown in Fig. 14 as a flow chart which provides a better 
overview of the method. 

IV. EXPERIMENTAL ANALYSIS 

This proposed methodology is experimented through a 
simulation procedure. The simulation process includes „error-
detection‟ phase and „error-correction‟ phase. It identifies the 
soft error through the detection phase and appropriately 
recovers it so that the original stored data is retrieved. In this 
section, the experimental results of proposed method and other 
existing methods are represented and discussed. The 
effectiveness of the proposed method is evaluated in this 
section. 

A. Experimental Tools 

The following tools are used for the evaluation process of 
the proposed method. 

 Intel(R) Core i5-2430M CPU @ 2.40 GHz 

 CPU RAM 6GB 
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 Language: Python 3.4 

 IDE PyCharm 5.0.1 

B. Experimental Result 

The outcomes of the experiments are shown in this section 
along with some comparisons with the existing methods. The 
results ultimately indicate how the proposed method performs 
better in terms of the amount of cyclic shift needed. Also it 
shows that the proposed method performs better to deal with 
common mode errors or adjacent bit errors while the existing 
methods are not suitable for this purpose. Fig. 15 shows the 
comparison of cycle needed for error detection by the plain 
MLD [8] and existing MLDD [5], and the proposed method. 

In all cases MLD [8] occupy 15 cycles to detect errors. In 
case of MLDD [5], if there is no error then it takes only three 

cycles to confirm that one. But if there is error, then it takes 
larger cycles. However, the proposed method requires fewer 
cycles than MLD [8] and MLDD [5] to detect any error for 
14-bitcode word using bit per byte and clustering approach. 

Fig. 16 shows the comparison of cycle needed for error 
correction by the plain MLD [8], existing MLDD [5] and the 
proposed method. 

If an error is detected, MLD takes 15 cycles need to run 
the entire decoding process. The existing MLDD needs 18 
cycles. The existing MLDD has same procedure. However, 
rather than 15 cycles, three additional cycles are required. The 
proposed method needs (15+3)/2 cycles that means 9 cycles. 

If two-bits error are detected, MLD [8] needs 15 cycle for 
correction. MLDD [5] needs (15+3) cycles that means 18 
cycles but the proposed clustering method it needs 16 cycles. 

 

Fig. 15. The Comparison among Plain MLD [6], the Method Proposed by Jayarani et al. [3], and the Proposed Method for Error Detection. 

 

Fig. 16. The Comparison among Plain MLD [8], the Method Proposed by Jayarani et al. [5], and the Proposed7Method for Error Correction. 
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V. CONCLUSIONS 

The proposed methodology focuses on the architecture of a 
Majority Logic Decoder/Detector (MLDD) with the utilization 
of bit-per-byte and clustering approaches for fault detection 
and correction, with decreased cycles. Along with this, the 
proposed method is very much useful when there are errors in 
adjacent bits because each adjacent bit is formed in different 
cluster. So that errors can be easily detected. So, those systems 
where much possibility to occur adjacent bit error then this 
proposed method perform better than any other MLDD system 
with minimum cycle. The proposed method is designed in a 
way so that it could deal with larger data block. Experiments 
are performed for large data word to prove its efficiency. To 
show better performance with larger data block our clustering 
based approach may consume more time than other methods 
which are good for smaller data word. The proposed method 
can detect and correct multiple adjacent cell upsets whereas, 
the existing cannot perform that. The main limitation is that 
when multiple errors occur in same cluster then the proposed 
method can‟t detect these faulty bits. This proposed method is 
only focused to detect adjacent error and minimum cycle than 
the exiting. In the later work, we try to detect and correct 
errors in same cluster and work with large data block quite 
faster that this proposed method. 
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Abstract—This paper focuses on international standards and 

guidelines related to evaluating the safety and performance of 

wearable dialysis systems and devices. The applicable standard 

and evaluation indices for safety and performance are 

determined, and the relevant international standards and 

guidelines are provided in a table. In addition, example 

experiments using a triaxial accelerometer and robot arm are 

presented for testing the endurance and safety of wearable 

artificial kidneys. The findings in this paper can be used to 

suggest new guidelines for the mechanical safety and 

performance evaluation of wearable artificial kidney systems. 

Keywords—Wearable artificial kidney; safety; hemodialysis; 

peritoneal dialysis; accelerometer 

I. INTRODUCTION 

As lifestyle-related metabolic disorders such as diabetes 
and hypertension continue to proliferate with westernized diets, 
the number of patients with end-stage kidney failure has 
drastically increased. When end-stage kidney failure is caused 
by diabetes, which is most frequently the case, the 5-year 
survival rate is only 50%–60%. This is much lower than the 
rates for stomach cancer and colorectal cancer. In the USA, 
approximately 45,000 people died of end-stage kidney failure 
in 2006; it is ranked as the ninth-leading cause of death among 
Americans. 

According to the organ transplant status provided by the 
Korea Organ Network for Organ Sharing (KONOS) and US 
Department of Health & Human Service, the number of 
patients waiting for kidney transplants soared between 2000 
and 2015, but actual cases of kidney transplants increased only 
slightly. Because the supply is far less than the demand for 
kidney transplants, the majority of patients are treated with 
dialysis therapy. In the medical device industry, the hemolysis-
related market reached 75 billion USD in 2011 and is 
continuing to grow each year. 

Until now, the hemolysis-related market has been focused 
on supplying equipment and consumables. However, total renal 
care service—integrating the complete process of hemolysis 
including management, service, and remote therapy—is 
expected to dominate the future market. A representative 
example of this trend is the self-dialysis unit for home use. 

Around the world, about 11% of patients treated with 
peritoneal dialysis and 0.6% of those treated with hemolysis 
have been reported to stay at home for therapy. This indicates 
the rapid growth and increasing use of home-use self-dialysis 
units [1], [2]. The entire market related to artificial kidney and 
hemolysis is expected to rapidly grow. 

New types of wearable artificial kidneys for patients with 
end-stage kidney failure are being actively developed [3]-[9], 
however there are no criteria available for evaluating the safety 
and performance of wearable artificial kidneys. In this study, 
existing local and overseas standards and guidelines were 
analyzed, and evaluation indices were derived. A safety and 
performance evaluation method is proposed for new types of 
wearable artificial kidneys. 

II. STANDARDS FOR SAFETY AND PERFORMANCE 

EVALUATION 

A. New Types of Wearable Artificial Kidneys 

In most advanced countries, portable artificial kidney 
devices are classified as wearable or home-use types according 
to their purpose and place of usage. Home-use artificial kidney 
devices share common characteristics, but small artificial 
kidney devices are portable. Accordingly, the latter group was 
set as a single category, and the following three types were 
considered in this study: wearable, house-use and portable. 

Artificial kidneys can be classified as house-use or portable 
types and have been already developed for self-dialysis or 
peritoneal dialysis at home. In addition, safety and 
performance evaluation systems for these artificial kidneys 
have been established. Thus, this study considered wearable 
artificial kidneys that can be used outside the hospital without 
the help of medical experts. With regard to common matters 
such as physiological functions, performance, and major safety 
considerations, the corresponding provisions in existing 
standards for other types of artificial kidneys (e.g., IEC, ISO, 
KS) were applied. 

B. International Standards and Guidelines Applicable to 

Wearable Artificial Kidneys 

Because there are no standard and guidelines for wearable 
artificial kidneys, international standards and guidelines for 
hemodialysis/peritoneal dialysis system and portable medical 
devices were evaluated if they seemed applicable to wearable 
artificial kidneys. Table I presents the international standards 
and guidelines. 

This research was supported by grants (No. 15172MFDS434 and No. 
17172MFDS340-4 ) from Ministry of Food and Drug Safety in 2015 and 

2017. 
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TABLE I.  APPLICABLE STANDARDS AND GUIDELINES FOR WEARABLE ARTIFICIAL KIDNEY SYSTEMS 

International Standards 

Standard No. Item 

IEC 60601-2-16 Hemodialysis 

IEC 60601-2-39 Peritoneal dialysis 

IEC 60601-1-6 Usability 

IEC 60601-1-11 Home healthcare environment 

IEC 62366-1 Usability engineering 

IEC 60529 Degrees of protection provided by enclosure (IP code) 

IEC 60721-4-7 Portable and nonstationary medical devices 

ANSI/AAMI RD5 Hemodialysis systems 

Guidelines and 
National Standards 

State (Regulation authority) Contents 

South Korea (MFDS) 29 artificial kidney system 

USA (FDA) 
Guidelines for industry and FDA staff: hemodialysis blood tubing sets 

Guidelines for hemodialysis delivery systems 

Europe (EU) EN 60601-2-16, EM 60601-2-39 

Japan (PMDA) JIS T 0601-2-39, JIS T 3250 

China (CFDA) YY 0053-2008, YY 0054-2010 

TABLE II.  EVALUATION INDICES FOR SAFETY AND PERFORMANCE 

Evaluation indices Contents Related standards 

Safety 

Transit: 

operable and 
portable 

Vibration Broadband vibration test  
IEC 60601-1-11 

IEC 60068-2-64 
Battery 

Check the backup power and 

indication of state 

Push 
Enclosures of ME equipment shall have sufficient rigidity to 
protect against unacceptable risk 

IEC 60601-1 

Molding stress relief 
Enclosures of molded or formed thermoplastic materials shall be 
constructed so that any shrinkage or distortion of the material is 

due to the release of internal stresses 

Shock Shock test  
IEC 60601-1-11 

IEC 60068-2-27 

Alarm 
Alarm condition and 

overlap mode 
Normal operation under each condition 

29. Artificial kidney 

(IEC 60601-1-8) 

IP code 

First characteristic 

numeral (hazardous parts) 
Protection against access to hazardous parts 

IEC 60529 
First characteristic 
numeral (solid foreign 

objects) 

Protection against solid foreign objects 

Second characteristic 
numeral (water) 

Test for second characteristic numeral 2 
with the drip box 

Performance Dialysis fluid temperature Measurement of the dialysis fluid temperature 

IEC 60601-2-16, IEC 

60601-2-39, YY 0054, JIS 
T 0601-39 

The international standards for hemodialysis and peritoneal 
dialysis systems are IEC 60601-2-16 and IEC 60601-2-39, 
respectively. In this study, new types of wearable artificial 
kidneys were defined as medical devices used by patients, not 
medical experts. Accordingly, IEC 60601-1-11 should be 
applied for the home healthcare environment, including 

medical devices for home use and point of care. IEC 60601-1-6 
and IEC 62366-1 should be applied for usability. 

Apart from international standards, relevant guidelines and 
national standards were also surveyed. Both the Food and Drug 
Administration (FDA) and Ministry of Food and Drug Safety 
(MFDS) provide guidelines for hemodialysis based on IEC 
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60601-2-16. Especially in the case of medical devices for the 
high-risk group, the innovation pathway of FDA allows some 
documents required for license to be submitted after the 
devices come to the market. This allows for a fast examination 
to issue a license. No wearable artificial kidneys have yet been 
licensed. In 2012, Gura et al.’s [3] wearable artificial kidney 
was the first to be permitted for clinical application. In Europe, 
Council Directives 93/42/EEC and 90/385/EEC for medical 
devices established the EN-60601-x standard based on the IEC 
60601 series and enforce its observation. 

In Japan (PMDA) and China (CFDA), the Japanese 
Industrial Standards and YY (medicine and medical device 
standard) of China Compulsory Certification are based on IEC 
60601-2-16 and IEC 60601-2-39 and include additional 
requirements for matters such as special test methods. 

III. EVALUATION INDICES 

Common applicable indices for safety and performance 
evaluation were derived from the surveyed national standards 
and guidelines that seemed to be relevant to wearable artificial 
kidney. These are presented in Table II. 

The safety evaluation indices included characteristics of 
transit-operable and portable devices, which are specified by 
IEC 60601-1-11 (home healthcare environment), alarm 
systems (IEC 60601-1-8), and waterproof/dustproof-related 
safety. A common performance evaluation index is the dialysis 
fluid temperature, but it appeared to differ by country and 
standard, so it was excluded from the evaluation indices in this 
study. 

IV. EXAMPLE EVALUATION METHODS 

The above safety and performance evaluation indices are 
based on existing standards for dialysis systems. 
Environmental tests such as vibration and shock tests for 
transit-operable and portable devices, which are specified in 
IEC 60601-1-11, do not seem to sufficiently consider the 
intrinsic features of wearable artificial kidneys. Accordingly, 
example methods for evaluating the durability and safety that 
consider the device features are presented below. A wearable 
artificial kidney being developed by a research team at Seoul 
National University was subjected to the evaluation methods. 
Because the artificial kidney is not completely developed, a 
dummy without internal dialysis circuits and sensors was used. 
A triaxial accelerometer experiment and trajectory experiment 
using a robot arm were applied as the example methods for 
evaluating the durability and safety. The triaxial accelerometer 
experiment was performed to identify the acceleration range 
acting on a device during activities of daily living such as 
walking, running, and climbing up and down stairs. The 
trajectory experiment utilized a robot arm for various trajectory 
movements such as vertically reciprocal, circular, and falling 
motions. 

A. Triaxial Accelerometer Experiment 

1) Purpose: As shown in Fig. 1, a subject wore the 

wearable artificial kidney around his or her waist. A triaxial 

accelerometer was used to detect the range of acceleration that 

could affect the wearable artificial kidney system during 

movements of daily living (e.g., walking, running, and 

climbing up and down stairs). 

2) Method: Nine adult subjects wore a wearable artificial 

kidney and performed easy activities of daily living (walking, 

running, and climbing up and down stairs. As shown in Fig. 2, 

a triaxial accelerometer (MMA7260Q, Freescale Inc., Austin 

TX) was used to measure the acceleration acting on the 

dummy according to the movement of the hip joint. A short-

distance wireless transmitting and receiving module 

(Bluetooth 2.0, OpenbrainTech Inc., South Korea) was 

attached to transmit acceleration signals to the PC. Each 

subject wearing the artificial kidney dummy with inserted 

sensors conducted 10 rounds of 25 m reciprocal walking and 

running movements. In addition, the subjects also climbed up 

and down 13 stairs 10 times (Fig. 3). The acceleration was 

measured for the movements of the wearable artificial kidney 

dummy in the directions of the mediolateral, anteroposterior, 

and superoinferior axes (Fig. 4). The measured accelerations 

were saved with LabVIEW2013 (NI Inc., Austin, TX). The 

measurements were subjected to a fast Fourier transform 

(FFT) to identify vibrations of the dummy during each 

movement in the frequency domain. 

3) Results: When the subjects wearing the artificial kidney 

dummy walked and climbed up and down stairs, the frequency 

distribution was concentrated between 0.9 and 2.1 Hz on 

average. When the subjects wearing the artificial kidney 

dummy ran, the frequency distribution was usually 

concentrated at 3 Hz and above (Table II, Fig. 5). 

 
Fig. 1. Wearable Artificial Kidney System Dummy. 

 

 
Fig. 2. Measurement System for the Triaxial Acceleration. 
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Fig. 3. Experimental Setup for Activities of Daily Living. 

 
Fig. 4. Measurement Directions for the Triaxial Acceleration. 

 

Fig. 5. Frequency Domain During Activities of Daily Living: Walking.

B. Robot Arm Experiment 

1) Purpose: An experiment using a robot arm was 

performed to judge the normal operation of the wearable 

artificial kidney system during and after various trajectory 

movements like reciprocating vertical/circular/falling motions 

are repeated. 

2) Method: As shown in Fig. 6, the wearable artificial 

kidney dummy was fixed to the robot arm (Hyundai Inc., 

Korea). The experimental conditions were set for vertical 

stroke, circular, and falling motions. 

V. CONCLUSION 

In this study, existing local and international standards and 
guidelines for dialysis systems and artificial kidneys were 
surveyed to propose a safety evaluation method for wearable 
artificial kidneys. The surveyed standards and guidelines were 
used to derive safety and performance evaluation indices that 
seem applicable to wearable artificial kidneys. Along with the 
evaluation methods specified by existing standards, example 
methods for evaluating the durability and safety are presented. 
A triaxial accelerometer or robot arm was applied to evaluate 
an artificial kidney dummy being developed by a Korean 
research team. 
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(a) 

 
(b) 

 
(c) 

Fig. 6. Experimental setup for the robot arm trajectory: (a) stroke vertical 

motion (range: 400 mm, speed: 270 mm/s), (b) circular motion (range: 400 

mm (CCW), speed: 270 mm/s), and (c) falling motion (range: 1 m, speed: 1.5 
m/s). 

Because the artificial kidney dummy does not include any 
internal dialysis circuits it cannot be considered a real artificial 
kidney system. Accordingly, even if the dummy was evaluated 
with the presented methods, its normal operation and safety 
could not be identified. Thus, the evaluation methods for 
durability and safety need to be applied to a prototype wearable 

artificial kidney that includes dialysis circuits and sensors. 
Future studies also need to check the normal operation and 
safety of a real wearable artificial kidney after evaluation. In 
addition, it should be performed additional daily activities such 
as sitting, lying down and falling [10]-[12], which were not 
performed in this study. If a motion capture system is used to 
measure the motion of the hip joint during each movement and 
the measurements are reflected in the trajectory experiment 
with a robot arm, the range of normal operation will be defined 
more effectively. 
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Abstract—From the past few years, data mining got a lot of 

attention for extracting information from large datasets to find 

patterns and to establish relationships to solve problems. Well 

known data mining algorithms include classification, association, 

Naïve Bayes, clustering and decision tree. In medical science 

field, these algorithms help to predict a disease at early stage for 

future diagnosis. Diabetes mellitus is the most growing disease 

that needs to be predicted at its early stage as it is lifelong disease 

and there is no cure for it. This research is intended to provide 

comparison for different data mining algorithms on PID dataset 

for early prediction of diabetes. 

Keyword—Diabetes; data mining; classification; decision tree; 

Naïve Bayes; KNN 

I. INTRODUCTION 

Knowledge discovery in databases (KDD) is the system of 
applying data mining algorithms. Knowledge Discovery in 
Databases (KDD) is common research area for researchers in 
machine learning, databases, high performance computing, 
data visualization and knowledge-based systems. The primary 
steps for data mining include data selection, data 
preprocessing, data transformation, data mining, and final 
evaluation (pattern evaluation and pattern recognition). 

Data Mining is the process of getting meaningful outcomes 
from any given dataset. Some of the techniques used for data 
mining include association rules, classification, clustering, 
Naïve Bayes, Decision Tree and KNN. A variety of rules can 
be generated using data mining techniques. Data Mining is 
useful for Prediction or Description of a few records. Using 
prediction, we are expecting unknown values of various 
variables in dataset whilst description specializes in coming 
across designs that depict the information translated by means 
of People. 

Data mining is useful for predicting diseases. Affected 
person’s history, Hospitals, clinical devices and electronic 
facts offer a lot of records concerning a selected disease. 
Those datasets are used for extracting useful information by 
which we are able to take choices and generate rules. Multiple 
diseases can be diagnosed using data mining methodologies, 
for example, AIDS and diabetes. This paper is meant to 
predict diabetes for pregnant women depending on few given 
attributes. Some major factors that affect the diabetes or may 

cause its increase in severity include obesity, weight increase 
or hypertension. 

A. Diabetes 

Diabetes mellitus is a common disease where there is too 
much sugar (glucose) floating around in your blood. This 
occurs because either the pancreas can’t produce enough 
insulin or the cells in your body have become resistant to 
insulin. Diabetes affects the capability of human body to 
utilize the energy present in food. Basic types of diabetes are: 

Type1 – In this type of diabetes pancreas does not produce 
adequate amount of insulin and in consequence the level of 
glucose in blood exceeds from typical range. Individuals 
suffering from this type diabetes are usually dependent on 
external insulin injected in body after regular intervals. It is 
caused by a genetic predisposition. Medical risks associated 
with this type of diabetes include diabetic retinopathy (eyes 
disorder), diabetic neuropathy (nerves disorder) and diabetic 
nephropathy (kidneys disorder). It counts for 95% diabetes 
cases. 

Type2 – In Type 2 diabetes body is unable to consume the 
insulin properly due to insulin resistance. It is usually caused 
due to obesity and overweight children. It is non-insulin 
dependent and milder than Type 1 diabetes. It causes major 
effects on heart diseases and heart strokes. It cannot be cured 
but controlled with proper nutrition, exercise and weight 
management. 

Gestational Diabetes – This type of diabetes includes 
married women who are not affected with diabetes according 
to previous medical history but high glucose level is 
diagnosed during/after pregnancy. According to the National 
Institutes of Health, the reported rate of gestational diabetes is 
between 2% to 10% of pregnancies. 

II. LITERATURE SURVEY 

 Tawfik Saeed Zeki et al. [1] in their research presented 
an expert system for diabetes diagnosis. Their proposed 
expert system was rule based that have the structure of 
IF THEN. Transforming experts’ knowledge to stated 
rules, they defined 3 stages that are handled by Block 
Diagram, Mockler Charts and Decision Tables. Total 6 
states of diagnosis had been described (by the block 
diagram of diagnosis) using 5 attributes with different 
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combinations for various diagnosis. After inspecting 
multiple factors, expert system provides diagnosis for 
disease. It was coded in VP-Expert as it is specified for 
developing expert systems. 

 Seyedeh Talayeh Tabibi et al. [2] proposed an expert 
system for checkup and treatment of different types of 
diabetes. Expert system was developed in 10 stages. 
They took 3 attributes that include patient's condition, 
patient's information and different tests. Multiple 
combinations are generated on the basis of given 
attributes as it was rule-based expert system. Questions 
are generated relating to test and background relating 
to diabetes and suitable advice is generated depending 
on situation. It was developed in VP-Shell to code 
while they also obtained experts advice from medical 
specialists and nurses of diabetics’ department. 

 Vishali Bhandari and Rajeev Kumar [3] compared 
Mamdani-type and Sugeno-type fuzzy expert systems 
with the help of multiple parameters for diabetes 
diagnosis. MATLAB fuzzy logic toolbox is used for 
comparative study for both types of expert systems. 
Different resulting parameters showed that Sugeno-
type expert system is more useful as it less 
computational and optimized while Mamdani-type 
expert system is not computationally powerful. 
Mamdani-type fuzzy expert system generates outcome 
using defuzzification and has outcome membership 
functions while Sugeno-type uses weighted average for 
outcome and has no outcome membership function. 5 
parameters are used and results are generated that are 
compared afterword. 

 Neeru Lalka and Sushma Jain [4] presented an expert 
system for diagnosis and medication for Type-I 
diabetes. Multiple parameters are used that include 
body mass index (bmi), plasma glucose level, 
minimum blood pressure and serum insulin level. 
Specified dosage for insulin intake is recommended 
based on few attributes. Probability of diagnosis uses 
five fuzzy numbers to show results and also accurately 
calculates probability to avoid hypoglycemic (low level 
of blood sugar) condition. Three fuzzy numbers are 
used to show output results. This expert system is only 
for Type-I diabetes. 

III. DATASET 

A. Pima Indians Diabetes Data set 

Dataset contains records of females, having age at-least 21 
years and living in Phoenix, Arizona, USA. Dataset contains 
labeled data having class attribute in binary (0 or 1). 0 value of 
class attribute represents negative test and 1 value represents 
the diagnosis of diabetes. Dataset contains 768 records of 
different patients in which 268 (34.9%) records are positive 
test cases which means '1' value of class attribute and 500 
(65.1%) cases in class '0' representing negative test. The 
attributes of dataset are given in Table I with their description, 
type and units. 

 
Fig. 1. Results of Class Label. 

TABLE I. DATASET DESCRIPTION 

Name Description  Type Unit 

 Pregnant Number of pregnancies  Numeric - 

 GTT 
2-hour OGTT Plasma 

glucose 
 Numeric mg/dl 

 Bp Diastolic BP  Numeric mmHg 

 Skin 
Triceps Skin fold 

thickness 
 Numeric Mm 

Insulin 2-hour serum insulin  Numeric Mm, U/ml 

BMI Body mass index (kg/m)  Numeric Kg/m2 

DPF 
Diabetes pedigree 

function 
 Numeric - 

Age Age of Patient (years) Numeric - 

Diabetes 

(Label) 

Diabetes onset within 5 

years (0,1) Numeric - 

Visualization of dataset using WEKA presents the data 
distribution shown in figure. Fig. 1 shows 5 input variables 
and one outcome variable. Red color represents class label 
with negative results while blue color shows class label with 
values of labeled with negative result. 

B. Preprocessing 

Pre-processing consists of the steps of collection/cleaning, 
selection and transformation, data mining (integration and 
normalization) and last step is evaluation. Cleaning is used to 
fill the missing values in datasets using one-of-a-kind 
techniques like binning or replacing by mean or mode. 

For pre-processing and applying few data mining 
algorithms, numerical data is converted to categorical data. 
Outcome is converted from integral data to categorical data 
with class labels as YES and NO while other categories are 
based on general items used and displayed in tables below 
(Tables II and III). Data for BP and Glucose is categorized on 
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the basis of general categories used and ranges defined in 
below table. 

TABLE II. BP LEVEL RANGES [6] 

BP Level Range 

Low Less than 80 

High 80 to 100 

Hypertension Above 100 

TABLE III. GLUCOSE LEVEL RANGES 

Glucose Label Range 

Low Less than 80 

Normal 80 to 140 

Early Diabetes 141 to 180 

Diabetes Above 181 

IV. APPLIED ALGORITHMS 

1) Decision Tree: Decision Trees (DTs) are a non-

parametric supervised learning method used for classification 

and regression. The goal is to create a model that predicts the 

value of a target variable by learning simple decision rules 

inferred from the data features. It is tree like a graph used to 

display every possible outcome of a decision. It is most 

powerful classification algorithm used to predict possible 

outcome of a branch or tree. Classification is done by tree and 

leave nodes are generated on the basis of results on nodes in it. 

Parameters on the dataset when applying DT set as 
criterion was gain ratio, maximal depth of the tree considered 
as 20. We also applied pruning as confidence=0.25 and pre-
pruning techniques on DT as by setting minimal gain=0.1, 
minimal leaf size=2, minimal size of split=2 and number of 
pruning alternates considered as 3 in both datasets. We split 
data in DT as 70% training data and 30% as test data and 
apply model to show outcome and performance to check 
effectiveness and accuracy of both treatments. 

Result using information gain show the class precision of 
yes and no and the Accuracy of decision tree algorithm up to 
75.65%. 

 
Fig. 2. Probability Calculation [5]. 

Results using Gain Ratio 

 

2) Naïve Bayes: Naïve Bayesian is a well-known type of 

data mining classification technique. According to the 

definition it is a statistical technique which predicts the class 

of a new data record by estimation governed by the 

probabilities calculated from Bayesian rule formula. The 

Naïve Bayesian basic principle can be described as: 

Calculation of probability of Hypothesis that record belongs to 

class c given the new observed data record x. 

Training process includes the calculation of marginal and 
conditional probabilities which are used in testing process for 
the calculation of probability of belonging of a new record to 
any class (Fig. 2). 

Result using Naïve Bayes 

 

Result using algorithm show the class precision of yes and 
no, the Accuracy of Naïve Bayes algorithm shows 71.74% and 
Distribution model for label attribute Outcome is: 

 Class Yes (0.349) -> 8 distributions 

 Class No (0.651) -> 8 distributions 

3) K-Nearest Neighbor (KNN): K-Nearest Neighbor 

(KNN) is supervised learning algorithm used for classification 

of data. K means to select points from given dataset that how 

much data will be selected of nearest neighbor. This algorithm 

selects data on the basis of K value to nearest neighbor and 

decides that this point is similar to given sample. We apply 

KNN on dataset with K values ranging from 1 to 10. First, we 

make label to results of the treatment and split data into 70%, 

30% as training and test records respectively, and then we 

make 10-fold of cross validation, also with 20 folds, by giving 

sampling as automatic to the split data value and apply KNN 

on the given data. 

For 10 Folds (Fig. 3): 
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Fig. 3. Accuracy using 10-Fold. 

For 20 Folds (Fig. 4): 

 

Fig. 4. Accuracy using 20-Fold. 

By applying K-nearest Neighbor algorithm, we find out 
several accuracies using 10 and 20-fold in KNN algorithm 
using 1 to 5 nearest neighbors on dataset. Using 1 nearest 
neighbor in 20-fold, highest accuracy can be seen. 

V. RESULTS 

The results obtained from these 3 applied algorithms are 
different that as each algorithm worked on different technique. 
Results obtained from this dataset can be enhanced by 
applying more pre-processing techniques and data filtration. 
Accuracy obtained from Decision Tree is highest yet the graph 
is more dispersed that can be enhanced too. Lowest accuracy 
is from KNN. KNN is tested with wide range of K values 
from 1 to 10 and with changing folds from 10 to 20 but still 
accuracy is not that much. Pictorial representation of results is 
shown below in the form of graph. 

Comparisons 

Fig. 5 shows the accuracy rate of different data mining 
(DM) models. 

 

Fig. 5. Comparison of Different DM Models. 

VI. CONCLUSIONS 

The prevalence of diabetes is increasing among young 
adults and old age people. This paper focuses that the use of 
data mining algorithms can be very helpful in early prediction 
and in consequence early precautions before the diagnosis of 
disease. The main goal of this paper is to provide a 
comparison and suggest best algorithm which can be used for 
the pattern recognition or prediction in healthcare fields. 
These algorithms are of much importance for medical datasets 
because these algorithms can be used for automatic 
classification tools which can help doctors or experts for 
taking necessary steps for any disease before diagnosis. Each 
of these algorithms can give high accuracy and efficiency 
depending upon the type of data and attributes. After the 
implementations of these algorithms it can be said that for PID 
dataset Decision Tree gives best accuracy 75.65%. The tool 
used for testing and validation is Rapid Miner while all 
algorithms worked with 70:30 ratio for training and testing. 
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Abstract—Lecture materials cover a broad variety of 

documents ranging from e-books, lecture notes, handouts, 

research papers and lab reports amongst others. Downloaded 

from the Internet, these documents generally go in the 

Downloads folder or other folders specified by the students. Over 

a certain period of time, the folders become so messy that it 

becomes quite difficult to find our way through them. Sometimes 

files downloaded from the Internet are saved without the 

certainty that they will be used or revert to in the future. 

Documents are scattered all over the computer system, making it 

very troublesome and time consuming for the user to search for a 

particular file. Another issue that adds up to the difficulty is the 

improper naming conventions. Certain files bear names that are 

totally irrelevant to their contents. Therefore, the user has to 

open these documents one by one and go through them to know 

what the files are about. One solution to this problem is a file 

classifier. In this paper, a file classifier will be used to organise 

the lecture materials into eight different categories, thus easing 

the tasks of the students and helping them to organise the files 

and folders on their workstations. Modules each containing 

about 25 files were used in this study. Two machine learning 

techniques were used, namely, decision trees and support vector 

machines. For most categories, it was found that decision trees 

outperformed SVM. 

Keywords—Classification; lecture materials; machine learning; 

support vector machines; decision trees 

I. INTRODUCTION 

The rapid advancements in IT have brought about an 
exponential increase in the number of electronic documents. 
Documents that were presented on paper in the past are today 
created, stored, distributed and displayed digitally [1]. This 
trend has captured a wide variety of fields, if not all. The 
education field has not been left behind in the process. It has 
evolved alongside with the advent of new technologies. 

Students nowadays have thousands of files on their 
workstations, scattered in different folders, on different drives, 
etc. Some files have meaningful names while others do not. 
The easy access to information has also led to an increase in 
the amount of irrelevant information. Information from web 
pages, news articles, presentations, papers are saved on the 
machines without the certainty that they will be of some use in 
the future. This usually costs users a great deal of time looking 
for a particular file especially if all the files are scattered in 
different places on the computer system and the file in question 

is not properly named. Therefore, an automatic file 
classification system is of utmost importance. The role of the 
file classifier would be to go through all the files in a given 
folder and determine the best fitting category for each file. 

This paper proceeds as follows. Section II gives a 
description of the different techniques that are used for the 
classification process. Section III describes the methodology 
used and the tasks that need to be carried out to classify the 
documents. Section IV outlines the implementation process 
and critically analyses and evaluates the results of the 
classifiers. Finally, we conclude the study in Section V. 

II. LITERATURE REVIEW 

A. Text Mining 

Text mining, also known as text analytics, is a hypernym 
used to describe the wide range of technologies in place to 
analyze and process unstructured and semi-structured textual 
data [2], [3]. These technologies are used to extract meaningful 
information from documents or files that would then serve 
particular purposes. The most common theme behind all the 
technologies is to turn textual information into numbers. 
Algorithms are then applied to the numerical format of the 
words, documents and eventually to full databases. The data is 
then handled and processed as per to one‟s requirements. 

Text mining involves the applications of techniques from 
fields such as information retrieval, information extraction, 
natural language processing, machine learning, classification, 
clustering and text categorisation. Information retrieval is an 
area pertaining to the organisation, examination, storage and 
retrieval of information from different sources. It performs 
several tasks such as document ranking and document 
classification. This paper discusses two main classification 
techniques, namely decision trees and support vector machines. 

B. Decision Trees 

Decision trees are a very simple but powerful classification 
method. One advantage of a decision tree is that it can be very 
easily interpreted by humans. It is commonly used in pattern 
recognition problems for knowledge systems [4]. A decision 
tree is very similar to a flow diagram. It consists of an internal 
node with many attached branches and leaf nodes. A test on a 
particular element is designated by the internal node. The 
branches denote the result of that experiment and finally, the 
class distribution is indicated by the leaf nodes [5]. The 
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topmost node is known as the root node and it is denoted by an 
oval. Rectangles are used to symbolise the internal nodes. The 
leaf nodes, on the other hand, are circular in shape. 

A list of attributes is made for measurement in order to 
create a decision tree. A target attribute is then chosen for 
prediction. All data is processed to know the number of times 
an attribute appears in each document. Decision trees use the 
concept of entropy for splitting attributes – reducing the 
number of attributes. Splitting the attributes results in a 
hierarchy of branches. These branches or nodes are called the 
decision tree. All nodes can form another branch of node. Each 
branch in the tree produces an observation. This observation is 
made using the state of one of the fields in the dataset. Another 
method used for splitting is called pruning. There are two types 
of well-known pruning namely pre-pruning and post-pruning 
also known as forward pruning and back-pruning respectively. 
In pre-pruning, the user decides when to stop adding attributes 
during the building process. As a result, it can lead to very 
biased decisions as individual attributes do not contribute much 
to the decision. Post-pruning is different in that the decision 
tree is fully built prior to pruning the elements [6]. 

Decision trees are efficient for new and unseen inspections. 
However, building a decision tree can be very time-consuming. 
One serious weakness of decision trees is the problem of error 
propagation throughout a tree. Decision trees are built by a 
series of local decisions. These local decisions have a carry-
over effect. Therefore, if one of the local decisions goes wrong 
at some point in time, all successive decisions are bound to be 
bad as well. In such a case, the correct path of the tree might 
not be returned [6]. 

C. Support Vector Machines 

SVM algorithms are a learning method introduced by 
Vladimir Vapnik and colleagues. They are used for pattern 
recognition, classification and regression. Support vector 
machines have been very successful in various learning areas 
[7], [8]. SVMs construct hyperplanes for linearly separated 
patterns. The basic idea in SVM is to find a mediator which 
separates multi-dimensional data into two classes [9]. SVMs 
work towards maximising predictive accuracy while avoiding 
over-fitting. SVMs give very significant results for applications 
involved in classifying text, recognizing hand-written 
characters, classifying images and also in bio-informatics. One 
of the strongest points for SVMs is that they impose no limit 
on the number of attributes that can be used. However, the only 
problem is that SVMs require a lot of memory [10]. 

III. METHODOLOGY 

The very first step to the classification of the lecture 
materials is to build a dataset. A dataset in this study is simply 
a bulk of relevant documents. Eight categories of lecture 
materials amounting to 213 files were selected and were put in 
a common folder. Table I shows the categories and the number 
of files used in each category. 

NLTK (Natural Language Toolkit) has been used to 
process the files. It is the most commonly used platform to 
write Python programs to interact with textual data [11]. It is 
open source software and is made up of a plethora of libraries 
to allow for the manipulation of high-level data. 

TABLE I.  DETAILS OF CATEGORIES 

Category Number of files 

Cyberlaws 23 

Database 35 

Enterprise Resource Planning 25 

Management Information Systems 26 

Multimedia 26 

Networking 33 

Security 24 

Software Engineering 21 

 
Fig. 1. Flowchart Outlining the Steps of the Implementation Process. 
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Firstly, the documents are converted to lowercase to avoid 
ambiguities at later stages. Secondly, the files are cleaned. All 
the punctuation marks, special symbols, digits and special 
characters are removed. The series of words is then subjected 
to the process of tokenization which breaks the documents into 
distinct words or tokens. Each word is then checked against 
NLTK‟s stopword list. The stopword list is a large body of text 
consisting of 11 languages with a total of 2,400 stop words 
[12]. Stop words are words like „the‟, „is‟, „a‟, that do not carry 
much weight when it comes to determining the best category of 
a file. Thus, all stop words are eliminated from the documents 
leaving us with only potentially useful and meaningful words. 

The last step in the cleaning process is the application of 
stemming to the words, as shown in Fig. 1. Stemming is a 
method for removing the affixes from a word in order to end 
up only with the stem which is also known as the root. It is a 
common technique used in search engines for indexing words. 
The search engine stores only the stems, instead of keeping all 
the different forms of a word. This is very helpful as it reduces 
the size of the index by a considerable amount, thus improving 
performance and retrieval accuracy. One of the most popular 
stemming algorithms is the Porter Stemmer Algorithm. It 
removes and replaces well known suffixes of English words 
[13]. NLTK supports a number of other stemming algorithms 
as well, namely the Lancaster stemmer, Regexp stemmer and 
the Snowball stemmer [14]. For this project, the Snowball 
stemmer has been used. 

Once the documents are cleansed, the array of meaningful 
and stemmed words is further processed to get the frequencies 
of each word in each document. The outputs are stored in CSV 
files. These CSV files produced are fed into WEKA [15]. The 
following section gives more details about the classification 
process in WEKA and evaluates the classifier outputs. 

IV. IMPLEMENTATION AND EVALUATION 

WEKA supports a particular file format known as the 
ARFF data format. ARFF stands for Attribute – Relation File 
Format. It is an ASCII file describing a set of samples having a 
number of elements in common. The ARFF-Viewer tool in 
WEKA allows for the conversion of CSV data files to the 
ARFF data format. An ARFF data file has a very particular 
format. It basically has two distinct sections, the header part 
followed by the data information. It starts with @RELATION, 
which gives the name of the file, followed by @ATTRIBUTE, 
giving a list of the file's attributes and lastly @DATA. 

All the attributes in an ARFF file are of type „numeric‟ 
since we are dealing with the frequencies of the words in the 
documents. The data is represented as a stream of numbers. 
Viewed in WEKA‟s ARFF-Viewer, we are presented with a 
tabular form of the file (Fig. 2), which is easier to interpret. 

The datasets for all eight categories of lecture materials 
were classified using two different machine learning 
techniques and the outputs were compared. From existing 
works, we have noticed that it is a common practice to test the 
algorithms with a balanced number of positive and negative 
samples. Thus, we have used an equal number of documents to 
carry out the experiments. A binary approach was followed, i.e. 

for each category we took 15 positive samples and 15 negative 
samples (which was termed as the „Others‟ category). 

 
Fig. 2. The ARFF-Viewer. 

A. J48 

The datasets were first classified using the J48 decision tree 
algorithm in WEKA. J48 normally selects a set of keywords in 
the set to base its decision on [16]. However, the selection of 
that keyword is not stable as a little change in the dataset may 
alter the results by a great amount. Also, the keyword chosen 
may not always reflect the intended category. An example is 
given in Fig. 3. 

 
Fig. 3. Decision Tree for Multimedia. 

Fig. 3 shows the classifier‟s tree visualizer for Multimedia. 
The word „layer‟ has been chosen to decide between the 
Multimedia and the Others categories. This word however is 
not appropriate as it may be used in many contexts other than 
Multimedia. Words like ‟multimedia‟, „image‟, „video‟ would 
have been more appropriate in this case. 
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B. LibSVM 

The datasets were subjected to a second round of 
classification, this time with LibSVM [17]. The classification 
for the Multimedia category, for instance, yielded very good 
results. All of the 15 documents pertaining to this category 
were correctly classified. 

TABLE II.  CONFUSION MATRIX 

Predicted Class  

 Others Multimedia 

A
c
tu

a
l 

C
la

ss
 Others 7 0 

Multimedia 8 15 

Table II indicates that out of 15 files that are actually from 
the Others category, seven of them were correctly classified 
while the remaining eight were not. They were classified as 
Multimedia files instead of Others. As for the Multimedia files, 
it was an error-free classification. 

C. Summary of Outputs 

Table III shows a summary of the classifier outputs with 
J48 and LibSVM for all the 8 categories of lecture materials. 

A pertinent observation is the meagre percentage of 
correctly classification instances for the Database category. 
Database is a very common field in computing. It merges with 
many other fields in a fluid manner and it may be applied in a 
variety of computing contexts. Therefore, files from Enterprise 
Resource Planning (ERP) and Management Information 
Systems (MIS) files may well fall in the Database category. 
This is one potential reason for the downfall in the positive 
percentage for this particular category. 

TABLE III.  SUMMARY OF CLASSIFIERS OUTPUTS 

Categories 

Correctly 

classified 

 instances 

Incorrectly 

classified 

instances 

Correctly 

classified 

 instances 

Incorrectly 

classified 

 instances 

 J48 LibSVM 

Cyberlaws 
23 7 25 5 

76.7% 23.3% 83.3% 16.7% 

Database 
19 11 20 10 

63.3% 36.7% 66.7% 33.3% 

Enterprise 

Resource 

Planning 

24 6 22 8 

80% 20% 73.3% 26.7% 

Management 

Information 

Systems 

24 6 22 8 

80% 20% 73.3% 26.7% 

Multimedia 
26 4 22 8 

86.7% 13.3% 73.3% 26.7% 

Networking 
27 3 25 5 

90% 10% 83.3% 16.7% 

Security 
28 2 26 4 

93.3% 6.7% 86.7% 13.3% 

Software 

Engineering 

29 1 22 8 

96.7% 3.3% 73.3% 26.7% 
 

 
Fig. 4. Line Graph Comparing Results of J48 with SVM. 

The overall accuracy for J48 is 83.3% while for SVM it 
was 76.7%. From these statistics and from Fig. 4, we can see 
that J48 has done slightly better in this scenario. 

D. Accuracy of Outputs 

The accuracy of the classifier outputs in WEKA is 
determined by some very distinct parameters. These 
parameters are: True Positive Rate (TP Rate or Recall), False 
Positive Rate (FP Rate), Precision and the F-measure. 

TABLE IV.  ACCURACY BY CATEGORY 

Categories 
TP  

Rate 

 

FP  

Rate 
Precision F-measure 

Cyberlaws 
J48 0.667 0.133 0.8 0.741 

LibSVM 0.933 0.267 0.778  0.848 

Database 
J48 0.733 0.467 0.611 0.667 

LibSVM 0.4 0.067 0.857  0.545 

ERP 
J48 0.867 0.267 0.765 0.813 

LibSVM 0.6 0.133 0.818  0.692 

MIS 
J48 0.8 0.2 0.8 0.800 

LibSVM 0.933 0.467 0.667  0.778 

Multimedia 
J48 0.933 0.2 0.824 0.875 

LibSVM 0.467 0 1  0.636 

Networking 

J48 0.933 0.133 0.875 0.903 

LibSVM 0.8 0.133 0.857  0.828 

Security 

J48 1 0.133 0.882 0.938 

LibSVM 1 0.267 0.789  0.882 

Software 

Engineering 

J48 1 0.067 0.938 0.968 

LibSVM 0.667 0.2 0.769  0.714 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

328 | P a g e  

www.ijacsa.thesai.org 

Table IV shows the accuracy by category for both 
classifiers. A TP rate of one is an ideal result. It means that all 
or almost of the documents were correctly classified. All 
Security files were correctly classified, hence yielding a recall 
of 100% with both classifiers. Fields like Software Engineering 
and Cyberlaws, which are quite distinct from the rest, have also 
fetched high values. The recall value for Multimedia is 
exceptionally low for the SVM classifier. However, the 
explanation for this can be seen in Table II. This is because 
many files from the Others category were classified as being in 
the Multimedia category due to the presence of certain 
superfluous words. Nevertheless, the precision values are very 
high. A TP rate as low as 0.4 is an undesirable result, which is 
indicative of poor classification of the files. It is noticed that 
the TP rates for ERP and MIS are not very high too. These 
values point towards the confirmation of the observation that 
the modules ERP, MIS and Database bear a lot of similar 
words, hence some files were incorrectly classified. In general, 
the values for precision and recall were appreciably high. 

V. CONCLUSIONS 

This paper discussed the classification of lecture materials. 
Two hundred and thirteen documents from eight different 
university modules were selected and were classified into pre-
defined sets. The documents were classified using two different 
machine learning techniques namely decision trees and support 
vector machines. A number of experiments were carried out 
and the results of the classification were critically analysed. 
The outputs‟ parameters and various other factors showed that 
J48 was a better classification technique than SVM for this 
particular case. The overall accuracy for J48 was found to be 
83.3% while for SVM it was only at 76.7%. However, these 
results cannot be generalised as our data set was quite small. In 
the future, we intend to repeat these experiments with many 
more files and more classifiers such as kNN, Naïve Bayes and 
artificial neural networks. Document size, i.e. the number of 
words in each file will also be taken into consideration. 
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Abstract—Emotion recognition is a crucial problem in 

Human-Computer Interaction (HCI). Various techniques were 

applied to enhance the robustness of the emotion recognition 

systems using electroencephalogram (EEG) signals especially the 

problem of spatiotemporal features learning. In this paper, a 

novel EEG-based emotion recognition approach is proposed. In 

this approach, the use of the 3-Dimensional Convolutional Neural 

Networks (3D-CNN) is investigated using a multi-channel EEG 

data for emotion recognition. A data augmentation phase is 

developed to enhance the performance of the proposed 3D-CNN 

approach. And, a 3D data representation is formulated from the 

multi-channel EEG signals, which is used as data input for the 

proposed 3D-CNN model. Extensive experimental works are 

conducted using the DEAP (Dataset of Emotion Analysis using 

the EEG and Physiological and Video Signals) data. It is found 

that the proposed method is able to achieve recognition 

accuracies 87.44% and 88.49% for valence and arousal classes 

respectively, which is outperforming the state of the art methods. 

Keywords—Electroencephalogram; emotion recognition; deep 

learning; 3D convolutional neural networks; data augmentation; 

single-label classification; multi-label classification 

I. INTRODUCTION 

Human emotions are important in communication with 
others and decision making. Recognizing emotion is important 
in intelligent Human-Computer Interaction (HCI) applications 
such as virtual reality, video games, and educational systems. 
In the medical domain, the detected emotions of patients could 
be used as an indicator of certain functional disorders, such as 
major depression. Human emotions are extracted from the 
facial expressions as the main source of emotions [1]. 
However, it is known that some people could hide their real 
emotions using misleading facial expressions [2]. Hence, 
researchers adhere to use other sources of information that are 
reliable and not susceptible to fraud. One of these sources is 
the electroencephalogram (EEG) signals which are the 
recording of the electric field of the human brain. The EEG 
signals are able to be used as a source of emotions since 
human responses are linked to the cortical activities. Ekman 
[3] found that emotion recognition needs to work under 
keeping expression in long duration. In other words, emotion-
related signals contain contextual temporal dependencies. 
Hence, taking into consideration the relation in time between 
the EEG signal segments can model the bundling behavior of 
human emotions. In addition, the spatial relationship between 
multiple electrodes positions can prove that the behaviors of 

human emotions are not isolating. However, most existing 
emotion recognition methods based on the EEG signals model 
only either spatial or temporal dependency. In this paper, a 
new emotion recognition method is proposed to extract 
spatiotemporal features from the EEG signals in one end-to-
end model. 

The main contributions of the proposed work are 
summarized as follows: 

 The proposed work introduces a new approach which 
utilizes the 3D-CNN for extracting the spatiotemporal 
features in the EEG signals. To the best of our 
knowledge, employing the 3D-CNN has not yet been 
investigated for the EEG-based emotion recognition. 

 The 3D-CNN captures the correlation between 
different channels positions by taking the data from 
different channels as input. 

 The 3D-CNN proves its ability to capture the 
correlation between dimensional emotions (i.e. valence 
and arousal). This ability helps in converting the 
dimensional emotions into discrete emotions (i.e. 
happy, sad, etc.) and to save processing time needed 
for processing each dimensional label separately. 

 The proposed 3D-CNN for the EEG-based emotion 
recognition has a significant potential to detect 
emotions from spatiotemporal information. 

The rest of this paper is organized as follows: The previous 
and the most related research works are presented in 
Section II. Section III explains the proposed approach in 
details. The results are shown in Section IV. The proposed 
work is concluded in Section V. 

II. RELATED WORKS 

In well-documented works, the ability of the EEG signals 
for recognizing emotions was extensively explored [4], [5]. 
Verma and Tiwary [6] reported the use of the EEG signals for 
emotion recognition using the power spectral density as 
features and the Support Vector Machines (SVM) and the k-
Nearest Neighbors (KNN) as classifiers. Yoon and Chung [7] 
introduced a new emotion recognition method using the EEG 
signals. They extracted features using the Fast Fourier 
Transform (FFT) analysis from the EEG segments and used 
the Pearson correlation coefficient for feature selection. A 
probabilistic classifier based on Baye’s theorem is proposed. 
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In addition, a supervised learning using a perceptron 
convergence algorithm is introduced. 

Naser and Saha [8] used the Dual-Tree Complex Wavelet 
Packet Transform (DT-CWPT) to extract meaningful emotion 
features from the EEG signal elicited during watching music 
videos. For feature elimination, Singular Value 
Decomposition (SVD), QR factorization with column pivoting 
(QRcp), and F-ratio are employed. The classification step is 
performed using SVM. Atkinson and Campos [9] introduced a 
novel feature-based emotion recognition model in which 
statistical features were extracted from the EEG segments 
such as median, standard deviation, and kurtosis coefficient. 
In addition to statistical features, band power (BP) for 
different frequencies, Hjorth parameters (HP), and fractal 
dimension (FD) for each channel are also extracted. This new 
model combined mutual information from feature selection 
methods and kernel classifiers. In order to reduce information 
redundancy, the minimum-Redundancy-Maximum-Relevance 
(mRMR) is employed. This method obtained the best set of 
features by selecting the features that are mutually different 
and have a high correlation. SVM classified the input data into 
low/high valence or low/high arousal. 

Li et al. [10] proposed a new deep learning hierarchy of 
Convolutional Neural Network (CNN) and Recurrent Neural 
Network (RNN) to extract spatiotemporal features for emotion 
recognition from the EEG signals. The CNN is used for 
extracting the spatial features and its output is used as inputs 
to the RNN to extract the temporal features.  In addition, Chen 
et al. [11] used four physiological signals including the EEG 
signals for emotion recognition using Hidden Markov Model 
(HMM) as a classifier. For feature selection, they utilized 
multimodal feature sets and Davies-Bouldin index (DBI) 
methods. 

Koelstra et al. [12] extracted 216 EEG features from 5 
different frequency bands. These features are theta (4-8 Hz), 
slow alpha (8-10 Hz), alpha (8-12 Hz), beta (12-30 Hz), and 
gamma (30+ Hz), spectral power for 32 electrodes, and the 
difference between the spectral powers of all the symmetrical 
pairs of electrodes. For feature elimination, Fisher’s linear 
discriminant was used and the Gaussian naive Baye’s is used 
for the classification. Rozgic et al. [13] addressed emotion 
recognition based on the EEG signals and three classifiers: 
Neural Network (NN), NN voting, and SVM. They extracted 
the same extracted features in Koelstra et al. [12] from the 
EEG signals. 

Alhagry et al. [14] extracted temporal features using RNN 
and the EEG signals. Their RNN consists of fully connected 
two LSTM layers, a dropout layer, and a dense layer. Zhang et 
al. [15] presented a deep learning framework called 
spatiotemporal recurrent neural network (STRNN) in order to 
combine the learning of spatiotemporal features for emotion 
recognition using the SJTU Emotion EEG Dataset (SEED). 

However the accuracies obtained by the above researches 
are reasonably high, further improvement concerning emotion 
recognition is still needed. 

III. PROPOSED SYSTEM 

Normally, the automatic emotion recognition process can 
be carried out using one or more of different modalities: face, 
speech, body gestures, and the EEG signals. Using the EEG 
signals, researches focus on solving the problem of correlation 
in time between emotions. By nature, emotions last for short 
or long period of time, not just a moment. Thus, the relation 
between emotion segments in time is highly effective for 
improving recognition accuracy. Motivated by the recent 
success of the deep learning approaches [16], [17], the 3D-
CNN approach is proposed to model the spatiotemporal 
information from the EEG signals. To reach this objective, 
data augmentation phase is first applied to increase the 
number of available EEG samples. Then, the 3D 
representation of inputs is created from the EEG segments. 
And finally, the proposed system of the 3D-CNN model is 
built. The procedure of the proposed system is illustrated in 
Fig. 1. 

 

Fig. 1. The Flowchart of the Proposed System. 

A. Data Augmentation 

To evaluate the proposed system, the DEAP (Dataset of 
Emotion Analysis using EEG and Physiological and Video 
Signals) [12] data is used. It is a benchmark dataset for 
emotion analysis using the EEG, physiological and video 
signals. Thirty-two participants were watching 40 videos each 
with one-minute duration. The facial expressions and the EEG 
signals were recorded for each participant. The EEG signals 
were recorded from 32 different channels. Most of the 
publicly available EEG datasets have fewer amounts of data 
per participant. For the DEAP data, there are a limited number 
of samples; only 40 experiments are recorded per participant 
which may affect the performance of any machine learning 
system to generalize unseen samples. Data augmentation aims 
to increase the number of samples by adding some noise 
signals to the original input signals to generate new noisy 
samples and then train the model with these new noisy 
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samples [10]. This helps parameters to converge, avoid over-
fitting, and make the proposed system capable of 
generalization to unseen samples. 

 
Fig. 2. The Representation of the 3D-CNN Input Volume with 5 

Consecutive Frames. 

To generate the noisy EEG signals, a Gaussian noise signal 
n with zero mean and unit variance is first generated randomly 
with N samples such that N is the number of samples of the 
original EEG signal s. Finally, the noisy version ṧ of s is 
obtained by adding all samples of s and ň signals together. The 
augmentation phase is applied in the training step only. During 
the testing step, the clean versions of the signals are used. 

B. 3D Input Representation 

As mentioned earlier, the 3D-CNN is capable of learning 
spatiotemporal features. This requires a construction of 3D 
input representations from the EEG signals. To this end, a 3D 
representation procedure is presented in the proposed work. 
Usually, the EEG data from every signal is recorded from 
different Ch channels. Using a window size w, the data from 
every channel c is segmented into small segments (frames). 
The number of frames from every channel is D frames (f1, 

f2,…, fD). The samples of the     frame from all Ch channels 
are appended together to form a 2D matrix K where its height 
is the number of channels and its width is the number of 

samples in the     frame. Then, the third temporal domain is 
appended by selecting a number of consecutive frames m 
which is also called the chunk size. If the chunk size is 6, then, 
6 sequential frames are appended together in one chunk in a 
3D matrix called B. 

To add a label to each chunk, the majority rule is 
employed to get the corresponding ground truth label. If the 
chunk has 6 frames and the same label occurs in more than 3 
frames (chunk size / 2), this majority label is assigned to this 
chunk. Finally, a new 3D matrix C is created to hold the chunk 
of frames and its corresponding label. Each 3D matrix C is 
considered as an input to the 3D-CNN model for the training. 
Fig. 2 shows the shape of the 3D input volume. The figure 
shows a chunk with 5 consecutive frames and 32 channels. 

C. The 3D-Convolutional Neural Network Model 

The next step is to use the proposed the 3D-CNN to 
recognize emotions based on spatiotemporal features. The 3D-
CNN structure is introduced and the proposed network 
architecture is thus described in the next subsections. 

 
Fig. 3. Illustration of 3D Convolution Operation: a) Input Volume, and 

b) Output Volume. 

1) 3D convolutional neural networks: 3D-CNN is a deep 

learning approach [18] which is the extension of the 

traditional CNN with modified convolution and pooling 

operations. It is introduced to model the spatiotemporal 

features of long sequences. Sequences with long durations 

such as speech, videos, and EEG signals have a dependency 

between its segments and neglecting these dependencies may 

affect the robustness of recognition systems. The 3D-CNN 

models these temporal dependencies by applying 3D 

convolution operations over the input segments. In addition, 

the spatial correlation between pixels of video frames or 

different EEG channel locations can be visualized and 

modeled using the 3D convolution operation. The 3D-CNN 

has utilized for action recognition in [19]. 

The convolution operation is inspired by the notions of 
cells of the visual neuroscience [20]. The 2D-convolution 
operation uses 2D inputs and results in a series of 2D feature 
maps. Inspired by this, the 3D convolution generates a series 
of 3D feature volumes by processing 3D inputs, where the 
third dimension is the time which is modeled by consecutive 
input frames. From a mathematical point of view, the 3D 
convolution operation is calculated as follows: 

 (     )  ∑ ∑ ∑
 (     )   (           )   (1) 

Where O is the output of the convolution operation, f is the 
filter with size m*n*p and C is the 3D input EEG chunk. C has 
usually larger size than f. The convolution is the discrete 
multiplication of f and C for all discrete indices x, y, and z 
which range from m, n, and p respectively. The 3D 
convolution operation is illustrated in Fig. 3: the size of the 
input volume is H*W*L. The filter size is k*k*d where d is 
smaller than L. This results in an output volume. 

2) Network architecture: Choosing the correct network 

architecture for a problem gives a better opportunity of getting 

more accurate results. The 3D-CNN supports a series of 

connected layers. Due to a large number of different layer 

types, it is not trivial to find an optimal chain that closely 

matches the given problem. 
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Fig. 4. Network Architecture of the Proposed 3D-CNN Model. 

The adopted architecture consists of six layers. The first 
layer is the input volume. The middle layers are two 
convolution layers, each followed by a max-pooling layer. The 
last layer is one fully-connected layer to extract the final 
features. A detailed illustration of the proposed network 
architecture is shown in Fig. 4. For the first layer, the input 
volume size is 6*32*128; 6 is the number of the consecutive 
frames processed at once, 32 is the number of channels, and 
128 is the number of samples in a frame. The kernel shape of 
the first convolution layer is 3*3*3: where 3, 3, and 3 are the 
width, height, and depth respectively. The rectified linear unit 
(RELU) is used as activation function in both convolution 
layers since it is linear, drivable, and has a simple 
implementation which can be expressed as: 

     (  )   {
          
         

             (2) 

where,    is the     input to the current convolution layer. 
The number of feature maps is set to 8. The max-pooling 
operation down-samples the extracted features from the 
convolution layer. The max-pooling layer has a resolution of 
2*2*2. For the second convolution layer, the same 
configurations of the first convolution layer are used except 
for the number of feature maps which is set to 16. 

Before passing the 16 resulting feature maps to the fully-
connected layer, the output feature maps are reshaped to be in 
a vector shape. The number of output features from the fully-
connected layer is 600. 

IV. EXPERIMENTS AND RESULTS 

Below sub-sections explains the data description, the 
parameter settings, the experiments, and analysis of the 
results. 

A. Data Description 

The presented system has been verified using 
benchmarking DEAP dataset. Using a publicly available 
database enables us to compare the proposed research results 
with the related works in literature. The DEAP dataset 
contains the EEG and the peripheral signals from 32 
participants, and each participant watched 40 music videos 
each with one- minute duration. Only the EEG signals are 
used in the proposed work. The allowed labels in the DEAP 
data are valence, arousal, dominance, and liking. The subjects 
rated each video on a scale from 1 to 9. Only two main types 
of categories are tested in the proposed work: valence and 
arousal. Valence ranges from unpleasant to pleasant and 
arousal ranges from calm to active. In this paper, two binary 
classes for each category are tested: low and high. If the 
participant’s rating is < 5, the label of valence/arousal is low 
and if the rating is >= 5, the label of valence/arousal is high. 
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B. Implementation Details 

The proposed system works through three main steps: data 
augmentation, 3D input representation of the EEG signal and 
training and testing of the 3D-CNN model. All parameter 
settings are described in details in this sub-section. 

1) Training settings: The learning rate is set to 1E-3 and 

the momentum is 0.9 with RMSprop optimizer.  Batch size for 

training and testing is set to 100 samples. The K-fold cross-

validation method is used to evaluate the performance of the 

proposed approach since it avoids using uneven dataset for 

testing. K is set to 5 with a true shuffle. Four folds are used for 

training and the remaining one fold is used for testing. The 

final recognition accuracy is the average over all the 5 folds. 

The main goals of the training process are the convergence 

and making the loss reaches zero. If the loss reaches zero 

before reaching the total number of epochs, an early stopping 

criterion is applied to save time processing more epochs, while 

the system is already converged. The proposed early stopping 

criterion is achieved by counting the number of times the loss 

reaches zero, and if this count exceeds a threshold, the 

optimization is stopped. This threshold is set to 3 to make sure 

of the system convergence. One-hundred epochs are used in 

the proposed experiments. For the number of features that 

represent the training samples of each class, the number is 

chosen to be 600 which is selected experimentally. 

2) Environment details: Tensorflow framework [21] is 

employed in the proposed system using Core i7 device with 

8Giga RAM and 960M graphics processing units (GPUs) 

which allowed researchers to train networks 10 or 20 times 

faster. 

C. Pre-Processing the EEG Signals 

Different pre-processing operations are applied to enhance 
the quality of the EEG signal and hence improve the accuracy 
of the emotion recognition task. The pre-processing includes 
performing high pass filter to get rid of any signal below 1 Hz 
or any dc. In addition, a band stop filter with a cutoff 
frequency of 50 to 60 Hz is applied to remove any unwanted 
noise. Besides, normalization of each channel data is 
performed to be between -1 and 1. The EEG signal for each 
video is 63 seconds. The first 3 seconds pre-trial baseline are 
removed from the EEG signal leaving only 60 seconds as 
trials for training and testing. Each the EEG signal is 
stationary for a small period of time [22], so, it is preferred to 
apply overlapping to maintain the continuity between frames. 
The overlap size is chosen to be 0.5. 

D. Single-Label vs. Multi-Label Emotion Recognition 

The most well-known approach to classify an input 
instance into valence and arousal class labels is to simply train 
an independent classifier for each label at once. This is called 
single-label classification (SLC). Multi-label classification 
(MLC) [23] aims to classify instances where each instance 
belongs to more than one class simultaneously. In emotion 
recognition case, MLC intends to classify input instance into 
its four combinations of valence and arousal; low valence-low 
arousal, low valence-high arousal, high valence-low arousal, 

and high valence-high arousal. MLC saves time processing 
each dimensional label in separate. 

In the proposed work, a binary representation is associated 
for each input instance to represent its label. In the case of 
SLC, only two digits are required to represent the two classes 
of valence/arousal (low and high) such that 10 mean high 
valence/arousal and 01 mean low valence/arousal. For MLC 
case, the label of each input instance is represented in four 
digits to express its four combinations. The first two digits 
represent the labels of valence and the last two digits represent 
the labels of arousal. For example, an input instance with label 
1001 means that input instance is classified as low valence and 
high arousal simultaneously. In the proposed work, single-
label and multi-label experiments are conducted to investigate 
the effectiveness of each methodology on the emotion 
recognition performance. 

E. Results and Discussions 

To show the effectiveness of the proposed system, a set of 
experiments are conducted using the DEAP data. Each 
experiment is implemented using the best configuration 
achieved till now from its previous experiment. 

1) Single-label EEG based emotion recognition: In this 

experiment, valence labels are classified in separate from 

arousal labels. A flag with two values “valence” or “arousal” 

is set. If the flag is “valence”, the input sample is classified as 

low/high valence. If the flag is “arousal”, the input sample is 

classified as low/high arousal. Two experiments are 

conducted: the first is to choose the appropriate chunk size and 

the second is to increase the number of training samples. 

a) Choosing the appropriate chunk size: chunk size is 

the number of consecutive frames that are combined together 

in one chunk as an input to the 3D-CNN method to model the 

temporal dependency between the EEG signal segments. The 

duration of each frame is one second, so the chunk size refers 

to the required number of seconds to describe the given 

emotion. Table I shows the experimented chunk sizes and the 

corresponding average accuracy over all users. 

As illustrated, the accuracy increases as the chunk size 
increase until a specific range and reaches its maximum using 
6 seconds. This concludes that the 3D-CNN needs about 6 
seconds to give a precise decision about the input emotion. As 
long as the data from each video has 60 seconds trial and the 
60 seconds are divided into 1s frames, 60 frames are achieved. 
Appending every 6 successive frames together as a chunk, 
every video contains 10 chunks. Since the overlap size is 0.5, 
20 chunks are achieved for each video on average. Hence, the 
total readings are 25376 chunks for the 32 users and 40 
videos. 

TABLE I. AVERAGE ACCURACY FOR VALENCE AND AROUSAL USING 

DIFFERENT CHUNK SIZES 

 
Chunk Size  

3 5 6 7 9 

Valence 70.80 71.97 76.3 74.77 73.98 

Arousal 72.60 74.62 78.10 75.80 75.22 
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b) The effect of augmentation phase: One of the 

limitations of machine learning methods is the availability of 

sufficient training data to get high recognition performance 

[24]. The EEG data has only 40 one-minute videos for each 

subject. To solve this limitation, several noisy versions of the 

same video signal are generated to increase the number of 

video samples. The augmentation process is applied to the 

training samples only and clean data is used for testing. The 

type of the noise added to the original signal is the white 

Gaussian noise with zero mean and unit variance. In order not 

to affect the quality of original signal and hence the accuracy 

of the system, the signal-to-noise ratio (SNR) between original 

the EEG signal and the noise signal is set to a small value 

which is 5. 

Fig. 5 illustrates a comparison between the accuracy 
values with and without augmentation. This experiment is 
done using a chunk size of 6 frames with 0.5 overlap and pre-
processing operations as mentioned in section C. Several 
numbers of augmentation files have experimented; 10, 30, and 
50. The first element in the x-axis in Fig. 5 refers to no 
augmentation case. As clear, the average accuracy increases 
with the increase in the number of augmentation files since 
having bigger data allows the system to generalize. And the 
results indicate that better results can be achieved by 
increasing the number of noisy files per video. 

 
Fig. 5. The Effect of Augmentation on Average Accuracy Overall. 

c) Comparative Study: the proposed work is compared 

to the state of the art EEG-based emotion recognition methods 

that worked on DEAP data. The comparison is presented in 

Table II. 

TABLE II. COMPARISON WITH THE RELATED WORKS IN LITERATURE AND 

THE PROPOSED METHOD IN TERMS OF ACCURACY 

 Valence Arousal 

Yoon and Chung [7] 70.9 70.1 

Naser and Saha [8] 64.3 66.2 

Atkinson and Campos [9] 73.41 73.06 

Chen et al. [11] 73 75.63 

Koelstra et al. [12] 57.6 62 

Rozgic et al. [13] 76.9 68.4 

Li et al. [10] 72.06 74.12 

Alhagry et al.  [14] 85 85 

The proposed method  87.44 88.49 

Yoon and Chung [7] extracted FFT from the EEG 
segments, Naser and Saha [8] used DT-CWPT for feature 
extraction. DT-CWPT has less accuracy than FFT which 
indicates the superior effectiveness of FFT in emotion 
recognition. Atkinson and Campos [9] computed a set of 
statistical features besides some frequency bands features. The 
proposed method in [9] is better than both works in [7], [8] 
due to the use of a different set of features. Their work still 
less than the proposed method since their features are hand-
crafted. Hand-crafted features require a huge amount of 
engineering skill and domain expertise to select the best set of 
features that best represent input data. 

Chen et al. [11] computed the power values of 6 frequency 
bands for each electrode as features and got a recognition 
accuracy of 73 and 75.63 for valence and arousal classes 
respectively. Even though they are using hand-crafted 
features, their accuracy is a bit high due to working on only 10 
participants. Both Rozgic et al. [13] and Koelstra et al. [12] 
extracted the same features from the EEG signals. However, 
their accuracies still less than the proposed method since they 
are using hand-crafted features (power of frequency bands). 
This proves the superiority of deep learning features especially 
the 3D-CNN features for EEG-based emotion recognition 
task. 

Li et al. [10] extracted spatiotemporal features from two 
different architectures (CNN with RNN) combined stacked 
together. While CNN and RNN got good recognition 
accuracy, they are two different models.  The CNN used 
stacked layers of convolution operations, and the RNN used 
gated cells called Long Short-term Memory (LSTM). On the 
other hand, the 3D-CNN extracts the spatiotemporal features 
in one- end-to-end architecture with sharing parameters. 
Alhagry et al. [14] have a larger accuracy compared to other 
works in literature since they used the RNN which is a deep 
learning method the models the time variations in the EEG 
signal. Although RNN has promising results in emotion 
recognition tasks, RNN has the limitation of increasing depth 
while extraction with the spectral and temporal features 
caused by the great number of parameters. And, it extracts 
only temporal features and it requires another method such as 
CNN to model the spatial variations in the EEG signal. 
However, the 3D-CNN is a compact model that is able to 
model the spatiotemporal variations simultaneously. 
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                RNN [14]          The Proposed 3D-CNN 

(A) Valence 

 

RNN [14]      The proposed 3D-CNN 

(B) Arousal 

Fig. 6. A t-SNE Visualization Of Testing Samples for User 1 for both Valence (A) and Arousal (B) from Two Different Models: the RNN [14] (left) and the 

Proposed the 3D-CNN (right). Blue Samples Belong to the Low Class and High-Class Samples are Marked with Yellow. Best Viewed in Color.

The 3D-CNN significantly outperforms recent-related 
methods in the literature. One of the main reasons for the 
superiority of the 3D-CNN is the existence of the 3D-
convolution operation in its architecture. One of the main 
advantages of using the convolution operation is the parameter 
sharing since one feature detector of one part of input can be 
useful in another part of the same input. In addition, the 
convolution operation has the advantage of the sparsity of 
connections since each output value depends on a small 
number of inputs. These advantages provide the 3D-CNN with 
the capability of extracting representative spatial features that 
visualize the correlation between different channel locations. 
The 3D-convolution operation works over consecutive frames 
which help in extracting temporal features from the 
consecutive EEG segments. 

Table III describes a set of different performance measures 
for the proposed system. All the values indicate the 
effectiveness of the 3D-CNN for emotion recognition using 
brain signals. 

TABLE III. DIFFERENT PERFORMANCE MEASURES FOR THE PROPOSED 

METHOD 

 Sensitivity Specificity Precision F1-Score 

Valence 0.88 0.88 0.83 0.86 

Arousal 0.85 0.91 0.88 0.86 

To figure out the effectiveness of the 3D-CNN features in 
discriminating between dimensional labels, the t-SNE tool is 
used to visualize the test samples of one user as shown in Fig. 
6 in comparison with best recent work [11]. As illustrated in 
Fig. 6, the proposed the 3D-CNN features results in high 
discriminated classes due to its compact model which do 
spatial and temporal classification in one end-to-end model. 
These results show that the proposed the 3D-CNN method 
produces discriminative feature representations which could 
give accurate emotion recognition system. 

2) Multi-label EEG-based emotion recognition: In 

emotion recognition, classifying the input emotion in terms of 

only one dimension at a time leads to an incomplete 

description of given input emotional video. For example, for a 

sample to be happy in the dimensional emotions as in Fig. 7; it 

must be in high arousal and high valence. Hence, classifying 

an input based on valence only or arousal only would not give 

a complete description of an emotion. 
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Fig. 7. Illustration of Dimensional Emotions: Valence and Arousal. 

 

Fig. 8. Comparison of the Proposed SLC and MLC Methods. 

Sigmoid activation function which is commonly used in 
multi-label classification problems [25], assumes no 
dependency between class labels. Softmax activation function 
is chosen in the proposed work of multi-label classification 
since there is a dependency between dimensional labels. For 
example, one input instance could not be classified as 1100; 
which is low and high valence simultaneously and not any of 
the arousal labels. Softmax activation function can be 
expressed as: 

       (  )  
     

∑    
   

   

               (3) 

Where     is the i
th

 weighted input instance after passing 
through the last layer in the 3D-CNN model, and K is the total 
number of samples in the last layer. 

In the proposed method, the argmax function is applied to 
get the label at which the maximum probability occurs. It is 
first applied twice, one time for the first two digits of binary 
representation to get the label of maximum prediction 
probability of valence labels, and another time for the second 
two digits to get the maximum prediction probability of 
arousal labels. Then, the mean of correct predictions is 
calculated for both valence and arousal classes. 

The average accuracy per valence and arousal can be 
calculated simply by adding the two means of valence and 
arousal, then, the result is divided by 2. 

Fig. 8 compares the proposed SLC and MLC methods 
where SLC is the best result achieved in experiment 2. The 
comparison indicates the ability of the 3D-CNN to model the 
correlation between valence and arousal labels. In addition 
considering the correlation between valence and arousal gives 
a higher performance which can reach 93.43. 

V. CONCLUSION 

In this paper, the 3D-CNN emotion recognition approach 
is proposed to extract the spatiotemporal features to model the 
temporal dependencies between the EEG signals. Since the 
3D-CNN requires 3D inputs, a novel method that represents 
the EEG signals into a 3D format from multi-channel signals 
has been developed. The frame samples from multi-channels 
are used to create a 2D spatial matrix. Then, the time 
dimension is appended by concatenating m consecutive frames 
together to form the 3D input volume. In order to show the 
effectiveness of the proposed method, the DEAP data is used. 
Since most of the publicly available EEG datasets have fewer 
amounts of data per subject, the data augmentation phase is 
employed to increase the number of samples per subject by 
adding noise signals to the original EEG signals. 

It has been shown from the experimental work that the 
proposed method is capable of producing a very high 
recognition accuracy compared to works in literature in the 
same domain. From this comparative study, the proposed 
approach is capable of achieving a significant improvement in 
emotion recognition from the EEG signals. In addition, the 
3D-CNN proves its superiority in visualizing the correlation 
between valence and arousal labels and hence gives promising 
recognition accuracy. The advantage of using the 3D-CNN is 
the ability to extract spatial and temporal features in one end-
to-end model. In addition, it works well using time domain 
raw signals to construct frames for feature learning. Also, it 
does not need a very deep architecture to work with and hence 
a less processing time. Future work will include combining 
different modalities together with the EEG signals such as the 
face or the eye to increase the performance of the 
spatiotemporal feature learning in emotion recognition 
systems. 
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Abstract—Agriculture is the backbone of Indian economy and 

is the main income source for most of the population in India. So 

farmers are always curious about yield prediction. Crop yield 

depends on various factors like soil, weather, rain, fertilizers and 

pesticides. Several factors have different impacts on agriculture, 

which can be quantified using appropriate statistical 

methodologies. Applying such methodologies and techniques on 

historical yield of crops, it is possible to obtain information or 

knowledge which can be helpful to farmers and government 

organizations for making better decision and policies which lead 

to increased production. The main drawbacks of Indian farmers 

are they do not have proper knowledge regarding crop yield 

based on soil necessities. So in this paper, we proposed and 

developed an Improved Hybrid Model (which is combination of 

both classification, i.e. Artificial Neural Networks and clustering 

approach i.e. k-means (works based on Euclidean distance)) to 

provide awareness, usage and prediction to each farmer that 

relates to classify different crop yield representation based on soil 

necessity. For that we collected farmer’s data from standard 

repositories like http://www.tropmet.res.in/static_ 

page.php?page_id=52#data and then using that data provide 

awareness and other parameter sequences to all the farmers in 

India. Our experimental results show efficient e-agriculture with 

respect to user awareness, usage and prediction with respect to 

prediction, recall and f-measure for supporting real time 

marketing of different agriculture products. 

Keywords—Agriculture products; e-agriculture; classification; 

clustering; ensemble model 

I. INTRODUCTION 

India is described by little homesteads. More than 75% of 
aggregate land capitals inside the nation are under 5 sections of 
land. Most yields are rain sustained, with pretty much 45% of 
the land inundated. According to a few estimations, around 
55% of aggregate populace of India relies upon cultivation. In 
the US, in light of the fact of overwhelming automation of 
agriculture, it is around 5%.  India is one of the greatest makers 
of agrarian items and still has exceptionally less ranch 
profitability. Efficiency should be expanded so agriculturists 
can get more pay from a similar land parcel with less work. 
Accuracy in agriculture gives an approach to do it. Exactness 
cultivating, as the name suggests, alludes to the applying of 
exact and appropriate aggregate of remark like pee, manures, 
soil and so on at the best possible time to the gizzard for 
expanding its profitability and expanding its yields. Not all 
exactness agriculture frameworks offer best outcomes [7], [9]. 
In any case, in agribusiness it is vital that the proposals made 

are exact and exact in light of the fact that if there should be an 
occurrence of mistakes it might prompt overwhelming material 
and capital misfortune [13]. Numerous inquiries about are 
being done, so as to achieve an exact and proficient model for 
trim forecast. 

Improved Hybrid Model (which is combination of both 
classification i.e., Artificial Neural Networks and clustering 
approach i.e. k-means (works based on Euclidian distance)) 
(Ensemble approach) is one such strategy that is incorporated 
into such research works. Among these different machine 
learning procedures that are being utilized as a part of this 
field. This paper proposes a framework that uses the voting 
technique to assemble a productive and exact model. The 
agriculture part in India is at present confronting a troublesome 
stage. India is moving towards an agribusiness crisis because 
of deficient interest in irrigational and farming framework, 
absence of consideration, insufficient land administration, not 
given of reasonable costs to ranchers for their yields and 
inadequate land change in India, and so on. Sustenance 
creation and efficiency in India is declining while its 
nourishment utilization is expanding. The circumstance has 
additionally been exacerbating because of utilization of 
sustenance grains as a result of interest of bioenergizers.  As 
India does not have ports and calculated frameworks for 
extensive - scale sustenance imports, the arrangement of import 
of sustenance grains would be difficult. In our proposed 
approach e-agriculture is a rising field in the association of 
agricultural informatics, advancement and enterprise which is 
focusing to farming administrations, innovation dissemination 
and data conveyed or created through the Internet and related 
advances [8]. In particular, it connects with the 
conceptualization, outline, improvement, appraisal and 
application of imaginative approaches to utilize dynamic or 
developing Information and Communication Technologies 
(ICTs) [12]. 

Our proposed approach is a rising technology for upgrading 
existing agriculture [10], [11] and sustenance security through 
improved procedures for learning access and to switch to 
utilizing data and correspondence advancements. The World 
Summit on the Information Society (WSIS) Plan of Action 
includes e-Agriculture as a locale of capacity of data and 
correspondence innovations (ICTs). In short e-Agriculture will 
associate every concerned individual beginning from ranchers 
to scientists together. Agriculturists can get the coveted data at 
any moment of time from any piece of world and they can 
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likewise get the assistance from specialists seeing their concern 
instantly by without moving anyplace. 

II. REVIEW OF RELATED WORK 

Satish et al. [1] states the necessities and arranging required 
for building up a product display for accurate cultivation is 
examined. It profoundly ponders the nuts and bolts of accurate 
cultivation. The creator's beginning from the nuts and bolts of 
accurate cultivation and moves towards building up a model 
that would bolster it. This paper depicts a model that applies 
Precision Agriculture (PA) standards to little, open ranches at 
the individual rancher and yield level, to influence a level of 
control over changeability. The extensive target of the model is 
to convey guide warning administrations to even the littlest 
rancher at the level of his/her littlest plot of harvest, utilizing 
the most open innovations, for example, SMS and email. This 
model has been intended for the situation in Kerala State where 
the normal holding size is much lower than the vast majority of 
India. Thus this model can be situated somewhere else in India 
just with a few alterations. Anshal Savla et al. [2] makes a 
qualified meditation of grouping calculations and their 
execution in yield forecast in exactness farming. These 
calculations are executed in an informational collection 
gathered for quite a while in yield expectation on soya bean 
trim. The calculations utilized for yield forecast in this paper 
are Support Vector Machine, Random Forest, Neural Network, 
REPTree, Bagging, and Bayes. The conclusion drawn at the 
end is that packing is the best calculation for yield expectation 
among the above expressed calculations since the mistake 
deviation in stowing is least with a mean outright blunder of 
18985. 

M.P. Singh et al. [3] demonstrates the significance of yield 
choice and the elements choosing the harvest choice like 
creation rate, showcase cost and government strategies are 
talked about. This paper proposes a Crop Selection Method 
(CSM) which takes care of the product determination issue and 
enhances net yield rate of the harvest. It recommends a 
progression of yield to be chosen over a season considering 
factors like climate, soil write, water thickness, edit type. The 
anticipated estimation of powerful parameters decides the 
precision of CSM. Consequently there is a need to incorporate 
a forecast strategy with enhanced exactness and execution. 
Liying Yang et al. [4] expects to tackle the pivotal issue of 
choosing the classifiers for the troupe learning. A technique to 
choose a best classifier set from a pool of classifiers has been 
proposed. The proposition expects to accomplish higher 
precision and execution. A technique called SAD was proposed 
in view of precision and characterization execution. Utilizing Q 
measurements, the reliance between most significant and exact 
classifiers is distinguished. The classifiers which were not 
picked were joined to shape the troupe. This measure should 
guarantee higher execution and decent variety of the outfit. 
Different strategies, for example, SA (Selection by Accuracy), 
SAD (Selection by precision and Diversity) and NS (No 
choice) calculation were distinguished. At last it is gathered 
that SAD works superior to others. 

Shakil Ahamed et al. [5] propose different order techniques 
to group the liver ailment informational index. The paper 
stresses the requirement for exactness since it relies upon the 

dataset what's more, the realizing calculation. Order 
calculations such as Naïve Bayes, ANN, ZeroR and VFI were 
utilized to group these sicknesses and think about the 
adequacy, adjustment rate among them. The execution of the 
models was contrasted with precision and computational time. 
It was reasoned that every one of the classifiers with the 
exception of innocent bayes demonstrated enhanced prescient 
execution. Multi-layer perception demonstrates the most 
noteworthy precision among the proposed calculations. Aymen 
E Khedr et al. [6] tries to take care of the issue of nourishment 
frailty in Egypt. It proposes a system which would foresee the 
generation, and import for that specific year. It utilizes 
Artificial Neural Networks alongside Multi-layer perceptron in 
WEKA to fabricate the forecast. Toward the finish of the 
procedure we would have the capacity to imagine the measure 
of generation import, need and accessibility. Thus it would 
settle on choices on whether sustenance must be additionally 
transported in or not. The dirt datasets in paper are examined 
and a classification is anticipated. From the anticipated soil 
class the edit yield is distinguished as a Classification run the 
show. Credulous Bayes furthermore, KNN calculations are 
utilized for trim yield expectation. The future work expressed 
is to make productive models utilizing different 
characterization methods, for example, bolster vector machine, 
main segment investigation. The advantages of the Indian 
agriculturists: if the market and climate data is conveyed to 
their cell phones [14]. Furthermore, this has been led with a 
randomized trial in 100 towns of Maharashtra. This 
administration has been sent in by a business benefit called 
Reuters Market Light (RML). The treated ranchers connect 
RML data with various choices they have made in the farming, 
and we find that the treatment influenced spatial arbitrage and 
product reviewing. Be that as it may, the size of these impacts 
is little. We discover no measurable noteworthy normal impact 
of treatment on the cost got by ranchers, edit esteem - included, 
trim misfortunes coming about because of rainstorms, or the 
probability of changing harvest assortments and development 
hones [15]. The information that are applicable of the required 
quality dependably have the capability of expanding 
effectiveness in all circles of movement of an Indian rancher, 
accordingly the developing situation of the deregulated 
horticulture, has brought a need and direness to guarantee it in 
a fundamental piece of basic leadership. In this way, 
investigating IT as a key device is the advantage of country 
like India of accepted significance. Here the data meets the 
Indian ranchers when all is said is done which are recorded 
broadly. 

III. DESCRIPTION OF PROBLEM 

The farming industry in Native Indian is currently 
experiencing a hard stage. Native Indian is moving towards an 
farming emergency due to inadequate investment in irrigational 
and farming facilities, lack of attention, worthless area 
management, non-given  of  fair  prices  to  farm owners  for  
their  plants  and  inadequate  area  change  in  Native Indian,  
etc.  Meals manufacturing and efficiency in Native Indian is 
decreasing while its food consumption is increasing. The 
situation has further been difficult due to use of food grain 
because of demand of bioenergy sources. As Naive Bayesian 
does not have slots and logistical systems for large - scale food 
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imports, the solution of transfer of food grain would be a 
challenge. 

By the use of ICT, India’s food manufacturing and 
efficiency has been increased for farming reasons.  The 
developed countries are using technological innovation of laser 
in place of vehicles to plough lands. This helps in improving 
the use of a range of information parameter such as water, plant 
seeds, plant foods, etc.  The  issue  occurs  here  is  that  Native 
Indian  farm owners  cannot  pay  for  this technological 
innovation.  In  addition,  energy  and  power  also  cause  a  
major  issue  for  Native Indian  farm owners  and  choice  of  
energy  like  solar panel technology sections, controlled and 
enhanced by ICT. 

IV. PROPOSED METHODOLOGY AND IMPLEMENTATION 

The proposed technique, i.e. Enhanced Hybrid Model 
performs information parceling with Principal segment. It 
parcels the given informational index into k sets. The middle of 
each set can be utilized as great beginning group focuses and 
afterward allot every datum focuses to its closest bunch 
centroid. The underlying centroids of the bunches are given as 
information. It begins by framing the underlying bunches in 
view of the relative separation of every datum point from the 
underlying centroids. The Euclidean separation is utilized for 
deciding the closeness of every datum point to the group 
centroids. For every datum indicate, the bunch which it is 
doled out and its separation from the centroid of the closest 
group are noted. For each group, the centroids are recalculated 
by taking the mean of the estimations of its information 
focuses. The strategy is relatively like the first k-implies 
calculation aside from that the underlying centroids are figured 
deliberately. The following stage is an iterative procedure 
which makes utilization of a heuristic technique to enhance the 
proficiency. Amid the emphasis, the information focuses may 
get redistributed to various bunches. The strategy includes 
monitoring the separation between every datum point and the 
centroid of its present closest group. Toward the start of the 
emphasis, the separation of every datum point from the new 
centroid of its present closest bunch is resolved. On the off 
chance that this separation is not exactly or equivalent to the 
past closest separation, that means that the information point 
remains in that group itself and there is no compelling reason 
to process its separation from different centroids. This outcome 
in the sparing of time required to register the separations to k-1 
group centroids. Then again, if the new centroid of the present 
closest group is more inaccessible from the information point 
than its past centroid, there is a shot for the information point 
getting incorporated into another closer bunch. All things 
considered, it is required to decide the separation of the 
information point from all the group centroids. This technique 
enhances the proficiency by lessening the quantity of 
calculations. 

This ANN K-Means clustering approach illustrated as 
follows: Several steps of data processing were followed by 
details pre-processing, data reduction, Data Mining, details 
clustering, information interpretation, neighborhood study and 
statistical diagnosis shown in Fig. 1. 

Algorithm 1: Procedure for proposed algorithms with respect to different 

attributes 

 

Performance evaluation for different crop yield parameters 
are like pH, TA, TDS, MG and CA with feasible environments 
sequences with respect to soil parameters shown in Table I. 
Following table shows effective results of classification 
measurements like precision, f-measure and recall with data 
representation may appear effective utilization soil analysis in 
agriculture sector for real time applications. 

 

Fig. 1. Step by Step Procedure of Proposed Approach. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

341 | P a g e  

www.ijacsa.thesai.org 

TABLE I.  BASIC PARAMETER SEQUENCES FOR DIFFERENT SOIL 

PARAMETERS 

Performance 

Measures 
Accuracy Precision Recall F-Measure 

PH 0.95 0.83 0.84 0.84 

TA 0.89 0.88 0.82 0.81 

TDS 0.87 0.86 0.81 0.85 

MG 0.85 0.89 0.84 0.84 

F 0.87 0.76 0.84 0.82 

CA 84.59 0.85 0.85 0.78 

 

Fig. 2. Information of Different Soil Parameters at Different Areas in India. 

Based on these parameters, performance evaluation of 
different formers at different parameter sequences is shown in 
Fig. 2. 

A. Data Collection 

The  data set  containing  the  ground  specific  features  
which are  gathered  from  Poly test  Labs  ground  examining  
lab, Pune,  Maharashtra,  Indian.  In addition, similar resources 
of general   vegetation   information   were   also   used   from   
Marathwada University.  The vegetation regarded in our design 
includes groundnut,   impulses,   pure cotton,   vegetables,   
bananas,   paddy, sorghum, sugarcane, and cilantro.  The 
number of illustrations of each vegetation available in the 
training information set is proven. The attributes regarded 
where Detail, Structure, Ph, Soil Shade, Permeability, Water 
flow and drainage, Standard water having and Break down. 
The above mentioned factors of ground play a major part in the 
crop's capability to eliminate water and nutritional value from 
the ground. For vegetation development to be possible, the   
ground must provide appropriate atmosphere for it. Soil is the 
core of the origins. The water having potential decides the 
crop's capability to process nutritional value and other 
nutritional value that are turned into ions, which is the form 
that to obtain can use. Structure decides how permeable the 
ground is and the convenience of air and water action which is 
essential to prevent the vegetation from becoming water 

logged. The stage of acid or alkalinity (Ph) is expert varying 
which affects the accessibility of ground nutritional value. The 
action of microorganisms present in the ground and also the 
stage of exchangeable metal can be impacted by PH. The water 
holding and drainage figure out the infiltration of origins. 
Hence for the following reasons the above mentioned 
parameters are viewed for selecting vegetation. 

V. EXPERIMENTAL RESULTS 

The  suggested  program  can  be  experimentally  
confirmed  in  conditions  of  clustering  efficiency.  Evaluation  
can  be  made  centered  on parameters  such  as  Time  and  
Precision.  A past method of E-agriculture does not use any 
information exploration methods.  The proposed program uses 
information exploration way of clustering strategy to team the 
data of farm owners. The clustering efficiency can be 
calculated in following conditions namely precision, recall, F-
measure.  

Precision value which is calculated relies on the recovery of 
information at real beneficial forecast, incorrect beneficial. In 
health care information precision is calculated as the portion of 
good outcomes came back that are appropriate and shown in 
Fig. 3. 

Precision =TP/ (TP+FP) 

TP-True positive FP-true negative 

Recall value is measured relies on the recovery of details at 
real beneficial forecast, incorrect adverse shown in Fig. 4. In 
healthcare  details precision  is  measured  the  amount of  
beneficial  outcomes  came back  that  are  Remember  in  this  
perspective  is  also  known  to  as  the  True Positive Amount. 
Remember is the portion of appropriate circumstances that are 
recovered, 

Recall = TP/(TP+FN) 

FN – false negative 

 
Fig. 3. Precision Comparison for Different Soil Ratios. 
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Fig. 4. Recall Comparison for Different Soil Parameters. 

The F- Measure computes some average of the information 
retrieval precision and recall metrics is shown in Fig. 5. 

Total comparison results for different soil parameters 
present in agriculture crop yield areas for real time applications 
is shown in Table II and Fig. 6. 

 
Fig. 5. F-Measure Parameter Sequences for Different Soil Parameters. 

TABLE II.  DIFFERENT VALUES FOR PROPOSED MEASUREMENTS FOR 

DIFFERENT SOIL QUALITY PARAMETERS 

Soil Quality Parameters 

Performance 

Measures 
PH TA TDS MG F CA 

Accuracy 80.25 83.42 83.89 82.38 81.29 84.39 

Precision 0.83 0.88 0.85 0.83 0.70 0.82 

Recall 0.84 0.82 0.81 0.84 0.84 0.85 

F Measure 0.84 0.81 0.85 0.84 0.82 0.78 

 

Fig. 6. Proposed Approach Performance at Different Soil and Water Quality 
Parameters. 

Above results shown in Table II was proposed approach 
performance with different soil and other representations. 

VI. CONCLUSION 

Majority of farm owners in the state or nation are not aware 
that real time servers can be used to outperform companies and 
get details. The government should also perform sensitization 
to make attention for the farm owners on how best they can use 
information technological innovation to perform agribusiness. 
Our perform would help farm owners to increase efficiency in 
farming, avoid ground deterioration in harvested area, and  
decrease substance use in  plants manufacturing and effective 
use of water sources. Our upcoming work is targeted at an 
enhanced information set with large number of features and 
also utilizes how to generate prediction. 
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Abstract—Information propagation plays a significant role in 

online social networks, mining the latent information produced 

became crucial to understand how information is disseminated. 

It can be used for market prediction, rumor controlling, and 

opinion monitoring among other things. Thus, in this paper, an 

information dissemination model based on dynamic individual 

interest is proposed. The basic idea of this model is to extract 

effective topic of interest of each user overtime and identify the 

most relevant topics with respect to seed users. A set of 

experiments on real twitter dataset showed that the proposed 

dynamic prediction model which applies machine learning 

techniques outperformed traditional models that only rely on 

words extracted from tweets. 

Keywords—Information propagation; topic modelling; dynamic 

user modelling; user behavior; machine learning; topic 

classification; social networks 

I. INTRODUCTION 

Billions of users are now using different social networks 
(SN), SNs have proven to be effective in communication. 
Understating how information propagates across SNs became 
crucial to enhance the social networks and it attracted many 
businesses for the marketing value. Targeted advertisement 
along with many business applications in the past few years 
have proved to be very effective and to ensure the maximum 
efficiency researches have been studying information 
propagation in major social networks. This effort yields to 
develop different models that aim to predict how the 
information would propagate and its speed along with which 
users could be good candidates of becoming seeds for the 
information to propagate. 

Information propagation depends on the users profiles 
which is represented by their interests, behaviour, and their 
position in the network which will affect their influence among 
other users. User’s profiles contain a set of attributes that 
uniquely express each user like biography, age, gender, 
geographic location, hobbies, education history, and work 
information. While, other attributes that represent dynamic 
features with tagged time slots such as posts, comments and 
check-ins. Such information can be analysed in order to be 
used in different research areas such as: community detection, 
user recommendation(Abel et al., 2011; Blanco-Fernández et 
al., 2011). Studying user behaviour in SNs is quite complicated 
and the modelling for such behaviour has evolved drastically 
from how [Julia Stoyanovich 2008 et al.] [1] have simplified 
the user behaviour in their basic interests extracted from the 

tags they frequently use in the URLs they publish. 
Understanding that SNs users’ behaviour is dynamic requires 
the consideration of the temporal factors [2], [3] when 
categorizing the user behaviour. This paper proposes a 
dynamic user modelling framework that aims to predict the 
candidate seeds (set of most influencing users) in the social 
network who will able to propagate information using topics of 
interest. The paper is organized as follows: Section II starts 
with discussing the related work. Section III introduces our 
dynamic user model, whereas Section IV explains the 
experimental setup used in building and validating that model. 
Section V discusses the results, and Section VI evaluates the 
model results. Section VII discusses the limitations while the 
paper is concluded in Section VIII. 

II. RELATED WORK 

Various traditional approaches have been proposed for 
information propagation. Popular topic models such as Latent 
Dirichlet Allocation (LDA) [4] assumed that users could be 
classified according to the tags extracted from the topics they 
share and their similarities. Given that the behavior of the SNs 
users is not static and that it changes over time, many efforts 
went into understanding the effect of the temporal factor over 
the extracted interests. Qiaozhu Mei and ChengXiang Zhai in 
2005 [5] explored the temporal text mining by utilizing the 
timestamps from the social posts extracted to identify different 
patterns in the topics extracted over time, proposing that adding 
the temporal factors with the understanding of the nature of the 
topics propagating may explain the themes that might follow 
and how they could influence other topics. This is more 
obvious when it comes to news as with an event happening 
thousands of articles are written and posted, however after this 
sudden burst for that particular event rests the summary of such 
events are the ones that are propagated afterwards [6], therefore 
understanding the lifecycle of a thread is important. Xuerui 
Wang, Andrew McCallum [7] later on proposed A Non-
Markov continuous-time model of topical trends where the 
extracted topics from a document could be considered as a 
constant yet that only constitutes the meaning of that particular 
document and that time is a variable that affects the correlation 
between the keywords in documents with similar topics 
afterwards. 

In the above related work the focus is on the topic 
modelling and understanding the impact of the temporal factor 
on in the information propagation, yet in social networks 
information propagation is not only associated with topics. 
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Rather, user behavior as equally contributes to information 
propagation, especially that the behavior is not uniform. A 
Temporal Context-Aware Model for User Behavior was 
proposed by [8] which takes the two factors in consideration: 
1) the users’ interests 2) the temporal context in the topic 
selection. The model aimed for rating the nature of the user 
behavior (clicking, sharing, purchasing), it has an edge over 
previous studies as its able to differentiate between user 
oriented topics and temporal topics this enables the models to 
better understand the users’ interests. The proposed model was 
tested on multiple social networks (Delicious, digg, movieLens 
and douban movies). 

The Temporal Context-Aware Model was later on 
enhanced in [9] taking in consideration that users’ interests 
across social networks are not stable yet the temporal factor has 
a huge impact on those interests. Given that a user’s interests 
were capture at a point in time those interests will certainly 
change with changing his job, getting married or having a new 
born for example, hence users’ interests are dynamic. The 
Dynamic Temporal context-Aware model considers the users’ 
interests distribution across time to predict the likelihood of a 
user to interact with a social post at a certain point in time. 

III. DYNAMIC MODELING OF USER 

Information in social network is spread the interactions 
between different users or nodes. A node in a social network is 
an abstract representation of many features that identify it. 
Thus, users in a social network could be distinguished through 
several characteristics such as interests, behavior, activities, 
etc. Those characteristics are identified using either the content 
published by users or by analysis of their relationships through 
network links. Extracted content posted by the user is used to 
identify the user interest, while link-based features are used to 
identify the behavior and degree of influence between users. 
The proposed model utilize the content published by the users 
in order to predict the potential candidates to propagate specific 
content.  As a case study, the proposed model was applied on 
Twitter dataset. The proposed model decomposes three main 
phases. The first phase aims to dynamically extract topic of 
interest of user. While, the second phase aims to classify users 
based on their topics of interest. The third phase identifies the 
topics to be spread by specific user within specific set of users 
by considering the effect of time. Each of those phases are 
described in the following subsections. 

A. Extract User Dynamic Profile 

The first phase in the proposed model is responsible for 
creating the dynamic user profile in terms of her/his topical 
interest. Thus, topics which represent interest of users within 
specific time interval are associated with their relevance 
(score). In micro blogging networks such as Twitter, the 
interests of a user could be extracted from two main sources: 
1) the content that user publishes by her/himself, 2) the content 
that the user interacts with different neighboring in form of 
retweet and replies. Using both sources, interest of the user 
could be identified. It is significant to mention that the 
frequency of producing such content is also considered and 
used as a decaying factor to adjust the weights of the users’ 
interests. As mentioned earlier, the proposed model 
differentiates between three types of topics of each users, 

actual topics, burst topics, and pattern topics. Actual topics 
corresponds to frequent topics published by user represent user 
interest.  When breaking news or events occur, people can post 
tweets about breaking news and share with friends, which 
could not be considered to represent a user interest. Due to 
large number of people participating in such conversation and 
discussion, those tweets may become hot messages and the 
source of burst topics. While the third type could also be 
observed where the content is triggered by an event yet the 
behavior is repeated every specific period of time such as 
Halloween. In order to be able to differentiate between each 
topics per  user, topics of each user is extracted and associated 
with time slices, then if a topic is only mentioned in a specific 
time slice and then disappear from user topic list, then this 
could be categorized as a temporal topic . While pattern topics 
are extracted if it appear in the same period of each year. 

B. Topic Classification 

After identifying set of actual content that represent the 
user interest, MALLET (MAchine Learning for LanguagE 
Toolkit) was applied to extract topics of interest with its 
associated relevance weight from each tweet. It uses a simple 
way to analyze unlabeled text, by defining a topic as a cluster if 
words with similar meanings and distinguish between uses of 
words with multiple meanings. A Java Wrapper was built to 
use MALLET to analyze the collected tweets using Naïve 
Bayes algorithm and divide them into a set of topics to be 
pushed to IBM Watson to label it. For each topic i we 
calculated its relevance score with respect to the target user 
during time interval t as shown in (1): 

                
∑                 
 
   

 
            (1) 

Where n is the total number of occurrences of a topic i in 
tweets of the target user that are created within time interval t, 
N is the total number of topics contained in tweets of the target 
user within time interval t and OCRelWeight is the relative 
weight provided by MALLET of topic i for each one of its 
occurrence j in a tweet during time interval t. Finally, within 
each time interval t, each user’s topical profile will be 
represented as a vector of topics associated with their relevance 
scores. It is significant to mention that, time plays an important 
role in calculating the topics relevance as well as the influence 
of a user. As time distribution of post behavior reflects massive 
users’ behavior characteristic for burst and actual topics. 

C. Identify Imfluence Users 

Identifying potential “Influencers” over time is not an easy 
task, it is required to understand the position of each user in the 
network at a given time slice. Certain nodes that are established 
around specific topics are the seed to create the burst in social 
media. For example for football pages they share hundreds of 
posts during the match day The user’s position in the network 
is defined by his influence which could be captured in a 
microblogging network such as twitter using different 
attributes that are available in the public dataset. The number 
of users following a certain user could be a simple way to 
indicate how influential he could be, the number of times his 
posts are favored or retweeted or the number of times he’s 
mentioned in different users posts. To even measure such 
influence in a certain time slice we factor in the frequency per 
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tweet per time slice. However and as by definition of a 
network, the position of a certain users cannot be only 
determined by his behavior yet also the neighboring nodes in 
the network, for example a user can have a lot follower yet 
they would be information seekers with passive behavior and 
would not contribute to propagating the created content, yet on 
the other hand a user with fewer followers yet very active on 
the network could have much more influence. Thus we propose 
that the user’s influence could be measured by how much other 
users interact with the content he shares along with the position 
of his followers in the network. 

For each user we determine the following, the number of 
times his tweets were favored in a time slice equals the 
summation of all tweets favorite count over number of tweets 
in a time slice. 

IV. EXPERIMENT SETUP 

Twitter was selected as the social network to test the 
proposed model as it provides an easy to use API to extract 
data from public users. The API has its limitations yet enough 
data for testing purposes as it can provide all the tweets for a 
specific user during a specific time slice (with a limit of 3,000 
tweets per user) along with the number of interactions on each 
tweet. The API also allows the retrieval of the list of friends for 
each user (with the limit of 5,000 per user) along with the total 
number of friends and followers. 

A. Extracting Seed Users 

For the purpose of this study a random sample of 1,000 
public users was extracted using a java application to collect 
the data using twitter API and save them in an SQL relational 
database to facilitate the analysis. The sample was collected 
only form one location (Liverpool – UK) for two main reasons: 
1) allow a better understanding of the context of the researched 
sample to facilitate the understanding of the contextual trends. 
2) Understanding the influence of each node in the surrounding 
neighbors in the geographical network. The friends were also 
extracted for each user with the limitation of 5,000 users per 
user, accordingly 1,401,801 user where collected out of 
3,884,033 in the 1000 users friends’ lists. We selected the ones 
who were active during a specific time period which started 
from 1/1/2015 till 1/1/2016 regardless of their rate of tweet as 
our sample. 

B. Extracting Users’ Tweets 

The 1,000 users collected had in total 12,793,079 Tweets. 
Given that the Twitter API has a limitation of around 3,000 
tweets per user, only 2,248,181 tweets were collected. The 
tweet could be a retweet and accordingly the retweeted flag 
allows the differentiation between the content that is actually 
generated by the user and the content that the user shares from 
his network. Table I represent the summary of frequency of 
extracted tweets. 

TABLE I.  SUMMARY OF FREQUENCY OF EXTRACTED TWEETS 

Tweet Type Percentage 

User Replies 15% 

Tweet Replies 13% 

Retweets 30% 

Tweet Type Percentage 

Original Tweets  42% 

C. Topic Modeling 

One of the important challenges with the collected data is 
to be able to extract topics from the text for each tweet and 
differentiate them into corresponding types for each user.  In a 
network like Twitter the issue becomes particularly 
complicated as the character limitation restricts users’ 
accordingly they use abbreviations or slang that is difficult to 
classify. Understanding the content is not straight forward as 
for example in twitter the tweets are very short (with a 
maximum of 140 characters), accordingly even using different 
topic extractors such as Open Calais or IBM Watson the 
accuracy of the topics extracted is not reliable.  

TABLE II.  EXTRACTED TWEETS CATEGORIZATION 

Category Number of Tweets 

Sports 541,516 

art and entertainment 461,434 

business and industrial 168,769 

food and drink 158,400 

law, govt and politics 122,273 

Travel 101,655 

Uncategorized 88,829 

technology and computing 74,203 

family and parenting 64,997 

Society 62,130 

Education 57,764 

Shopping 55,835 

Science 51,743 

health and fitness 50,760 

News 43,606 

hobbies and interests 39,657 

style and fashion 23,513 

religion and spirituality 16,989 

home and garden 15,985 

Pets 15,450 

Finance 15,245 

automotive and vehicles 12,223 

real estate 5,205 

Grand Total 2,248,181 

Using topic extractors is crucial to also allow the 
classification of topics extracted and understanding the areas of 
interest of each users on different levels. Thus, MALLET was 
used to analysis unlabeled text, and the Java Wrapper analyses 
the collected tweets and divide them into 500 topics, each topic 
having the top 50 significant keywords. The number of 
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iterations was set to 2000 to refine the results as much as 
possible, 19,272,829 tokens were found in all the tweets 
collected and used to train the model and create the 500 
different topics. After training the model it was then used to go 
through all the tweets and assign each tweet to the most 
relevant topic with a relevancy score. Since the 500 topics were 
in the form of a cluster of related keywords yet not labelled, 
each cluster was then pushed to IBM Watson to label it. 
Watson API offers different configuration settings to get the 
desired output, for the purpose of our experiment the 
categories, entities and concepts were selected each with a set 
limit of three. Watson was only able to Identify 468 topics out 
of the 500 giving an output of 154 category for all the tweets 
collected. The summary of the categorized tweets is shown in 
Table II forming 20 categories. 

V. TOPIC CLASSIFICATION 

A. Extracting Bursty Topics 

We take an example from the collected dataset to better 
understand the differentiation between the temporal topics and 
the topics that are based on user interest. Since the data 
collected is only in Liverpool, we take the hashtag 
“Cunard175” where Cunard liner a Britannia ship, left British 
waters bound for America marked its 175th anniversary in 
Liverpool, the event was on May 2015 by looking at the 
normal distribution of the topic over 2015 in Fig. 1 we find the 
following: 

 
Fig. 1. Normal Distribution of the Topic Over 2015. 

The topic was purely generated by temporal trigger in April 
and May 2015. Thus, it could not be considered as one of the 
interests of any of the users who has shared it. Thus, for each 
year, burst topics were detected and eliminated from all users’ 
topics of interest using the following algorithm. 

If number of tweets for topic is greater than twice the 
calculated median mark as burst topic Another example would 
be the sudden burst in the “/law, govt and politics/law 
enforcement/police” interest, in Table III we can see the 
significant score in April 2016. 

TABLE III.  SIGNIFICANT SCORE OF DIFFERENT TOPICS IN APRIL 2016 

Topic Median Score YYYY-MM 

/law, govt and politics/law 

enforcement/police 
57 2.56 2016-01 

/law, govt and politics/law 
enforcement/police 

57  2.28 2016-02 

/law, govt and politics/law 

enforcement/police 
57  2.46 2016-03 

/law, govt and politics/law 

enforcement/police 
57  9.05 2016-04 

To understand the reason for the burst we start looking into 
major events or news that are relevant to the topic identified 
and explore different possibilities. For example, Hillsborough 
disaster which was a human crush at Hillsborough football 
stadium in Sheffield, England on 15 April 1989, during 
the 1988–89 FA Cup semi-final game 
between Liverpool and Nottingham Forest. The resulting 96 
fatalities and 766 injuries makes this the worst disaster in 
British sporting history which came shortly after the 27th 
anniversary of the lethal crush at the FA Cup semi-final 
between Liverpool and Nottingham Forest, vindicated the 
bereaved families. The number of tweets increased started 
increasing from January until it reached 9 times its median in 
April 2016. Similarly thirty nine topics were identified to have 
busts throughout 2016. 

B. Extracting Pattern Topics 

The second type could also be observed where the content 
is triggered by an event yet the behavior is repeated every 
specific period of time. We take Halloween as example where 
and check the normal distribution over four years of data, we 
notice that every year around October there is a spike in the 
number of mentions for this topic as shown in Fig. 2. 

 
Fig. 2. Example of Pattern Topics (Halloween). 

C. Extracting Actual Topics of Interest 

Finally, the remaining topics of each user are considered 
her/his topic of interest. For example, Liverpool FC, this topic 
is constantly mentioned by different users over time and is not 
a temporal topic although bursts could be observed in some 
time slices, however those bursts could be attributed to certain 
contests in the context of Liverpool FC as shown in Fig. 3. 

 
Fig. 3. Example of Actual Topics of Interest. 
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D. Refining the Sample 

To be able to test the proposed model the data collected had 
to be refined to ensure that for each user, only actual topic of 
interest would be used in prediction. Thus we identify active 
users that had tweets during 2015, 2016 and 2017. The 
proposed model would be applied to extract user interests on 
2015 and 2016 and use the results to feed in the overall model 
and run it on 2017 for evaluation. Accordingly we choose 631 
users having tweets in all three years and we start detecting 
their interests by first categorizing the different tweets to see 
where they fall in the three categories mentioned above. 

E. Identifying Dynamic User Interests 

Fig. 4 shows the change of percentage of each interest from 
the overall interests of one user across time. For  example,  
“Shopping and gifts” had 73% of the overall interests and 
further explore as the profile is for a famous footballer where 
the algorithm was responsive for the event accordingly gave it 
a high percentage among the interests while the month after the 
curve a had a dive equivalent to the hike it had in February 
2014. As a result the topic would not have a score increase yet 
and thus, decay factor should be considered over time. For 
example in Fig. 4, the hike in February 2014 affects the 
percentage the topic has in the user’s interests despite the fact 
that the interaction with the topic for slices after was minimum. 

 
Fig. 4. Change of One Topic of Interest of One User Over Four Year 

Without Considering the Decay Factor. 

 
Fig. 5. Change of One Topic of Interest of Same User Over Four Year Using 

a Decay Factor. 

While when considering the decay factor, the topic appears 
in slice yet with a lower score as shown in Fig. 5. 

New score = 

             

 
                     

             
   

                         

 
 

The above method ensures the reversal of any burst effect 
for any topic by calculating the ratio of tweets in the current 
slice to the tweets in the one preceding it for the same topic and 
using it as a multiplier to half the number of tweets in the 
previous slice. 

VI. EVALUATION 

We then evaluate the results of the model by calculating the 
accuracy of the predicted number of tweets per topic for each 
user by applying the following for each tweets in 2016 and 
January 2017: 

 For each user use the model score once with the decay 
factor and once without, to predict the number of 
tweets per topic for January 2017. 

 Collect the actual tweets over January 2017 for the 
same users and use MALLET and IBM Watson to 
categorize them per topic 

 Compare the actual number of tweets per category 
published for each user with both predicted scores by 
calculating the accuracy score for each. 

The results show that the without the decay factor the 
model is 46% accurate while after applying the decay factor 
the model becomes more accurate as expected with 60% 
accuracy. 

VII. LIMITATIONS 

The public data that could be extracted from twitter for 
modeling is limited not only when it comes to quantity but also 
the behavioral data that could be crucial for this research such 
as the tweets favored or retweeted by each user. Such data 
could significantly enhance the model by factoring in those 
attributes in the weighting process. 

VIII. CONCLUSION 

The dynamic behavior of users across social networks 
makes it extremely challenging to predict user interests and 
perfectly understand how information propagates across social 
networks, However it is possible to reduce the factors that 
might decrease the accuracy of the predictions which we tried 
to do in this paper by understanding the nature of the interests 
of each users and eliminating all behavior that is not considered 
steady enough to predict future tweets. With this understanding 
and with a flexible design for the predictive model it is possible 
to use machine learning to profile users using their different 
activities and enhance their experience on social networks by 
displaying the most relevant content along with the utilization 
of the marketing value. 

REFERENCES 

[1] J. Stoyanovich, S. Amer-Yahia, C. Marlow, and C. Yu. A Study of the 
Benefit of Leveraging Tagging Behavior to Model Users´Interests in 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8

0
1
/0
4
/2
0
1
2

0
1
/0
8
/2
0
1
2

0
1
/1
2
/2
0
1
2

0
1
/0
5
/2
0
1
3

0
1
/0
9
/2
0
1
3

0
1
/0
1
/2
0
1
4

0
1
/0
5
/2
0
1
4

0
1
/0
9
/2
0
1
4

0
1
/0
1
/2
0
1
5

0
1
/0
5
/2
0
1
5

0
1
/0
9
/2
0
1
5

0
1
/0
2
/2
0
1
6

0
1
/0
6
/2
0
1
6

0
1
/1
0
/2
0
1
6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0
1
/0
4
/2
0
1
2

0
1
/0
8
/2
0
1
2

0
1
/1
2
/2
0
1
2

0
1
/0
5
/2
0
1
3

0
1
/0
9
/2
0
1
3

0
1
/0
1
/2
0
1
4

0
1
/0
5
/2
0
1
4

0
1
/0
9
/2
0
1
4

0
1
/0
1
/2
0
1
5

0
1
/0
5
/2
0
1
5

0
1
/0
9
/2
0
1
5

0
1
/0
2
/2
0
1
6

0
1
/0
6
/2
0
1
6

0
1
/1
0
/2
0
1
6



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

349 | P a g e  

www.ijacsa.thesai.org 

del.icio.us. In AAAI Spring Symposium on Social Information 
Processing, 2008. 

[2] Abel, F., Gao, Q., Houben, G.-j. and Tao, K. (2011) 'Analyzing User 
Modeling on Twitter for Personalized News Recommendations', in User 
Modeling, Adaption and Personalization, pp.1-12. 

[3] Blanco-Fernández, Y., López-Nores, M., Pazos-Arias, J.J. and García-
Duque, J. (2011) 'An improvement for semantics-based recommender 
systems grounded on attaching temporal information to ontologies and 
user profiles', Engineering Applications of Artificial Intelligence, vol. 
24, pp. 1385-1397. 

[4] Blei, D.M., Ng, A.Y., Jordan, M.I., 2003. Latent dirichlet allocation. J. 
Machine Learn. Res. 3, 993–1022  

[5] Qiaozhu Mei and ChengXiang Zhai  Discovering Evolutionary Theme 
Patterns from Text - An Exploration of Temporal Text Mining. ACM 1-
59593-135-X/05/0008 

[6] Qiming Diao, Jing Jiang, Feida Zhu, Ee-Peng Lim. Finding Bursty 
Topics from Microblogs. ACL '12 Proceedings of the 50th Annual 
Meeting of the Association for Computational Linguistics: Long Papers 
– Volume 1 Pages 536-544 

[7] Xuerui Wang, Andrew McCallum 2006 Topics over Time: A Non-
Markov Continuous-Time Model of Topical Trends. ACM SIGKDD-
2006 August 20-23, 2005, Philadelphia, Pennsylvania, USA 

[8] Hongzhi Yin, Bin Cui, Ling Chen, Zhiting Hu, Zi Huang. Temporal 
Context-Aware Model for User Behavior. Proceeding SIGMOD '14 
Proceedings of the 2014 ACM SIGMOD International Conference on 
Management of Data Pages 1543-1554 

[9] Jia Dong Zhang and Chi Yin Chow. Ticrec: A probabilistic framework 
to utilize temporal influence correlations for time-aware location 
recommendations. IEEE Transactions on Services Computing, (1):1–1, 
2015. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

350 | P a g e  

www.ijacsa.thesai.org 

Processing Sampled Big Data

Waleed Albattah, Rehan Ullah Khan 

Information Technology Department 

Qassim University, 

Qassim, KSA 

 

 
Abstract—Big data processing requires extremely powerful 

and large computing setup. This puts bottleneck not only on 

processing infrastructure but also many researchers don’t get the 

freedom to analyze large datasets. This paper thus analyzes the 

processing of the large amount of data from machine learnt 

models that are built on the smaller sets of data samples. This 

work analyzes more than 40 GB data by testing different 

strategies of reducing the processed data without losing and 

compromising on the detection and model learning in machine 

learning. Many alternatives are analyzed and it is observed that 

50% reduction does not drastically harm the machine learning 

model performance. On average, in SVM only 3.6%, and in 

Random Forest, only 1.8% performance is reduced, if only 50% 

data is used. The 50% reduction in instances means that in most 

cases, the data will fit in the RAM and the processing times will 

be considerably reduced, benefitting in execution times and or 

resources. From the incremental training and testing 

experiments, it is found that in special cases, smaller sub-sampled 

data can be used for model generation in machine learning 

problems. This is useful in cases, where there are either 

limitations on hardware or one has to select among many 

available machine learning algorithms. 

Keywords—Deep learning; content analysis; machine learning; 

support vector machines; random forest 

I. INTRODUCTION 

The immense increase in technology sophistication these 
days and the relevant exponential increase of data being 
circulated and produced has resulted into the fact that ordinary 
data has been turned into big data. As explained by the name, 
big data refers to the data type that is massive in its size, 
formats that it holds, and requires high velocity servers for 
fetching it at required time [1]. Big data constitutes of 
variability, volume and velocity of data that needs to be 
accessed. This data is usually stored in large servers and is 
accessed only when required [2]. This big data is then used for 
carrying out ordinary operations of organization like decision 
making, sorting and other business related tasks [3]. However, 
for increasing efficiency and accuracy, a tradeoff between 
efficiency and size of application is crucial [4]. Common 
example of this is global positioning system, facial recognition 
cameras and connected automated vehicles. The efficiency of 
these applications can be enhanced through the provision of 
increased data sets for model learning. On the other hand, this 
is not feasible as large data sets require high storage space 
which in turn, becomes hard to be processed. For this purpose, 
it is required that a mechanism is built that allows sub sets of 
big data to hold similar knowledge and information as that of 
original data [5]. 

Big data has posed some serious risks to the data 
computation as well which needs to be addressed in order to 
ensure that the end user is protected in the end. For this 
purpose, usually some parameters are defined which ensure 
big data quality and information quality [6]. These parameters 
include, Syntactical Validity, Appropriate Identity association, 
appropriate attribute association, accuracy, precision, temporal 
applicability, theoretical relevancy, practical relevancy, 
currency, completeness, controls and audibility [6]. Other than 
this, management of servers and data for access control, 
privileges, sortation and security create other issues [7]. By 
2002, digital devices were more than 92% with 5 Exabyte of 
data [8]. This number has been increasing since then and the 
problem has been evolving gradually. Today, big data is about 
$46.4 billion industry [8], meaning that, despite the problems 
of data handling, interest of users is growing over years. When 
it comes to data mining, this task becomes extremely complex 
when there exist hundreds of groups that are classified on the 
basis of minor differences, increasing work load and 
compilation time [8]. 

Apart from its never ending applications, big data is 
becoming a challenging concept for data mining, machine 
learning, information fusion, computational intelligence, 
social networks and the semantic web, etc. [9]. In this regards, 
issues of data processing, data use for pattern mining, data 
storage, user behavior analysis, data visualization and data 
tracking have attracted considerable attention [10]. 

This havoc of solution search for big assembly issues has 
been increased due to the fact that technologies like machine 
learning, computational intelligence and social networks are 
using libraries for data processing. These libraries are in turn 
increasing in size as the application scope is increasing. Due 
to which, solutions for simplicity of big data handling are 
continually researched and examined. These solutions include, 
data sampling, data condensation, density based approaches, 
incremental learning, divide and conquer, grid based 
approaches, distributed computing and others [8]. 

From processing perspectives, the Big data sampling has 
the biggest issue of complexity, computational burden and 
inefficiency to complete the task properly [11]. Sampling 
effort is the number of data sets that can be added per sample. 
It is assumed generally that sampling effort data sets richness 
is weak only if sampling bias is done successfully through 
estimation [12]. Selection bias, in this regards, can be 
computed and determined successfully though inverse 
sampling procedure, in which information from external 
resources is used, or by digital integration technique, in which 
big data is combined with independent probability sample 
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[13]. Size of a sample is extremely critical and plays an 
important role in determining accuracy of the system [14]. For 
this purpose, as a solution to big data sampling issues, many 
algorithms have been presented like Zig Zag process [15], 
non-probability sampling [13], inverse sampling, cluster based 
sampling [16]. 

Machine learning is a part of data analytics that learns 
from the available data to predict, decide and take insights 
[16]. Based upon statistics, it extracts trends from data and 
then computes it for supervised or unsupervised learning 
techniques. In machine learning, machines are made to 
understand information and made capable to derive some 
meaning out of them. This learning is done through analogies, 
connectionist, strategies, discovery, problem solving, search, 
and match by parameter adjustment. The ability of any 
machine to learn depends upon the amount of information it 
can handle and the limit to which it can process [4]. Machine 
learning is considered as the type of automation that gets 
enhanced as the amount of input data increases. However, 
algorithms being used for computation are usually 
conventional that are designed to solve simple data sets, 
creating a computational challenges. For example, for big data 
these are memory and processing for training periods, 
unstructured data formats, fast moving data, low scalability of 
algorithms, unbalanced distribution of input data sets, and 
unlabeled data [17]. 

Convolutional Neural Networks (CNNs) have been used 
for accurate modeling of classification data [18], [41], 
especially image and text data [42]. However, for large 
datasets, the CNNs needs tremendous amount of processing 
power. Also, the trend has moved from the traditional feature 
extraction to autonomous feature extraction as in [19], [20]. 
However, the main problem is still not thoroughly 
investigated, which is the increase of features and data 
instances lead to the curse of dimensionality and the 
tremendous amount of processing power needed. The curse of 
dimensionality definitely affects the final model performance. 
Similarly the continuous increase of data instances forces the 
machine learning models to be re-calculated and re-evaluated. 
This thus puts tremendous reliance on the powerful computing 
machines and resources. However, such facilities are still not 
available to masses and many research institutes. 

This article thus investigates the reduction of data 
instances for classification performance and machine learning 
scenarios. For experimental evaluation of the proposed 
architecture, this article uses the dataset from the NDPI 
videos. Further details are available in [21]. NDPI is huge 
dataset and comprises of more than 40 Gigabytes of videos 
data. For experimental analysis, the data is divided into three 
classes. These are: Un-acceptable, Acceptable, and Flagged. 
Though the paper is based on the generic concept of data 
sampling and performance analysis, however, the article uses 
the data from image based filtering. It has three main reasons. 
First is that the data is well organized into three classes, which 
is a good representative problem for machine learning 
algorithms? Secondly, though the data is image, in the feature 
form, the data is converted to numerical values. Thus the data 
is equated to other datasets and similar machine learning 
problems. Thirdly, the data is huge, more than 40 Gigabytes in 

size. Therefore, it is assumed that the data that is processed in 
this article is big data. Therefore, the results can be extended 
to other datasets of similar nature. 

Our previous work [1] about the role of sampling in big 
data analysis motivated us for further investigation about 
effective approaches for big data analysis. Based on the 
dataset processed in this article, there is considerable work 
available in the state of the art. The articles [22]-[25] present 
and models such scenarios and applications.. The work in [22] 
fuses AlexNet [20] and GoogLeNet [26] and for performance 
enhancements. The work in [24] takes advantage of colors 
transformations. The paper [27] presents an evidence 
combination. The work of [28] takes advantage of adaptive 
sampling approach for filtering. The paper [29] demonstrates 
websites filtering analysis, and [30] combines key-frame 
analysis. The [31] and [32] use visual features for media 
access and filtering. The articles [33]-[36] are based on 
content based image retrieval. 

The rest of the paper is organized as follow. Section II 
presents some background about the classifiers used for the 
study, namely, Support Vector Machines and Random Forest. 
Section III explains the experimental study and the found 
results. Discussion of results is presented in Section IV. 
Finally, Section V concludes the study. 

II. CLASSIFICATION 

Classifiers draw a decision boundary between the classes 
in the data. There are several classifiers present. In this article, 
we use the Support Vector Machine (SVM) and the Random 
Forest. The SVM has shown great results and in a favorable 
choice in machine learning and computer vision tasks. 
Moreover, SVM has been heavily used with the DL features 
learning and training. The Random forest has also shown 
considerable good results and is the choice in many 
classification scenarios. 

A. SVM 

Support Vector Machine (SVM) is a supervised learning 
classifier that is introduced in 1990s by Boser, Guyon, and 
Vapnik [37]. It is widely used because of its accuracy, ability 
to deal with high-dimensional data, and its flexibility in 
modeling different sources of data. The SVM has two 
advantages: first, it has the ability to produce non-linear 
decision boundaries by using methods of linear classifiers; 
secondly, the classifier can be applied to data with no fixed-
dimensional vector space representation [38]. Moreover, SVM 
has a robust theoretical foundation, which is statistical 
learning theory; and successful empirical applications as well. 
It has been applied to different fields such as hand written 
digits recognition, text classification, and objects recognition 
[38]. The SVM is in this article is used due to its over-all good 
detection performance in similar areas. 

B. Random Forest 

Two popular methods of classification trees have grabbed 
researchers‘ attention: bagging and boosting. These two 
methods can generate many classifiers and aggregate their 
results [39]. One of the important advantages of Random 
forest is that it can be used for regression or classification 
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problems. In an enhancement addition to bagging, Breiman 
[40] proposed random forests as an additional layer of 
randomness. Either in regression or classification problems, 
Random forest can help in ranking the importance of 
variables. Random forest has only two parameters: the number 
of trees in the forest and the number of variables in the node. 
These two parameters constitute to the straightforwardness of 
Random forest. Moreover, it constructs every tree with a 
different bootstrap sample of data, which changes how trees 
are constructed in regression and classification. Each node is 
split by the best predictor chosen at the node randomly among 
a subset of predictors [40]. Many trees are grown and every 
tree vote for a particular class. The class with high number of 
trees is the final class assigned to particular data instance. 

III. EXPERIMENTAL SETUP AND RESULTS 

A. Features and Dataset 

For an evaluation experiments, the article uses datasets 
from the NDPI videos. Further details of the NDPI dataset is 
available in [21]. NDPI is huge dataset and comprises of more 
than 40 Gigabytes of videos data. For experimental analysis, 
the data is divided into three classes. These are: Un-
acceptable, Acceptable, and Flagged. Fig. 1 shows some 
samples. The experiment setup uses the data from image based 
filtering and large amount of data. It has three main reasons. 
First is that the data is well organized into three classes, which 
is a good representative problem for machine learning 
algorithms? Secondly, though the data is image, in the feature 
form, the data is converted to numerical values. Thus the data 
is equated to other datasets and similar machine learning 
problems. Thirdly, the data is huge, more than 40 Gigabytes in 
size. Therefore, it is assumed that the data that is processed in 
this article is big data. Therefore, the results can be extended 
to other datasets of similar nature. 

For feature extraction, the article uses the 
Autocorrelogram. We use the F-measure as an evaluation 
parameter as it is mostly used in the state of the art for similar 
problems and applications and is favorable for this evaluation 
as well. The F-measure takes into account the Precision and 
the Recall. 

 
Fig. 1. Sample Images from NDPI [21]. 

B. Instance Sampling 

In data analysis domains, an instance represents the 
individual object of which the problem is composed of. This 
means that if the problem is based on the color, let‘s say in 
computer vision, the instance is the set of pixels for the 
problem concerned. The instance may also represent a 
complete image if the features are globally extracted from the 
images. In most cases, the instance is directly related to the 

number of objects available for training and testing. If 
instances are reduced, the training data and ultimately testing 
data is reduced. If instances are increased, it will mean that the 
training and testing data is increased. If a ten folds cross 
validation is used, instance increase results in the increase of 
90% training samples, and 10% testing samples. This can have 
one of three impacts on the results. The result could stay 
neutral. It can increase in certain cases, and it can also 
decrease in certain cases. 

The neutral case can occur generally in two ways. First 
one is if the instance added has similar nature to the previous 
data. This means that the instance is already represented in the 
model of the machine learning classifier. The addition of this 
new instance thus has either contributed no extra information. 
This thus increases the dataset without any benefit to the 
machine learning model.  The second neutral case is when 
contribution of the instance addition is negligible due to the 
large number of data samples. This can also mean that the data 
is already covering most of the model generation cases and no 
extra addition of data is required. 

The increase in classification results due to instance 
increase can be due to the fact that the new instances 
contribute strong classification information in the model. It 
means that the new addition strongly represents the classes in 
the dataset and also exhibiting strong correlation with the 
attributes for that instance. This type of scenario is always the 
objective in machine learning paradigm. However, every 
machine learning algorithm has certain limits and adding more 
strong instances may not contribute any information for 
classification. One of the interesting phenomenon that can 
occur by adding strong instances is over-fitting. The model 
can become much diverted to special cases and does not 
generalize well. 

The decrease in performance can be due to either the new 
instances are not related to the classes in specific problem, or 
the instance added is representing (adding) strong noise to the 
model. This phenomenon is most common and collecting 
correct dataset is the challenge for most machine learning 
related problems. Therefore, the data cleaning task is essential 
in many classification tasks for reliable model generation. The 
decrease in classification performance can also be due to less 
number of data instances. Many machine learning algorithms 
require considerable amount of data (not big data) for reliable 
model generation and generalization for unseen test data 
instances. However, this does not mean that data increase 
beyond certain limit will keep on increasing the performance. 
Every classifier has limits for certain problems and thus 
thorough analysis is required for the final model generation 
and the amount of data needed for the particular problem. 

In the experimentation setup, the objective is to analyze 
instance addition and removal on the results of machine 
learning. The experimental approach however proceeds in 
reverse manner. The proposed experimentation setup proceeds 
by reducing instances and analyzing the results. The 50% 
instances are sampled from original 100% data and the results 
are noted. The 50% sample is randomly selected from the 
original data. The sample is thus analyzed based on 90% 
training data and 10% testing data. This means that from 
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particular 50% data, the 90% of the data is used for training 
the classifier for model generation. This model generated thus 
is used to test the 10% data of the 50% sample and 
performance is noted. This 90% training data the 10% training 
data from the 50% of the original data is also selected ten 
times to take average 10 ten permutations. This is to remove 
biasness. This of taking 50% training data is then repeated 100 
times. This generates 1000 experiments. 

Fig. 2 shows experiments where the 50% instances are 
randomly selected for the actual 100% data. Fig. 2 shows 
performance in terms of an F-measure for the 3 classes‘ data 
based on the SVM classifier. The ―Actual Data‖ label in Fig. 2 
represents the F-measure of the original 100% data. From 
Fig. 2, an F-measure of 0.784 is obtained for the 100% data. 
The F-measure for the average of first ten experiments 
(labelled ―10‖ in Fig. 2) is 0.733 which is less than the F-
measure of the 100% instances. The F-measure for the average 
of next ten experiments (represented as ―20‖ in Fig. 2) is 
0.703. The third set has an F-measure of 0.755. The fourth, 
fifth, and sixth set has an F-measure of 0.762, 0.757, and 0.77, 
respectively. The seventh set has a reduced F-measure of 
0.722. The eighth and ninth sets have an F-measure of 0.744 
and 0.741. The last set of experiments gets an increased F-
measure of 0.797. This is even higher than the F-measure of 
the 100% original set. The average of the all 100 experiments 
(labelled as ―Average of 100‖) is 0.748. As the F-measure for 
100% data is 0.784, therefore, the difference is 0.036. This 
means the total difference of 3.6% to the original 100% data. 
This thus means that the model of 100% data is 3.6% more 
accurate than the sampled data. 

 
Fig. 2. F-measure for the 3 Classes‘ Data based on the SVM Classifier for 

50% Random Instances. The 10 Interval Sets Show the Average F-measure of 

10 Experiments. 

Fig. 3 shows experiments with the Random Forest and 
almost follows on average the SVM scenario. The ―Actual 
Data‖ label in Fig. 3 represents the F-measure of the original 
100% data. From Fig. 3, an F-measure of 0.841 is obtained for 
the 100% data. The F-measure for the average of first ten 
experiments (labelled ―10‖) is 0.83 which is less than the F-
measure of the 100% instances as was with the case of SVM. 
The F-measure for the average of next ten experiments 

(represented as ―20‖) is 0.809. The third set has an F-measure 
of 0.822. The fourth, fifth, and sixth set has an F-measure of 
0.836, 0.824, and 0.814 respectively. The seventh set has a 
reduced F-measure of 0.818. The eighth and ninth sets have an 
F-measure of 0.84 and 0.816. The last set of experiments gets 
an F-measure of 0.83. The average of the all 100 experiments 
(labelled as ―Average of 100‖) is 0.823. As the F-measure for 
100% data is 0.841, therefore, the difference is 0.018. This 
means the total difference of 1.8% to the original 100% data. 
This thus means that the model of 100% data is 1.8% more 
accurate than the sampled data. 

 
Fig. 3. Random Forest Classifier F-measure for the 3 Classes‘ Data based on 

the 50% Random Instances. The 10 Interval Sets Show the Average F-

measure of 10 Experiments. 

C. Incremental Training and Test Data 

The instances of data can also be analyzed based on the 
amount of training and testing data available. Generally, the 
more training data, the better is the performance. This may be 
true in most problems; however, this may not be true in every 
case because the more the data, the more is the chance of 
noisy data and thus wrong models. Therefore, to analyze this, 
in the following set of experiments, the objective is to see if 
the impact of the amount of training data affects the 
performance of machine learning algorithms and classifiers. If 
a smaller set of data can generate good model that can 
generalize well and have good classification performance, 
then large of data may not be needed to process, thus saving 
time and computing resources. Moreover, this enables 
researchers to quickly analyze datasets on many algorithms 
which is useful for research and development activities. 

Table I shows the F-measure based analysis of the SVM 
classifier with the incremental increase of training data. In 
Table I, Training data of ―10‖ means that the 10% of the data 
is used for generating the model of the Random Forest 
classifier and 90% data is used for testing this model. The F-
measure for such scenario is 0.648. Increasing the training 

0.64

0.66

0.68

0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.79

0.8

0.81

0.82

0.83

0.84

0.85



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

354 | P a g e  

www.ijacsa.thesai.org 

data to 20% and reducing the testing data to 80% gets an F-
measure of 0.718. At 30% training data, the F-measure 
increases to 0.742. With 40, 50, and 60 percent, the F-measure 
obtained is 0.744, 0.776, and 0.745 respectively. At 70%, an 
increase F-measure of 0.768 is obtained. At 80%, the F-
measure keeps increasing to 0.799. At 90% training data and 
10% testing data, the F-measure normalizes at 0.806. 

Table I shows that the increase in training data and its 
relation to the F-measure is not consistent in all cases. For 
example, the F-measure at the 60% training is lower than the 
50% training, which in theory should be higher. Similarly, in 
case of the 70% training, the F-measure is less than 50% 
training. 

TABLE I. F-MEASURE OF SVM FOR INCREMENTALLY INCREASING (BY 

10%) THE TRAINING DATA STARTING FROM 10%. SIMILARLY, 
INCREMENTALLY REDUCING (BY 10%) THE TESTING DATA STARTING FROM 

90% 

Training Data Testing Data F-measure (SVM) 

10 90 0.648 

20 80 0.718 

30 70 0.742 

40 60 0.744 

50 50 0.776 

60 40 0.745 

70 30 0.768 

80 20 0.799 

90 10 0.806 

 

Table II shows the F-measure based analysis of the 
Random Forest classifier with incremental increase of training 
data. The F-measure 10% training data is 0.706. Increasing the 
training data to 20% and reducing the testing data to 80% gets 
an F-measure of 0.77. At 30% training data, the F-measure 
increases to 0.785. With 40, 50, and 60 percent, the F-measure 
obtained is 0.769, 0.806, and 0.803 respectively. At 70%, an 
increase F-measure of 0.854 is obtained. At 80%, the F-
measure keeps increasing to 0.865. At 90% training data and 
10% testing data, the F-measure normalizes at 0.854. 

Table II shows the increase in training data and its relation 
with the F-measure is not consistent in all cases. For example, 
the F-measure at the 40% training is lower than the 30% 
training. Similarly, in case of the 90% training, the F-measure 
is less than 80% training. 

Both in the Tables I and II, the increase in training data 
and its relation to the F-measure is not consistent in all cases. 
This could be due to many reasons. One of the reasons is that 
the increasing number of samples can add noise and thus more 
training data does not mean good final trained model. 
Secondly, since the selection of training data is random, the 
training sample does not pick many instances of the ―good‖ 
representative samples. 

TABLE II. F-MEASURE OF RANDOM FOREST FOR INCREMENTALLY 

INCREASING (BY 10%) THE TRAINING DATA STARTING FROM 10%. SIMILARLY, 
INCREMENTALLY REDUCING (BY 10%) THE TESTING DATA STARTING FROM 

90% 

Training Data Testing Data F-measure (Random Forest) 

10 90 0.706 

20 80 0.77 

30 70 0.785 

40 60 0.769 

50 50 0.806 

60 40 0.803 

70 30 0.854 

80 20 0.865 

90 10 0.854 
 

IV. DISCUSSION OF RESULTS 

Experiments in both the Fig. 2 and 3 depict interesting 
results. With these experiments, it is observed that 50% 
reduction does not drastically harm the overall model. On 
average, in SVM only 3.6%, and in Random Forest, only 1.8% 
performance is reduced if only 50% data is used. This is 
acceptable in most cases unless there is a serious nature of the 
problem in hand. The benefit one gets is the processing of 
extremely reduced size and sets of data instances. This is 
useful in number of scenarios. 50% reduction in instances 
means that in most cases, the data will fit easily in the RAM 
and the processing times will be considerably reduced, 
benefitting in terms or resources. Other benefits are that since 
data generation and gathering is not an easy task, the less 
number of instances means that less but clean data can be 
useful in many cases. 

Fig. 4 shows the follow of the F-measure plotted against 
the amount of training data. The X-Axis shows the training 
samples. The Y-Axis shows the F-measure. Fig. 4 shows 
slightly incremental increase in F-measure for both the SVM 
and the Random Forest in many cases. However, interestingly, 
it can be seen that even with the 10% training data, there is not 
a huge jump and difference in the F-measure of consecutive 
incremental sets of data in both the SVM and the Random 
Forest cases. From this it can be deduced that in special cases, 
smaller sub-sampled data can be used for model generation in 
machine learning problems. This is useful in cases, where 
there are either limitations on hardware or one has to select 
among many available machine learning algorithms. The 
second being the most common scenario. The first case of 
hardware resources is more defined in the case of processing 
big datasets. The ever increasing data has put tremendous 
limitations on the processing power of many available 
machines. Many researchers need special hardware to process 
large amount of data that is expensive and is mostly still not 
available to some research groups and teaching environments. 
This experimental setup shows that in special cases, 
generating many random models from the smaller samples and 
averaging its performance can represent larges datasets. This 
type of reliance on smaller models is thus useful in quick 
model analysis and experimentation, where the final model 
can be then generated by processing big datasets. 
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Fig. 4. F-measure for Incrementally Increasing (by 10%) the Training Data 

Starting from 10%. Similarly, Incrementally Reducing (by 10%) the Testing 
Data Starting from 90%. 

V. CONCLUSION 

Big data processing requires large computing resources. 
This puts bottleneck not only on processing data but also 
many researchers don‘t get the freedom to analyze large 
datasets. This article analyzed large amount of data from 
different perspectives. One of them is the processing reduced 
sets of large data with less computing resources. Thus the 
article analyzed 40 GB data, by testing different strategies of 
reducing the processed data without losing and compromising 
on the detection and model learning in machine learning. 
Many alternatives were analyzed and it is observed that 50% 
reduction does not drastically harm the machine learning 
model performance. On average, in SVM only 3.6%, and in 
Random Forest, only 1.8% performance is reduced if only 
50% data is used. This is acceptable in most cases unless there 
is a serious nature of the problem in hand. The benefit one 
gets is the ability and freedom of processing of extremely 
reduced size and sets of data instances. This is useful in 
number of scenarios. The 50% reduction in instances means 
that in most cases, the data will fit easily in the RAM and the 
processing times will be considerably reduced, benefitting in 
execution, time and or resources. From the incremental 
training and testing experiments, it is found that in special 
cases, smaller sub-sampled data can be used for model 
generation in machine learning problems. This is useful in 
cases, where there are either limitations on hardware or one 
has to select among many available machine learning 
algorithms. The second point being the most common scenario 
in machine learning research. In future, the experimentation 
setup will be expended to massive parallel architecture for 
large collection of data sets including textual data. Also, the 
DL will be analyzed for sampled based training and testing. 
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Abstract—e-Government services require intensive 

information exchange and interconnection among governmental 

agencies to provide specialized online services and allow 

informed decision-making. This could compromise the integrity, 

confidentiality, and/or availability of the information being 

exchanged. Government agencies are accountable and liable for 

the protection of information they possess and use on a least 

privilege security principle basis even after dissemination. 

However, traditional access control models are short of achieving 

this as they do not allow dynamic access to unknown users to the 

system, they do not provide security controls at a fine-grained 

level, and they do not provide persistent control over this 

information. This paper proposes a novel secure access control 

model for cross-governmental agencies. The secure model 

deploys a Role-centric Mandatory Access Control MAC (R-

MAC) model, suggests a classification scheme for e-Government 

information, and enforces its application using XML security 

technologies. By using the proposed model, privacy could be 

preserved by having dynamic, persistent, and fine-grained 

control over their shared information. 
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I. INTRODUCTION 

Electronic government (i.e. e-Government) refers to the 
use of Information and Communication Technologies (ICTs) 
to provide citizens with access to the country’s public services 
[1]. The aim of e-Government is to improve efficiency [2], 
reduce the cost of government agencies’ processes, and 
enhance administrative efforts for citizens and businesses; this 
is done by managing the interacting process with public 
authorities in a speedy manner [3], and creating a virtual 
electronic government that leads to economic growth and 
better transparency [3]. 

Many developing countries around the globe are shifting 
towards an electronic service (i.e. e-service) delivery model, 
and Saudi Arabia is no different. The Saudi government has 
invested intensively in building the infrastructure for 
technologies to support e-Government service [4]. However, 
government agencies do not deliver citizen-centred services 
for many reasons, and according to studies in [4], [5], 
information security risks, misplaced trust, privacy issues, and 
shortages in terms of available infrastructure take precedence. 
Therefore, there is still a necessity for the government to work 
harder towards providing tailored e-services. This can be 

achieved through a collaboration between its different 
governmental agencies, both public and private sectors 
[4], [6]. 

Government agencies interconnect with each other in 
different ways, either within the government’s premises, 
across different governmental agencies (G2G), government 
and business/commerce (G2B), or government and citizens 
(G2C) [4], [7], [8] These service delivery models pose risks 
that can undoubtedly compromise the integrity, 
confidentiality, or availability of data and information being 
exchanged [8]. E-Governments have established different 
ways to communicate in a safe manner. The Saudi Arabian e-
Government, like many other developing countries, for 
example, has established the Government Service Bus (GSB), 
a G2G that connects all agencies in Saudi Arabia and enables 
them to exchange information and services in the form of web 
services [9]. This raises the question of who can see what 
within the GSB. It is the government’s responsibility to 
protect the personal information they possess and use under 
law [6]. According to Resolution 40 of the Saudi Ministers’ 
Council, “Information and data relevant to the user or 
applicant for a government service shall be viewed only by 
authorized persons” [10]. This rule clearly states that all 
information systems used for the collection, transformation, 
processing, and/or manipulation of e-Government information 
must enforce appropriate information security controls to 
maintain the right balance between this information’s 
availability, confidentiality, and integrity. This is to ensure the 
security of those systems’ information. Applying the “Least 
Privilege” access control principle can attain this balance. 
This principle grants authorised members of the organization 
access to the absolute minimum amount of information for the 
absolute minimum amount of time required to complete their 
duties [11]. To achieve the least privilege security principle, 
an access control mechanism needs to be deployed. However, 
traditional access control models are, firstly, static and 
inflexible to grant access to unknown users of the system. 
Secondly, they are coarse-grained [12] models capable of 
granting access either to the whole information resource or 
none of it, since they do not allow access at finer granularity. 
Finally, they do not provide persistent control over this 
information [13]. Most of the studies focus on securing access 
to data instead of securing the data itself [14]. Nevertheless, to 
preserve ownership over data even when it resides outside the 
premises, it is important to have continuous protection with 
information security controls that move along with the data 
[14] in both the physical and network levels [15]. This also 
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includes all states of data when stored, processed, transited, 
and at a final destination [24]. 

This paper proposes an access control model (named R-
MAC) for e-Government’s connected web services to the GSB 
using an access control model that would achieve least 
privilege principle, and as stated by the Saudi e-government 
law, it is centred on the security of outsourced governmental 
data used within GSB to provide specialized online services. 
R-MAC is a novel approach that incorporates the properties of 
Mandatory Access Control (MAC) and Role-based Access 
Control (RBAC) into a new role-centric MAC model and 
employs XML security technology combined with a data 
classification scheme suitable for e-government information. 
MAC is a model in which the security policies and 
permissions for a subject to access an object are strictly 
constrained by the system [17], and RBAC grants subjects 
access to objects based on their role. XML security 
technologies reuse existing cryptographic and other security 
technologies whenever possible. It consists of XML digital 
signature, XML Key Management Specification (XKMS), 
XML encryption, Security Assertion Mark-up Language 
(SAML), and XML Access Control Mark-up Language 
(XACML) [18]. R-MAC provides a secure data exchange 
framework using some of those components to help preserve 
the ownership of data at a fine granularity. Fine-grained access 
control provides the right privileges to a user to grant him/her 
access to an asset only if this user is authorized [19]. In 
addition, XML security technologies provide fine-grained and 
persistent security controls that move with the data. Achieving 
a safe platform for data exchange in e-Government services 
enables dynamic, persistent, and fine-grained control for 
specialised online services through the collaboration of 
different government agencies. 

The remainder of this paper is organized as follows. 
Section II provides a background of the Saudi e-government 
program and the use of web services. After that Section III 
presents the literature review. Then, we present our 
methodology in Section IV. Finally, the conclusion is 

provided in Section V. 

II. BACKGROUND 

Saudi Arabia’s Vision 2030 [20] is a plan adopted by the 
Saudi Government to guide economical and developmental 
action in Saudi Arabia [20]. The National Transformation 
Program 2020 [21] was launched across 24 governmental 
bodies across Saudi Arabia to help achieve the ambitious 
goals of Saudi Arabia’s Vision 2030. The Ministry of 
Communications and Information Technology [22] set a 
number of strategic objectives that correspond to relevant 
vision 2030 objectives, which include: “Strategic Objective 3: 
Develop and activate smart government transactions based on 
a common infrastructure” [21]. 

According to the United Nations’ index for the 
development of e-Government, Saudi Arabia is currently 
ranked 36 globally and the target rank by 2020 is 25 [23]. The 
current maturity level of the government services 
transformation to e-services is 44% and the aim is to reach 
85% by 2020 [21]. However, there are a number of reasons 

that hinder the adoption of e-Government services in general 
regardless of its model. These include, but  are not limited to, 
poor skills, technology literacy [12], and security and privacy 
concerns regarding their shared personal information [24] (i.e. 
personal, financial, and medical data [25]). Moreover, the 
challenges related to the adoption and implementation of the 
Saudi e-Government are specific to infrastructure cost, 
computer literacy, accessibility, availability, trust, and privacy 
issues [4]. 

YESSER [34] is one of the key national programs in Saudi 
Arabia that specifically enables the delivery of e-Government 
services across government agencies. This is achieved through 
the development of a number of interrelated initiatives, for 
interoperability and networking. First and foremost, YESSER 
deploys an interoperability framework (YEFI) [26] that 
defines the set of policies to be implemented by government 
agencies to ensure a standardization of  information and 
service exchange. It also defines the data types, schema, meta-
data elements, dictionaries, and technical policies. The 
technical policies include the integration approach and set of 
standards, for connectivity, security, and information access 
and delivery [26]. Second is the GSB [9] which is the central 
platform of integration and services for government e-services 
and transactions. The GSB provides support for web services 
[9] as illustrated in Fig. 1. Currently, there are 69 agencies 
connected to the GSB providing 115 different services [9]. 

A Web service is standardized method, which allows 
different systems to communicate over a network. It can be a 
user requesting a service from a Web server or a Web server 
requesting a service from another Web server [27]. Web 
services have many advantages, including multiple 
heterogeneous platform compatibility [28], language-
independency [36], increased information availability and ease 
of access [29], and maintaining up-to-date data. However, 
Web services do not have any predefined security model, and 
therefore require the additional implementation of  techniques 
to protect exchanged information [28], as well as the 
deployment of a framework that enforces a strong security 
architecture [30]. 

 
Fig. 1. GSB Overview. 
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Web services interact using Simple Object Access 
Protocol (SOAP) messages [27]. SOAP is a standard for one-
way and request-response messaging transmitted over HTTP 
protocol. To protect SOAP messages, Advancing Open 
Standards for the Information Society (OASIS) set web 
service standards called Web Service Security (WS-Security), 
which is a message level security mechanism that consists of 
digital signature and encryption techniques [27]. SOAP 
messages are based on Extensible Mark-up Language (XML) 
data format. XML, on the other hand, is used in many areas to 
store, retrieve, and provide data and information in an 
organized format [31] and it is considered one of the most 
extensively used data exchange languages across the internet 
[32] because of its immense compatibility in transit [33]. 
There are many advantages in using XML data representation, 
such as: the notions of elements, it is extensible, it allows the 
separation of display and content and it can present complex 
structure in an easy way [32]. Nevertheless, XML falls short 
of guaranteeing the security by itself, and hence, a secure 
application framework is needed as a precondition to have it 
programmed as needed [32]. 

III. LITERATURE REVIEW 

A. Related Work on Security of E-Governments 

Technologies that have been used to maintain security in 
e-Governments include one-time passwords, cryptography, 
firewalls, analysis tools, and monitoring tools [34]. The report 
in [35] introduced a data classification for the e-Government 
of the United Kingdom which includes three security 
classifications (OFFICIAL, SECRET, and TOP SECRET) to 
indicate the level of data sensitivity and to specify how to 
handle personnel security, physical security, and information 
security over each data classification type. 

The authors in [36] introduce a security model for the e-
Government in United Arab Emirates (UAE) that is based on 
Public Key Infrastructure (PKI) (certificate and digital 
signature), biometrics (finger print), and hardware security 
tools (Tokens). Another security model for e-Government was 
introduced by [37] which is also based on PKI in addition to 
SSL channel. A proposed design for a framework for the 
Sudanese e-Government was introduced by [38] which 
suggests that the technical layer should include: an access 
control mechanism, authentication and password, 
cryptography, the use of tamper resistance protocol, a secure 
communication link, analysis tools, monitoring tools, 
bandwidth techniques, validate and filter input, and a one-time 
password. Another study was conducted by [39] which 
introduced an information security governance model for e-
services in South African developing countries e-Government 
projects which suggests that the operational layer should 
include an identity management framework for authentication 
and authorization and a new token-based technique for 
implementing identity management. Their study also used 
DES for encryption/decryption process. 

B. Related Work on XML Security Technologies 

The notion of Web services has been absolutely crucial in 
the IT industry. Currently, all business transactions depend on 
Web services to achieve their desired goals [40]. 

However, the security of Web services is an emerging 
topic of discussion. To secure Web services, it is essential to 
secure their content which is based on XML language. XML 
security technologies reuse existing cryptographic and other 
security technologies whenever possible. It consists of XML 
digital signature, XKMS, XML encryption, SAML and 
XACML. Some of the methods used to secure XML-based 
Web services were introduced by [15] and the authors present 
the use of XML Signature to ensure the integrity and XML 
encryption to provide confidentiality for XML messages in 
Web services. In [41], the authors evaluated authentication, 
authorization, integration, confidentiality, and non-repudiation 
when using XML encryption and XML Signature in web-
services in an e-business scenario and proved that all those 
parameters could be guaranteed when combining both XML 
encryption and XML signature. Meanwhile, in [33], the 
authors examined how XML Web security could provide 
privacy, certification, and integrity. They applied XML 
encryption and XML signature for data and messages in 
transaction and in storage. It was found that not only were 
security requirements established, but also the performance of 
Search Engine Optimization (SEO) was enhanced with the 
parsing of descriptive tags rather than unstructured data. 

XML encryption and XML signature are both low level 
features to make the data itself secure [16]. On the other hand, 
Access Control is considered a high-level approach to security 
policies that provide secure access to data and both encryption 
and signature are designed to handle communication security 
[31]. The authors in [32] proposed an XML access control to 
guarantee application safety and they proved that the 
advantages of using XML access control are a fine-grained 
access on an element level, the use of different safety 
strategies over different parts on the same document, the use 
of a safety process for encryption and digital signature, and 
protecting network resources. 

C. Related Work on Access Control 

Access control is one of the key aspects of information 
security [42]. Access Control is a mechanism to provide 
privileges to a user to access a particular asset, only if this user 
is authorized [19] and Access Control is domain specific. 
Methods that are widely used in Access Control mentioned in 
[17], [43] are: DAC, MAC, and RBAC. There are many 
studies in the literature on access control methods. A study 
related to DAC was presented in [44] regarding its 
complexity, safety, and issues in object-oriented databases. 
RBAC was widely studied as well, and researchers in [45]  
proposed object sensitive role assignment, which is a 
generalized RBAC model for object-oriented languages. 

However, much research has focused on exploring ways in 
which they can integrate different Access Control models to 
achieve better security and efficiency [17]. In [46], the authors 
introduced a model which combines MAC and ABAC,  
retaining the strict nature of MAC approach and providing 
more access control decisions in attributes. In [47], the authors 
introduced a model that consists of two layers: one layer is 
called the “aboveground” level and it is a traditional RBAC 
that is extended with environment constraints, while a second 
layer, called the “underground” layer, focuses on constructing 
attribute-based policies to automatically create primary RBAC 
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model on the “aboveground level”. This model combines both 
aspects from RBAC and ABAC. Authors in [48] also 
proposed a model that combines features from ABAC and 
RBAC to provide effective access for application where there 
are static attributes such as qualification and city, and dynamic 
attributes such as the time of the day. Authors in [17] 
mentioned that if attributes in ABAC were chosen 
appropriately, they can capture the identities and access lists 
(DAC), security labels, clearance and classifications (MAC) 
and roles (RBAC). Hence, ABAC supplements those current 
dominant models rather than substituting them. The authors in 
[49] introduced RABAC, which is a Role-centric Attribute-
based Access Control and this  is an extension to NIST RBAC 
with policies for permission filtering to overcome the issue of 
role explosion. Other studies that were introduced to 
parameterize RBAC were introduced by [50] and [51].  A 
study by [52] proposed an attribute-based constraint 
specification language to express constraints in a way that it 
can be assigned to the attributes of different entities. 

Access control for web services has been an issue that was 
studied in the literature as well. The authors in [53] introduced 
an approach to handle authorization of web requests in web 
services based on the concept of identity tracking and access 
percentile of the invoking of the web service. The authors in 
[54] argued that the two main issues that need to be addressed 
in the access control of web services are, firstly, restricting the 
access to authorized people, and, secondly, protecting the 
integrity and confidentiality of XML messages exchanged 
through web services. However, relying on security 
techniques currently used in web services such as HTTPS 
(HTTP over Secure Sockets Layer Protocol) cannot provide 
for example authorization to regulate the actions of users by 
allowing or disallowing an operation. Researchers in [55] 
proposed Authorization-based Access Control  (ABAC) URL 
that is compatible with common web tools. A web service 
access control scheme was proposed in [56]  where the access 
control scheme incorporates user password and web server 
log, and it grants access based on the user access behaviour by 
tracking the web access history. The access is granted based 
on the user password, date of last request, page visited (URL), 
and status action, association rules mining and PrefixSpan 
algorithms are used to match the active users’ access pattern 
with the user access data discovered from the user access 
history before being analysed to make the access decision. The 
authors in [57] proposed an Access Control model for 
information retrieval in EHR (Electronic Health Record) 
systems where the patient is allowed to define the access rules 
concerning their clinical information. The aim of their model 
is to increase the confidentiality and integrity of the data and 
raise the patients’ trust in the EHR systems. A study by [58] 
was conducted on Privacy-aware access control model and 
their use in web services. Although the generalization of data 
can guarantee user privacy, the over generalization of data 
may result in useless data, so to guarantee the right balance 
between data usability and the disclosure of privacy, the 
authors analyse how to manage an effective access process 
through a trust-based decision and ongoing access control 
policies. The authors in [59] proposed a generic access control 
model for the cloud that can be used with different cloud 

service models and it is based on Kerberos as well as access 
control lists and authorization tickets. 

The overview of related work presented shows that many 
recent studies on access control focused on the field of Web 
services in many domains. Finding the best access control 
model for specific and generic domains is an emerging and 
current topic. Therefore, the research in this paper analyses the 
best access control framework that is suitable within the 
domain of e-Government and examines this in a real case 
scenario to prove its feasibility. 

IV. METHODOLOGY 

This research follows the steps of Design Science 
Research Methodology (DSRM) to present the research 
design. DSRM is one of the mainly used forms of 
methodologies in the field of Information Systems (IS); it 
includes the construction of new knowledge through the 
design of novel or innovative artefacts [60]. The Design 
Science process includes six steps which are outlined next. 

A. Problem Identification and Motivation 

The problem includes overcoming the limitations of 
traditional access control models and help achieve the 
principle of least privilege security principle. 

B. Definition of the Objectives for a Solution 

To define the objectives for a solution, we have explored 
the challenges that face the successful adoption of the e-
Government program in Saudi Arabia. Researchers in [4], 
[61], [62] have identified security and privacy as one of the 
main obstacles. This is in addition to other obstacles, such as 
the establishment of the infrastructure, availability, computer 
literacy, trust, accessibility, authentication, usability, and 
accountability. Having security and privacy as a main issue 
has led (YESSER) to limit the data and services shared to 
preserve the confidentiality and to avoid privacy violations. 

In order to achieve the above goal for e-Government Web 
services, specific objectives of this paper are set as follows: 

 Apply a data classification scheme for the information 
being exchanged within and outside the GSB. 

 Develop a security intermediary between the service 
requester and the service provider to provide 
authentication and authorization. 

 Utilize XML security technology to provide security 
controls that are both fine-grained and persistent. 

 Implement a case study of a real scenario within GSB 
using the proposed security model. 

C. Design and Development 

Our proposed solution is an Access Control model that 
will serve as a security intermediary that will intercept any 
access request to a web service and convert it to an 
authorization request to determine the suitable response 
output. R-MAC is a role-centric MAC model that incorporates 
the properties of MAC and RBAC for granting access 
permissions by giving clearances to roles rather than 
individual users to provide more flexibility and better 
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expression of application-level security. It also utilizes XML 
security technologies to achieve persistent and fine-grained 
security over the information, even when it is outside the 
physical premises. 

To implement the proposed model, first, we apply a 
dynamic role assignment. For our case study, which is the e-
Government of Saudi Arabia, the role assignment within the 
GSB is determined by YESSER. In addition, YESSER 
provides Authorization using one-time password [63]. After 
this, we deploy a MAC model by assigning the following: 

1) Classification for objects: We introduce a data 

classification scheme for information that is based on the 

Saudi e-Government security law. This classification scheme 

adopts the Traffic Light Protocol since it is one of the well-

known data classification schemes and is widely used in 

different domains and systems. Traffic Light Protocol employs 

four colours to indicate the level of data sensitivity and the 

sharing boundary to be applied on recipients. For example, if 

the data is classified as Red, only the users that are given the 

clearance Red will be able to view and modify. For our case 

study, which is the e-Government of Saudi Arabia, the 

information classification is based on the Saudi e-Government 

law. Table I presents a summary of the Saudi e-Government 

law [64] that specifies the corresponding security control. 

2) Clearances for subjects: An attribute is added to the 

roles to specify the clearance level and this is dynamically 

performed after the authentication step. After that, the access 

control model will perform a role-to-permission assignment. 

By applying the Read-Down rule used in MAC [31], a 
subject with Red clearance can view all data classified as Red, 
Amber, Green, and White. A subject with Amber clearance 
can view all data classified as Amber, Green, and White. A 
subject with Green clearance can view all data classified as 
Green and White. A subject with White clearance can view all 
data classified as White. Fig. 2 illustrates this rule: 

TABLE I. DATA CLASSIFICATION IN E-GOVERNMENT 

Colour Security Control Description  

Red Top confidential  

Information that may cause 

damage to the security of the 

state. Such information may only 

be accessed by senior officials. 

Amber Very Confidential  

Information that may cause 

damage to public or private 

interests. This information is only 

available to specialists. 

Green Confidential  

Information that relates to 

individual cases and may have a 

negative impact on the social life 

of the community or individuals. 

White 
Disclosure is not 

limited 

Non-confidential public 

information. 

 
Fig. 2. Read-Down Rule. 

Applying an access control mechanism that combines 
features from MAC and RBAC in addition to securing the data 
itself with XML encryption illustrated in the architecture in 
Fig. 3 will help overcome the limitations of traditional access 
control models and provide a safe platform for data exchange 
and distribution using web services. 

 
Fig. 3. R-MAC Architecture. 
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R-MAC model works as an intermediary that will intercept 
a business request and convert it into an authorization request 
to provide authentication and authorization for the web service 
through the following steps: 

1) Starts when a business request is made to a service 

between the agencies connected to the GSB. 

2) GSB managed by YESSER will provide Authentication 

using one-time password and role assignment for the service 

requesting agency and connect it with the service providing 

agency which acts as the server. 

3) The business request is intercepted by an intermediary 

which is the proposed access control model (R-MAC) and 

converted to an authorization request by the Policy 

Enforcement Point (PEP). 

4) The authorization request is then sent to the Policy 

Decision Point (PDP) to evaluate it and return the decision to 

the PEP. 

5) To evaluate the authorization request, PDP examines 

the policies saved in the Policy Storage Point (PSP). 

6) The suitable policy is then sent back to the PDP to 

Grant/Deny the access. 

7) The decision is then sent to the PEP to enforce it over 

the service response. 

8) The suitable response is then formatted. 

9) The response is encrypted using XML encryption to 

guarantee persistent security control through the transmission 

of information. 

10) The suitable response is then returned to the GSB. 

11) The client receives the response and decrypts it using 

the appropriate key. 

D. Demonstration 

To illustrate the proposed access control model, a scenario 
is provided where RMAC can be implemented to help 
preserve the confidentiality of data and help achieve the 
principle of Least Privilege specified by the Saudi law. 
TAKAFUL charity organization was carefully studied as an 
exemplar. 

TABLE II. INFORMATION REGARDING THE WEB SERVICE 

Service Name Citizen Profile 

Operation Name Retrieve the personal profile of the citizen 

Service Provider Ministry of Interior 

Service Type Information Retrieval 

Process 

Description 

The process retrieves the full profile of the entered 

citizen 

Input  ID Number 

Output 

 Full name (name)  

 ID information (ID) 

 Location of Birth (LOB) 

 Birth Certificate Number (BCN) 

 Gender 

 Social status (Sstatus) 

 Job status (Jstatus) 

 Life and death status (Lstatus) 

TAKAFUL [65] is a charitable organization which helps 
under-privileged students by providing financial and 
psychological support. TAKAFUL organization connects with 
other governmental agencies and data sources to gather 
information regarding applicants to determine their eligibility 
such as the Ministry of Interior, the Ministry of Civil Services, 
General Organization of Social Insurance, Public Pension 
Agency, Ministry of Commerce and Investment, Ministry of 
Labor and Social Development, Ministry of Justice and the 
Ministry of Education. 

Our chosen scenario, which is a part of the Eligibility 
Process, is the interaction between TAKAFUL as a data 
consumer and the Ministry of Interior (MOI) as a data owner 
in order to check the status of the parents. Table II provides 
information regarding this service. 

The previous Web service from Table II was implemented 
where the proposed access control model serves as a security 
intermediary between the service providing agency and other 
agencies connected to the GSB. It will deploy a MAC model 
where the access rights are constrained by the system based on 
a data classification scheme. The policies were specified using 
XACML as a separate component to give it more flexibility 
since data and users can be updated without affecting the 
policies. Finally, based on the clearance level, classified 
information is displayed. 

E. Evaluation 

The evaluation and validation of the proposed model have 
two dimensions, which are as follows: 

1) Testing the model with test cases and comparing the 

expected output with the actual output to determine that the 

model works as expected. The test cases proved that the 

expected output matches the actual output. 

2) Checking the value and usability aspects of the model 

by distributing the validation form developed in [66] to help 

the participants in selecting the rate of validity from different 

success standards. The validation form was distributed among 

five highly recognized security practitioners in e-Government. 

The results of the analysis confirmed the standards contained 

in the success of the proposed model. However, some of the 

suggestions include utilizing a robust authentication 

mechanism that is not weaker than 2-factor authentication: for 

instance, a strong password and hardware token. 

The advantages of adopting the proposed model include: 

 Applying a Role-Centric MAC model provides more 
flexibility to it since the clearances will be given to 
roles rather than individual users. 

 Adopting our proposed data classification scheme and 
role clearance provides a fine-grained control to 
enforce the principle of Least Privilege. 

 Utilizing XML security technologies provides a 
persistent and fine-grained end-to-end security control 
even when the information is outside the physical 
premises. 
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F. Communication 

The final step of DSRM is publications in academic 
journals and professional outlets. 

V. CONCLUSION 

The security of e-Government services is one of the major 
concerns nowadays, especially in terms of the confidentiality 
of data owned by the e-Government agency. In order to 
provide specialized online services, governments must 
interconnect and exchange pieces of information to paint the 
full picture and make informed decisions. This exchange of 
information can compromise the integrity, confidentiality, or 
availability of that information. This paper proposes an access 
control model that overcomes the limitations of traditional 
access control models by combining features from MAC and 
RBAC and by giving clearances to roles rather than individual 
users to give it more flexibility and better expression of 
application-level security. This paper also introduces a data 
classification scheme that will help preserve the security of the 
information being exchanged within and outside the GSB by 
providing a fine-grained access control model that complies 
with the Saudi law which strictly grants access on a Least 
Privilege security principle basis that enables fine-grained 
access control. In addition, XML security technologies are 
utilized to achieve persistent and fine-grained control over the 
data even when it resides outside the physical premises. The 
proposed access control model, which uses the combined R-
MAC model along with the suggested classification scheme 
and enforces it through the XML security technology, is 
novel. The information classification scheme with the 
corresponding clearance levels proposed in this work is the 
result of an analysis of the Saudi e-Government law. The 
proposed model was evaluated with a case study of the 
interaction conducted through the GSB and it shows that the 
principle of Least Privilege is enforced, and the security of 
data is preserved. 

The presented work in this paper provides the basis for 
accomplishing a secure access control model that can provide 
flexible, fine-grained, and persistent access control for the 
information shared in Saudi e-Government interaction. 
However, the novel access control model proposed could be 
applied in any collaborative cloud-based environment with its 
own data classification scheme to address the limitations in 
the current security models. Moreover, other classification 
schemes and role clearances could be investigated to achieve 
different granularity of control. 

Another aspect that is worthy of further study relates to the 
role assignment process. Currently, the role assignment 
process in the e-Government of Saudi Arabia is performed by 
the administration of YESSER. However, in the future, it 
would be beneficial to introduce a specific mechanism for the 
role assignment process since accurate role assignment is a 
key to preventing privacy violations. 

The proposed utilization of XML security technologies 
presented in this research includes a basic symmetric key 
encryption for the XML formatted documents. However, in 
the future, it is crucial to establish a Public Key Infrastructure 
(PKI) to manage digital certificate and public-key encryptions. 
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Abstract—Today usability is a crucial factor that can affect 

any website. The purpose of this study is to explore major 

usability defects within Saudi university websites in comparison 

to British university websites from a Saudi student perspective. 

In addition, students are expected to achieve their goal when 

surfing a Saudi Arabian university website comfortably and 

efficiently without any complication. This study uses two 

methods to evaluate and measure usability problems; user testing 

and thinking aloud. Both methods are very useful and effective 

for collecting data from participants. Based on the ranking of the 

universities, 60 students were split evenly into three groups; each 

group was asked to evaluate a different pair of university 

websites from different ranking levels, one from the UK and the 

other from KSA. The evaluation performed by each group was 

gathered using the SUS (System Usability Scaling) questionnaire 

to find flaws within the usability of the website. During the 

experiment, the participants’ opinions were collected using the 

thinking aloud method. The findings of this research showed that 

all Saudi universities in all tiers had significant problems within 

the usability of their websites. The most frequent problems found 

were, inconsistency, integration, confidence and satisfaction. 

Other less frequent problems that were found during this study 

were design concepts, easy use of websites and comfort of 

students. Saudi universities can learn from the differences in the 

quality between both sides to upgrade and redesign their website 

to achieve user satisfaction, therefore increasing the confidence of 

the users. 

Keywords—Usability; usability evaluation; factor analysis; 

student satisfaction 

I. INTRODUCTION 

Students around the world today are more involved in 
using the internet than ever before. Nowadays, the internet has 
become the main core of education and the most significant 
characteristic that can influence the level of knowledge of any 
educational sector [37]. In the last two decades usability has 
become a crucial factor that has affected the quality and 
satisfaction of the users of websites [21], [23], [43]. Web 
design, information and system quality are variables that can 
deeply affect the success of usability within a website from the 
users‟ perspective [1], [34], [35], [45]. This study has allowed 
us to enhance the gratification of usability of educational 
websites in Saudi Arabia. 

The contribution of this study can be summarised in 
several points; firstly, the lack of studies in the field of Arabic 
usability within educational websites is due to studies being in 

the initial stages, therefore this study has come to fill this gap. 
Besides that the comparison conducted in this study between 
developed and developing countries provide a clear picture 
about the level of educational websites in Saudi Arabia and 
also discover the main barriers that can influence the 
satisfaction of the users of Arab educational websites. Finally, 
this study suggests adequate solutions that are revealed by the 
end users which make this study more reliable. 

The layout of this study is as follows: an introduction to 
the study was given in Section I. Deep literature review is 
conducted in Section II to explore previous education websites 
usability. The process of data collection was highlighted and a 
constructive method was applied in Section III. Results are 
presented in Section IV, evaluated in Section V and a 
conclusion is formed in Section VI. The final two sections are 
“Limitations of Study” and “Future Recommendations”. 

II. LITERATURE REVIEW 

Usability has different definitions based on the field of 
study. The standard definition of usability according to the 
international standard organisation [5] is “effectiveness, 
efficiency and satisfaction with which a specified set of users 
can achieve, in a specified set of tasks in a particular 
environment”. The author in [10] divides usability into five 
main factors: 

 Learnability: the users should find the system easy to 
use and complete their task quickly  

 Efficiency: the number of tasks that the user can 
successfully accomplish by using the system  

 Memorability: the user can easily remember the system  

 Errors: the user can easily recover from a system error  

 Satisfaction: the user should feel pleasant when using 
the system. 

A few studies have analysed Arabic educational usability 
websites. The consistency in Saudi Arabian multilingual 
websites was examined, one website (King Faisal University) 
was tested as a case study, several problems were identified, 
and solutions have been suggested [29]. Other studies focus on 
the level of usability in Jordanian university websites, the 
main problems faced on Jordanian websites were related to 
most areas in usability, such as the design of websites [19], 
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[20]. Moreover, some studies [18] found that the participants 
failed to complete any tasks on the websites examined due to 
the 26 usability problems discovered which is appalling. In 
this study, the author explores usability problems in the Arab 
North African educational websites, the satisfaction of Arabic 
users is still so far. The websites failed to satisfy all usability 
variables including slow loading speed and high number of 
HTML objects [24]. In addition, the level of usability in a 
non-Arabic country was investigated [3], [40] in Turkish 
universities, the users found the university websites easy to 
use and that the websites proved to be a very useful source of 
information regarding the university. Arabic universities 
suffer from poor usability, effectiveness and learnability 
which are all very important to provide a smooth and 
spontaneous experience of these e-learning webpages [25]. 

Technology and computing plays a major role on the 
learning of students, especially in universities. Factors like 
presentation, collaboration and creativity are heavily 
influenced by technology and usability in most universities, 
but the use of technology should be made a mandatory part of 
other teaching and learning processes as well [26]. The way 
the users perceive websites in general and e-commerce 
websites in particular, are greatly affected by usability and the 
culture they belong to. The impact of usability on e-learning 
systems was analysed by [30] in which they studied a specific 
e-learning system and with the help of various parameters (for 
example participation of students in forums, blogs and 
messaging systems), they evaluated the performance of the 
system and how it impacts the students. The usability of their 
selected system was measured using various tests like 
Technology Acceptance Model and they included students 
from different universities. They concluded that forums had 
more impact on the learning of students. Recent studies 
regarding educational websites concentrate on the localisation 
and globalisation of multilingual websites, [22] suggests that 
these websites must be designed in a way that satisfies all 
users at a local as well as international level. In order to 
achieve a good level of usability, the website designers and 
developers should follow design standards and guidelines 
[30]. 

The importance of perception of usability and how it can 
play a role towards the initial impression of a website 
belonging to a university or a program is emphasised by [44], 
the role of first impressions of websites on the users was a 
major factor. Another factor that affects the perception of 
usability is website architecture which is very crucial for user 
satisfaction [32], [4]. The designers should try to build a 
relationship between the students and the university with the 
help of dialogical exchanges. 

Various factors could lead to satisfaction and 
dissatisfaction pertaining to a particular website; perceived 
ease of use, perceived usefulness and perceived enjoyment. 
The users of the Internet are maturing so as their expectations, 
therefore the service providers should change their approach 
of designing and functionality [49]. In addition, user 
expectations change over time due to the rapid growth in 
technology, this requires the websites to renew their design in 
order to achieve user satisfaction. The impact of usability 
guidelines on the aesthetic assessment of e-commerce related 

websites and the perceptions of e-retailers is examined [48]; 
white space, background color, thumbnail image location and 
size are the four design factors that can change the whole 
perception of the user. In [50], the author examines the design 
issues that a multilingual user will have to experience for the 
user interfaces. A lot of applications are now available in 
multiple languages. The results show that the English version 
of the website is much better in terms of usability therefore, 
the translated versions need improvement. 

III. RESEARCH METHODOLGY 

A. University Choices 

Six universities were chosen in total, three from the UK; 
Oxford University (Fig. 2), University of Kent (Fig. 4) and 
Sheffield Hallam University (Fig. 6) and three from Saudi 
Arabia; King Abdulaziz University (Fig. 1), Islamic 
University of Madinah (Fig. 3) and the Arab Open University 
(Fig. 5). 

The reason why UK universities were chosen to make a 
comparison with Saudi universities is that many UK 
universities are on top of the world universities rankings table. 

The UK university websites are designed in English which 
is understandable for the Saudi students because the official 
language of studies in Saudi Arabia is the English language. 

 
Fig. 1. King Abdulaziz University Home Page. 

 

Fig. 2. Oxford University Home Page. 
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There are many features offered by the university 
websites, like information related to the courses (description 
of the course, entry requirement) and services that can help 
students to get involved with the university (download 
documents, payment methods, assignment submission, online 
registration). 

 
Fig. 3. Islamic University of Madinah Home Page. 

 
Fig. 4. University of Kent Home Page. 

 
Fig. 5. Arab Open University Home Page. 

 
Fig. 6. Sheffield Hallam University Home Page. 

For this study, six university websites split evenly between 
the United Kingdom and Saudi Arabia were selected in 
accordance to their rankings (Table I). For the first pair of 
universities which this study will compare, Oxford University 
and King Abdulaziz University were chosen. According to the 
Times Higher Education World University Rankings, Oxford 
University is ranked first nationally, similarly, King Abdulaziz 
University is ranked second nationally. On an international 
level, King Abdulaziz University is ranked 201-250, while 
Oxford University is ranked first internationally. The total 
number of students in King Abdulaziz is more than the total 
number of students in Oxford University (31554 and 20409 
respectively). However, the percentage of international 
students in Oxford university is higher than the percentage of 
that in King Abdulaziz University, where Oxford University‟s 
percentage of international students is 38%, whereas, the 
Saudi Arabian university has a total of 21% of international 
students enrolled. 

The second pair of universities that were compared are 
mid-tier universities, therefore the University of Kent and the 
Islamic University of Madinah were chosen. However, when 
collecting statistics on the Islamic University of Madinah, 
there was no data found on the Times Higher Education World 
University Rankings website, therefore we had to resort to 
Webometrics. According to this website, the Saudi Arabian 
university is ranked 21

st
 nationally, while, Kent University 

attained a rank of 39 nationally. However, the British 
university is ranked 301-350 internationally, on the other 
hand, the Islamic University of Madinah is ranked 5119 
internationally. There is a clear and drastic difference between 
the two universities on an international level even though the 
Islamic University of Madinah is ranked higher nationally. 
The total number of students in both universities is similar, as 
the University of Kent has 164949 students, while the Saudi 
Arabian university has a total of 20000 students. The Islamic 
University of Madinah has a very high percentage of 
international students compared to the University Kent (85% 
and 31% respectively). 

Finally, two universities from the lower tier of the rankings 
were compared, Sheffield Hallam University and the Arab 
Open University were selected. As seen previously with the 
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Islamic University of Madinah, there was no data on the 
Times Higher Education World University Rankings website 
for the Arab Open University, therefore we referred to 
Webometrics. Once again, on a national level, the Saudi 
Arabian university is ranked higher than the British university. 
The Arab Open University is ranked 54

th
 nationally and 

Sheffield Hallam University achieved a rank of 90. 
Correspondingly, the British university is ranked higher than 
the Saudi Arabian university internationally. Sheffield Hallam 
University has been awarded a rank of 801-1000, on the other 
hand the Arab Open University was 14453 on the international 
ranking tables on Webometrics. The total number of students 
as mentioned on the Arab Open University website is 15396. 
Unlike the previous two pairs of universities compared, where 
the total number of students was always higher in the Saudi 
Arabian university, Sheffield Hallam University has more 
students than the Arab Open University since the British 
university has 24627 students, of which 14% are international 
students. 

TABLE I. UNIVERSITIES WEB RANKING AND NUMBER OF STUDENTS 

University  
National 
Ranking  

International 
Ranking  

Number 
of 
Students  

Percentage of 
International 
Students 

Oxford 
University 

1 1 20409 38 

King 
Abdulaziz 
University 

2 201-250 31554 21 

University 
of Kent 

39 301-350 16949 31 

Islamic 
University 
of Madinah 

21 5119 20000 85 

Sheffield 
Hallam 
University 

90 801-1000 24627 14 

Arab Open 
University 

59 14453 15396 n/a 

B. Participants 

All 60 students who were selected to participate in this 
study are Saudi male university students aged between 19-25 
years, most of them are undergraduate students (85%) and the 
rest are postgraduate level (15%). To avoid any bias each 
twenty students evaluated and compared between two 
websites, one from each country (UK and KSA), each 
participant spent around twenty minutes to take a tour inside 
the website. 

C. Evaluation Methods 

To explore and evaluate usability problems, two methods 
are used, experiment, user testing [47], [2] and thinking aloud 
[31]: 

1) Thinking aloud method: Thinking aloud usability 

testing method is one of the most effective evaluation methods 

and most widely used method in usability testing [10], [32] 

This method supports the user to think aloud and share their 

thoughts and emotions while carrying out tasks whilst the user 

is being observed. One of the benefits of this method is that it 

allows the researcher to comprehend and understand why the 

user undertakes a specific decision. [27], [28]. Thinking aloud 

method offers comprehensive details of the information 

seeking process [42]. 

2) Experiment (user testing) method: User testing is one 

of the most widely used methods to evaluate website design 

and to examine the level of usability [47]. Since user testing is 

the most efficient evaluation method, it is the main method in 

usability testing [10]. 

D. Data Collection Process 

During the experiment, the participants spoke aloud and 
then the researcher recorded what was verbalised and took 
notes during the experiment.  Besides that, the participants 
answered the SUS questionnaire [17] after they spent twenty 
minutes exploring the website to familiarise with it. Sixty 
Saudi students compared six websites, one from the UK and 
the other from KSA, the students were divided into 3 groups 
each group having 20 students, where they examined and 
evaluated two websites. 

Overall sixty student responses were collected for the 
comparison between the websites. The SUS questionnaire was 
selected because it is more accurate, reliable and valid, based 
on many previous studies [6], [12]-[16], [41]. 

Moreover, it is the most appropriate method that can be 
used to compare between different websites (coefficient alpha 
of .91) [41]. The advantage of SUS is that it can be 
summarised as being a short list of questions and free to use 
[39]. The SUS questionnaire contains ten questions, after the 
participant is familiar with the website (spends twenty minutes 
before answering certain questions) they are asked to read 
each question carefully and fill the questionnaire by using the 
scale (five-point Likert-type scale) from “1” which is strongly 
disagree to “5” which is strongly agree. 

IV. RESULTS 

Two powerful methods are used to collect data in this 
experiment, user testing method and thinking aloud method. 
The following Tables II, III and IV show the results collected 
from the students in Saudi Arabian universities. 

Table II shows the comparison of usability between 
Oxford University and King Abdulaziz University. We started 
our data collection by interviewing 60 students to identify 
usability flaws in university websites. The students were 
divided into three groups each group contained 20 students 
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where they explored usability problems after comparing two 
websites by completing SUS questionnaire. 

The results for King Abdulaziz University website were 
more varied in comparison to Oxford university website 
throughout the questionnaire. The results show that 100% of 
students strongly agreed/agreed that they will continue using 
Oxford University website frequently as the average score was 
4.9, while only 15% agreed to use King Abdulaziz University 
website frequently with a low score of 2.8. 

This partially leads on to the next question where 100% 
disagreed that the University website was unnecessarily 
complex with an average score of 1.15, there is a clear 
correlation between the first two questions, it is expected that 
if a website is unnecessarily complex, it will disengage the 
audience and discourage them from revisiting the website, 
hence the almost perfect correlation between the first two 
questions in the questionnaire which is why the Saudi 
University was given a considerably high score of 3.25. In 
fact, questions two to nine all dictate the results shown in 
question one. Oxford University achieved a score of 4.75 
since most interviewees believed the website was easy to use, 
whereas King Abdulaziz University scored 3.8 which is 
respectable. This has a direct link to the next question in the 
questionnaire, if the students found the website easy to use 
they would not need the help of an assistant to use the website, 
therefore Oxford University scored a very low and good score 
of 1.2 and the Saudi website also scored a good score of 1.55 
which is in association to the scores given in the second 
question. 

The fifth question talked about how well the functions 
were integrated within the website in which Oxford University 
was given an average score of 4.55, however King Abdulaziz 
University had a very low score of 2.75. The students believed 
that there was too much inconsistency in the Saudi website 
therefore it achieved a score of 3.8, whereas the Oxford 
University was deemed to be quite consistent as a result 
attaining a score of 2. Question seven has a direct link to 
question three, if the user found the website easy to use then 
they would believe that others would also find it easy to use 
and vice versa. For Oxford University the scores for question 
3 and 7 were almost similar (4.75 and 4.8 respectively), King 
Abdulaziz University scores were also very similar as it 
achieved a score of 3.2 (3.3 in question 3), this proves the 
clear and distinct correlation. 

Question eight discusses how cumbersome the website 
was to use, Oxford University was given an average score of 
1.1 which is perfect and the Saudi website had a score of 1.7. 
Most students felt very confident using the Oxford University 
website (score of 4.3) and the number of students who did not 
feel confident using King Abdulaziz website had a score of 
2.85. The final question involves how quickly the user got 
accustomed to the website, when using the Saudi website, 
most students got accustomed to the website quickly and this 
gave King Abdulaziz University a score of 2.4 on this 
question, the Oxford University website was easier hence they 
achieved a better score of 1.35. 

The average overall SUS Score indicates how successful a 
website is (in this case the two university websites chosen) in 

which the Oxford University website gained an exceptional 
score of 91.0 (grade A+) whereas the King Abdulaziz 
University website gained a poor score of 55.5 which means 
that the Saudi university website requires intense adjustments 
in order to achieve a higher score. 

Table III shows the comparison between the University 
Kent‟s website and the Islamic University of Madinah‟s 
website. The second set of 20 students gave their opinions on 
the university websites via filling out the SUS questionnaire. 

The first question discusses whether or not the user would 
revisit the website, the University of Kent achieved an average 
score of 4.8 which is close to perfect, whereas the Islamic 
University of Madinah achieved an average score of 3.3 which 
on the other hand is respectable. Question two talks about the 
simplicity of the website where 1 on the scale means 
perfection since the questions states “I found this website to be 
unnecessarily complex”, therefore 5 on the scale would be the 
worst score that can be given; the University of Kent scored 
1.9 and the Islamic University of Madinah scored 2.5 which is 
quite close to the score awarded to the University of Kent, this 
data is normally distributed as most of the student answers 
were spread out from 1-2 and 4-5, but compact in the middle 
as half of the students awarded the University of Kent a score 
of 3. 

Question three questions how easy it was for the user to 
navigate through the website, the Saudi university website had 
been awarded a score of 3.1 whereas on the other hand the 
British university was given a score of 4.35 as most students 
believed that it was easy to use the website. Question four 
relates somewhat to the previous question, if the website was 
easy to use there would be no need for an assistant which is 
exactly what this question is asking (“I will need the help of a 
support person”), hence we would expect the results to be 
almost simultaneous; since Kent university was given a high 
score in question three it is expected to have a low score on 
question four, this university achieved a score of 1.1 where 
only 10% of the students gave it a score of 2, unlike the 
Islamic University of Madinah where the results were more 
spread out and the average score was 3. 

For question five, the students gave the Saudi Arabian 
website a score of 2.2 however they awarded the University of 
Kent a score of 4.7 which is exceptional. The level of 
consistency is the topic of the next question, where the 
students provided the Islamic University of Madinah with a 
score of 3.7 which needs to be improved on, on the other hand 
the University of Kent was assigned with a score of 1.5 which 
is remarkable. 

For the next question the students are asked if they think 
other people would learn to use this website very quickly 
which is very subjective and would be based on whether or 
not the students found the website easy to use themselves, 
therefore we would expect the results from question three and 
this question to be very similar. The University of Kent 
received a score of 4.8 (in question three 4.35) and the Islamic 
University of Madinah received a score of 2.9 and in question 
three they attained a score of 3.1. In question seven, the 
students were asked about how cumbersome they found the 
website to be, most students gave the University of Kent a 
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score of 1 which gave an average score of 1.2, however the 
Saudi Arabian university was awarded a score of 3.1. The 
level of confidence was examined in the next question, 
students felt much more confident using the University of 
Kent website than the Islamic University of Madinah (a score 
of 4.7 and 2.7 respectively). 

For the final question, almost all students strongly 
disagreed with this statement with regards to the University of 
Kent website, thus receiving an average score of 1.25, 
conversely, the Islamic University of Madinah attained a score 
of 3.35. These ten questions are combined and give an average 
overall SUS score which proves how well a website is being 
run. In this case the Islamic University of Madinah had an 
overall score of 46.4 which on the Curved Grading Scale for 
the SUS is in the lowest tier (Grade F), [11]. 

Table IV of this experiment includes Sheffield Hallam 
University and the Arab Open University. For the first 
question which states “I would like to use this website 
frequently”, the Sheffield Hallam University achieved a score 
of 3.5, whereas the Arab Open University achieved a similar 
score of 3.1. In the second question it discussed how complex 
the participants found the website to be, Sheffield Hallam 
University received a score of 2.05 unlike the Arab Open 
University which achieved a less satisfying score of 2.25 (for 
this question the higher the mark the lower the total SUS 
Score). 

Question three discusses the ease of use regarding the 
website from the student‟s perspective, results show that 
students believed that the Sheffield Hallam University website 
was easier to use hence a score of 4.15 was awarded; therefore 
the Arab Open University attained a lower score of 3.9. 
Question four says “I would need the help of a support 
person” which means that the participants struggled to use this 
website, Sheffield Hallam University attained a score of 1.35, 
while the Saudi university achieved a score 1.8 which is also 
respectable. Sheffield Hallam University achieved a high 
score of 4.1, whereas the Arab Open University achieved a 
poor score of 2.45. 

Question six discusses the level of consistency, where 
Sheffield Hallam University was thought to be more 
consistent than the Arab Open University achieving scores of 
1.8 and 3.95 respectively (for this question the higher the mark 
the lower the total SUS Score). For question seven, 
participants were asked to comment on if they believed other 
people will adapt to this website very quickly or not, for the 
Sheffield Hallam University website most people believed that 
it was quite easy to understand and adapt to, hence receiving a 
score of 3.9, however the Arab Open University wasn‟t as 
easy to learn to use, as a result receiving a marginally lower 
score of 3.6. 

Question eight enquires about how cumbersome the 
website was to use, Sheffield Hallam University achieved a 
score of 1.5 whereas the Arab Open University achieved a 
score of 2.1 (for this question the higher the mark the lower 
the total SUS Score) where both scores are respectable. For 
question nine, participants were asked to comment on how 

confident they were when using the website, both universities 
achieved the exact same score of 2.6. In the final question, 
students were asked to discuss if they needed to learn a lot of 
things before they could get going with the website; Sheffield 
Hallam University achieved a score of 2.2 while the Arab 
Open University received a score of 2.6. 

These ten scores were used to calculate an overall average 
SUS score in which Sheffield Hallam received an overall 
score of 69.3, whereas the Arab Open University achieved an 
overall SUS score of 61.5. Table V shows universities scores 
based on SUS questionnaire scales and total SUS scored by 
each University 

TABLE II. COMPARISON BETWEEN OXFORD UNIVERSITY (GREEN) AND 

KING ABDULAZIZ UNIVERSITY (ORANGE) 

 The SUS Questionnaire 

 
Strongly 

Disagree (1) 

 

2 

 

3 

 

4 

Strongly 

Agree (5) 

1. I think that I 

would like to use 

this system 
frequently. 

   10 90 

5 30 45 20  

2. I found the website to 

be unnecessarily 

complex. 

85 15    

 20 40 35 5 

3. I thought the website 

was easy to use. 

 5  10 85 

5 25 20 35 15 

4. I think that I 

would need the 
support of a technical 

person to be able to 

use this system. 

80 20    

55 35 10   

5. I found the 

various functions in 
this website were 

well integrated. 

 5 5 20 70 

10 30 35 25  

6. I thought there was 

too much 
inconsistency in this 

website. 

10 80 10   

 15 20 35 30 

7. I would imagine 

that most people 

would learn to use this 
system very quickly. 

  5 10 85 

10 30 45 15  

8. I found the system 

very cumbersome to 

use. 

90 10    

45 40 15   

9. I felt very confident 

using the system. 

80 10 10   

10 25 35 30  

10. I needed to learn a 

lot of things before I 

could get going with 

this system. 

75 15 10   

15 35 45 5  
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TABLE III. COMPARISON BETWEEN THE UNIVERSITY OF KENT (WHITE) 

AND ISLAMIC UNIVERSITY OF MADINAH  (BLUE) 

  The SUS Questionnaire 

 
Strongly 

Disagree (1) 

 

2 

 

3 

 

4 

Strongly 

Agree (5) 

1. I think that I would 

like to use this system 
frequently. 

  5 10 85 

 20 45 20 15 

2. I found the system 
unnecessarily complex. 

35 40 25   

10 35 50 5  

3. I thought the system was 
easy to use. 

  5 55 40 

 20 35 30 15 

4. I think that I would 

need the support of a 

technical person to be able 
to use this system. 

90 10    

 25 55 15 5 

5. I found the various 
functions in this system 

were well integrated. 

   30 70 

20 55 10 15  

6. I thought there was too 
much inconsistency in this 

system. 

55 40 5   

  55 20 25 

7. I would imagine that 
most people would learn to 

use this system very 
quickly. 

   20 80 

20 25 20 15 20 

8. I found the system very 
cumbersome to use. 

80 20    

     

 25 40 35  

9. I felt very confident using 
the system. 

  5 20 75 

25 25 30 15 10 

10. I needed to learn a lot 
of things before I could get 

going with this system. 

85 15    

 20 25 55  

TABLE IV. COMPARISON BETWEEN SHEFFIELD HALLAM UNIVERSITY 

(GREY) AND ARAB OPEN UNIVERSITY (YELLOW) 

 The SUS Questionnaire 

 
Strongly 

Disagree (1) 

 

2 

 

3 

 

4 

Strongly 

Agree 
(5) 

1. I think that I would 
like to use this system 

frequently. 

 10 40 40 10 

 20 50 30  

2. I found the system 
unnecessarily complex. 

35 30 30 5  

20 35 45   

3. I thought the system was 

easy to use. 

  15 55 30 

  35 40 25 

4. I think that I would 

need the support of a 

technical person to be 

able to use this system. 

70 25 5   

45 30 25   

5. I found the various 
functions in this system 

were well integrated. 

 10 10 40 40 

5 55 30 10  

6. I thought there was too 
much inconsistency in 

this system. 

40 40 20   

  35 35 30 

7. I would imagine that 
most people would learn 

to use this system very 

quickly. 

  30 50 20 

 10 40 30 20 

8. I found the system very 
cumbersome to use. 

55 40 5   

35 30 25 10  

9. I felt very confident 
using the system. 

25 30 10 35  

10 25 55 10  

10. I needed to learn a lot 
of things before I could 

get going with this 
system. 

20 40 40   

10 30 50 10  

TABLE V. UNIVERSITY SCORES BASED ON SUS QUESTIONNAIRE SCALES AND TOTAL SUS SCORE OF EACH UNIVERSITY 

 Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 SUS Score 

Oxford University 4.9 1.15 4.75 1.3 4.55 2 4.8 1.9 4.3 1.35 91 

King Abdualziz 
University 

2.8 3.25 3.3 1.55 2.75 3.8 3.2 1.7 2.85 2.4 52.9 

University of Kent 4.8 1.9 4.35 1.1 4.7 1.5 4.8 1.2 4.7 1.25 90.8 

Islamic University 
of Madinah 

3.3 2.5 3.1 3 2.2 3.7 2.9 3.1 2.7 3.35 46.4 

Sheffield Hallam 
University 

3.5 2.05 4.15 1.35 4.1 1.8 3.9 1.5 2.6 2.2 73.4 

Arab Open 

University 
3.1 2.25 3.9 1.8 2.45 3.95 3.6 2.1 2.6 2.6 57.4 
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V. DISCUSSION 

The following section will discuss the results found in the 
previous section, where Arabic university websites are going 
to be compared to British university websites. 

Usability is an important factor to evaluate and measure 
different websites. Moreover, the quality of designing a 
website plays a major role in the usability factor [9], [34]. This 
study used the SUS questionnaire and thinking aloud method 
as the main resources to analyse the level of usability between 
two sites. The idea behind using SUS questionnaire is that it 
measures how good or bad the website is and the level of 
satisfaction regarding the users [13], [14]. The average score 
generally is 68, anything below suggests there are serious 
problems with the website usability. However, if it is above 68 
then the satisfaction of users when discovering the website is 
high. [8], [38]. In order to get a grade A, a score of 80.3 or 
above is required which may lead to users recommending the 
website to others. 68 is graded as C and 51 is graded F 
indicating serious problems with the site, therefore an urgent 
review of the website must be made. 

The aim of this study is to explore usability problems 
within Saudi university websites in comparison with the UK 
university websites by applying the SUS methods and 
„Thinking aloud method‟ to measure the usability of the 
websites. The results of this study illustrated that students of 
the Saudi university faced various usability problems 
throughout the experiment. The most common usability 
problems found by students were satisfaction, integration and 
confidence regarding King Abdulaziz University website. 

The satisfaction of students directly affects their 
confidence, for that reason they are not willing to use the 
website frequently. This consequently affected the confidence 
of students when using the website. Besides that, the results 
also showed that various functions in the King Abdulaziz 
University website were not integrated well. This is evident 
from the website where the text, icons and images are not fully 
integrated. Fig. 7 shows the bad integration of the website, for 
example when a drop icon is selected a black line appears 
instead of drop menu. Another example of bad integration in 
the website is shown in Fig. 8 where the writing clearly. The 
student can use the website without the need for help and this 
consequently affects the ease of use of the website in a 
positive way i.e. ease of use does not mean the usability of the 
website is efficient and effective [36], [46]. 

 

Fig. 7. Black Line Shows Poor Integration. 

 
Fig. 8. Writing Overlaps. 

Overall Oxford University scored 91.0 which means most 
students were satisfied to use the website without facing major 
usability problems, while the average score of King Abdulaziz 
University was 52.9 which is grade D which shows there are 
serious problems with the website. This indicates that the King 
Abdulaziz University website requires urgent review and may 
need to be redesigned to achieve user satisfaction. King 
Abdulaziz University can utilise the Oxford University 
website and use it as a base to improve its own website since it 
scored a very good score (91.0). 

Moving on, the University of Kent had an overall score of 
90.8 which is an outstanding score of A+ (the highest score 
that can be achieved on this grading scale) compared to that of 
Islamic University which scored 46.4 (grade F). This indicates 
that most of the students were not satisfied with the Islamic 
University website based on the average score, consequently 
meaning the website requires a major overhaul. For that 
reason, since the University of Kent scored very high, the 
Islamic University website can use that as a base when 
redesigning their website. 

The results obtained indicates there are various usability 
problems within the Islamic University website. These 
problems were identified as integration, inconsistency of the 
website, learning how to use the website quickly and finally 
confidence when using the website. Integration and 
inconsistency are mutually inclusive, this is evident from the 
student‟s response. The website contained plenty of examples 
of how integration is poor and there is no consistency in the 
majority of pages of the website, as an example, when the 
students were asked to observe the website before filling the 
questionnaire they found many problems within a short time, 
for example when some of them wanted to search about some 
courses they discovered there is no search engine to help them 
navigate through the website (Fig. 11), secondly they could 
not find any information about the majority of courses in 
different faculties, the only information that was available is 
some announcements in a few faculties which are not updated. 
In addition, the Arabic writing was aligned from left to right, 
when instead it should be right to left (Fig. 10). It was also 
difficult to find any information when navigating within the 
faculty pages. The poor quality of images (Fig. 9), within the 
website in general and the structure of the websites was very 
bad based on student‟s response this included icons, images, 
text, language and font type. 
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Fig. 9. Image Being Stretched, Lowering Quality. 

 
Fig. 10. Arabic Writing should be from Right to Left. 

 
Fig. 11. English Page Shows Arabic Writing, No Search Engine. 

By using the „Thinking aloud method‟ students identified 
certain problems with the website which are shown in Fig. 12 
where the page wasn‟t fully translated to English. Since the 
integration of the website was below standard, this led to 
certain aspects of the website design being poor. In addition to 
that students found that it was difficult to learn how to use the 
website quickly. One of the reasons which may contribute to 
this factor is that the English website is not fully translated 
from Arabic to English which may cause confusion amongst 
non-Arabic speakers. Another apparent problem was that after 
selecting an option from the menu bar at the home page there 
is no option available to help navigate through the website (i.e. 
changing from one faculty to another) as you are forced to go 
back to the home page and select from the menu bar again. 
The majority of the students did not feel comfortable using the 
website due to the lack of integration, inconsistency in 
translation and difficulty to use the website easily. 

 
Fig. 12. Once Again Arabic Writing on English Page. 

In contrast the University of Kent website gained high 
scores and attracted students based on various points, the main 
ones being very quick to learn regarding how to use the 
website followed by the ease of navigation, good integration 
of site and consistency of the website. These are the main 
factors that influenced the confidence and the satisfaction of 
Saudi Arabian students whom used the website. 

The comparison between websites was chosen to evaluate 
the lower ranked universities in the UK as well as Saudi 
Arabia. Sheffield Hallam University and the Open Arab 
University were examined during this study. The total score 
for Sheffield Hallam University was 73.4 (grade B-) whilst the 
Arab Open University was 57.4 (grade D). Sheffield Hallam 
University website requires some attention to improve the 
usability of the website such as satisfaction of students, for 
example when the „Study here‟ option on the navigation bar is 
selected various options pop up. When „find a course‟ is 
selected, another „find a course‟ will appear again (Fig. 13) 
which confused the students since the same terminology was 
used twice without them being differentiated. To solve this, it 
would be better if the colour of the subtitle was changed or 
one of the two icons was renamed. 

 

Fig. 13. „Find A Course‟ Option Shown Multiple Times. 

Based on the comments of the students, it was clear that 
their confidence had decreased. This was observed via 
„Thinking aloud method‟. The two main problems that were 
identified within the Arab Open University website included 
inconsistency and integration. The main function of any 
university website is to offer enough information with content 
about the types of facilities available, the type of courses 
available (graduate and undergraduate), fees and funding, 
international/national applications and student life. This is not 
the case for the Arab Open University as the students found 
that within the faculty page detailed information about each 
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faculty and its departments (i.e. courses) was not available as 
shown in Fig. 14. This ultimately affects the inconsistency of 
the websites, because of this, the students did not feel 
comfortable nor satisfied when using the website. 

 
Fig. 14. Insufficient Information about the Course, Only Mentions Faculty. 

 
Fig. 15. Webpage Not Fully Translated. 

Besides that, the translation of the content is not fully 
translated from Arabic to English (Fig. 15). Even the Arabic 
content available in certain pages are aligned in English 
format. Another problem which arose is the integration of the 
website, an example that was detected by the students was that 
some icons were useless as they did not direct you back to the 
link selected i.e. when „academics‟ is selected the hyperlink 
does not work, likewise the home logo has no hyperlink to 
direct you to the home page. 

VI. CONCLUSION 

The main goal of this study is to evaluate the Arabic 
university websites in comparison with the UK university 
websites. Six websites from three different university tier 
rankings (high, mid and low) were examined to demonstrate if 
there are any usability differences between the three levels. 
These levels were chosen to show if the different levels of 
university ranking influenced the usability of the website. The 
results showed that all Saudi university websites within the 
three levels (high, mid and low) shared three major problems. 
The problems that arose during this study were inconsistency, 
integration and satisfaction factors. 

The results that were collated proved that the Arabic 
university websites faced numerous problems including 
satisfaction, integration, inconsistency, confidence, design 
concepts, ease use of websites and comfort of students. These 
major usability problems effect the Saudi websites directly 
and need to be solved urgently to attract the students and 
enable them to benefit from the website. Problems like mixed 
language, poor content, lack of information, satisfaction and 
icons can harm the website leading to students not interacting 
with the website and in the opposite way attracting content is 
the key feature of any effective website [33], [7], [9]. 

VII. LIMITATIONS OF STUDY 

Based on the number of university websites that were 
evaluated in this study, the quantity may limit the findings and 
the number of students that evaluated the websites may not be 
of a sufficient number to generalise the finding of this study. 
Besides that, the participants involved in this study were only 
male which may limit the results found, if male as well as 
females were part of the experiment it will ultimately increase 
the number of participants which validates the findings. 

VIII. FUTURE RECOMMENDATIONS 

For future research, additional usability problems within 
Arabic university websites should be investigated, this may 
include further testing of websites from different countries as 
well as a large number of students which includes male and 
females to improve the validity and the efficiency of Arabic 
university websites. The satisfaction of users can be reached if 
the designers of websites give more attention to the usability 
problem in order to design high quality websites. 
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Abstract—Digital images are a very popular way of transfer-
ring media. However, their integrity remains challenging because
these images can easily be manipulated with the help of software
tools and such manipulations cannot be verified through a
naked-eye. Although there exist some techniques to validate
digital images, but in practice, it is not a trivial task as the
existing approaches to forgery detection are not very effective.
Therefore, there is need for a simple and efficient solution for
the challenge. On the other hand, digital image steganography is
the concealing of a message within an image file. The secret
message can be retrieved afterwards by the author to check
the image file for its veracity. This research paper proposes
Sabiomha, an image forgery technique that make use of image
steganography. The proposed technique is also supported by
a software tool to demonstrate its usefulness. Sabiomha works
by inserting an invisible watermark to certain alpha bits of
the image file. The watermark we have used to steganograph
an image is composed of a combination of text inputs the
author can use to sign the image. Any attempts to tamper the
image would distort the sequence of the bits of the image pixel.
Hence, the proposed technique can easily validate originality of
a digital image by exposing any tampering. The usability of
our contribution is demonstrated by using the software tool we
developed to automate the proposed technique. The experiment
which we performed to further validate our technique suggested
that Sabimoha could be flawlessly applied to image files.

Keywords—Digital images; tamper; steganography; metadata;
forgery detection; cipher; image authentication; image validation;
watermarking

I. INTRODUCTION

A. Background

Applications of digital images have been the focal point of
computer vision researchers for decades now [1]–[4]. Digital
content is used as an effective way of communication among
different stakeholders [5]. The advent of digital devices and
communication technologies has led to increase in the use
of image files for sharing visual moments and photographs.
Digital images are generated through cameras with-out trans-
formation and development process contrary to camera reels
in the past and can be delivered electronically through any
supporting communication channel.

Although an image data is generally considered reliable
but with the passage of time, the digital technology itself has
compromised the faith we have had in electronic content. The
ever- increasing trend of malpractices in image forensics has
posed new challenges to the research horizon as we continue

to exist in the era which is very much vulnerable to multiple
facets of digital contents. The situation seeks effective and
efficient solution to ensure integrity of digital images.

With multi-million users using emails and social media,
nearly countless digital content is distributed and shared every
day. A large portion of the content comprises of digital images.
These days users can easily capture their memorable moments
through digital cameras and can share with others by publish-
ing the image files on the web. On the other hand, users can
potentially receive tampered images and unknowingly circulate
those as well. Since digital data is easily accessible these days,
obnoxious users can manipulate image files for entertainment
and at times abuse those for some societal or political gains
or to dictate any legal affairs. This phenomenon is reinforced
by the availability of some supporting software applications.
Hence the situation calls for taking some concrete measures
to meet these challenges.

Previously, digital forensics domain has helped to reju-
venate some trust in digital content. However, as the image
forgery detection techniques are being developed, tampering
of digital data despite leaving any noticeable trails has become
very trivial. The challenge leads to issues such as image
authentication, protection, and forgery detection. This demands
aggressive counter approaches from scientists and researchers
to confront and challenge malpractices.

B. Problem Description

Image tampering is a known handling technique [5]. De-
ception of typical image files is relatively a tedious task
and requires sufficient expertise. However, digital images are
disposed to tinkering. There exist numerous software applica-
tions to easily manipulate them. Malpractices mainly include
duplication, replication, removing or exchanging parts of an
image. It should be noted that originality of an analog data
can be validated easily through a naked eye as any attempts to
tampering can be conceived readily. Contrarily, development
of supporting software tools has made manipulation of digital
images a very easy task. For example, Fig. 1 highlights one
such example. Originally, two objects were present in Fig.
1(a). The object on the far right is inserted as visible in Fig.
1(b). However, by looking at the figure through a naked eye,
one cannot conceive that originality of the image had been
compromised. Before taking an appropriate legal or social
action in such cases, it is necessary to verify that an image
had been edited. In such cases, as it is clear from the figure,
validation of originality of a tampered image becomes very
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challenging since alteration of a digital image can be carried
out easily in comparison to a printed one.

As digital image domain is being revolutionized, tampering
of a digital content without any noticeable impression has
become very effortless. Therefore, to tackle the challenge, an
image should be analyzed in such a way that even a slight
attempt to forge can be detected straightaway. In this paper,
we propose a light-weight automated technique that image
owners and publishers can easily use to sign their images.
The approach can also be used as an instrument to protect
proprietary images from any possible forgery attempts.

Rest of the paper is organized as follows: following sub-
sections of Section 1 highlight the contribution and the current
state of the art in the domain. Section 2 describes the related
work. Section 3 reflects upon our contribution in terms of
the proposed technique and presents its usefulness through a
software tool we developed to automate and demonstrate our
work. In the end, Sections 4, 5 and 6 sum up with Automation
of SAB - IOMHA, and Conclusions, respectively.

C. Contribution of the Research Project

Validation is a standard procedure for investigating in-
tegrity of an object. We want to achieve it in terms of forgery
detection of a digital image through the proposed work. The
decisive objective is to audit digital image files for originality
and verify that their integrity has not been compromised since
their authoring. The current approaches for the purpose have
encompassed signature-based methods for protecting image
files and checking for their integrity. However, such techniques
are not applicable in wider settings because of their limitations
or overheads involved in their use. On the other hand, as part
of our work, we propose using a composite watermark which
consists of a cipher along with date and time stamp and email
address of the image author. The watermark is inserted in
structured patterns to certain bits of an image file.

Digital watermarking is a known technique for media files
for retaining copy-right information and identification of their
proprietorship [4]. These can be of several types and are widely
used. Generally, images can be inserted with at least two types
of watermarks, visible watermarks or invisible watermarks as
required. A visible watermark embeds an image file with an
identification mark and an invisible one on the other hand
inflicts a hidden mark in it. As part of this research, we choose
the invisible watermark which we sequentially insert across
multiple bits of a digital image. The contents and structure of
the watermark is distorted if someone tries to edit the image
file by any means.

In this research paper we provide more insight and ex-
tend Sab-iomha which we proposed previously [6], for its
usefulness in the real settings. The extended version of the
work reflects upon more technicalities of the technique and an
improved validation mechanism. The ultimate objective of the
research is to address the challenge of digital image forgeries.

D. Current State of the Art

ELA (Error Level Analysis) of an image can highlight any
edited or distorted part of an image as different regions of an
image having different compression levels can be identified.

It enables the stakeholders to easily detect any problem areas
through a naked-eye. Existing approaches to image forgery
detection usually involve replicating those files to some dedi-
cated software tools [7]. Users are then provided with different
features of ELA and Joint Photographic Expert Group (JPEG)
format. Our contribution is twofold. First, we split an image file
to temporarily separate its metadata from the visual content and
then steganograph the same image. An image file is composed
of combination of pixels. An ordered set of bytes represents
each pixel for different colors that constitute an image. Those
colors include Alpha, Red, Green, and Blue. It should be
noted that data is not stored in Alpha bits. Therefore, we
propose use of those bits to insert the hidden watermark into
the image file. Cipher, as part of the watermark, is invisible
and is removed automatically upon any attempts to forge.
As part of the second contribution of the research paper, we
demonstrate the usefulness of Sab-iomha through automation
in terms of a software tool we developed to augment the
proposed technique. If an image file was saved multiple times,
it loses its quality [8]. Metadata of an image file refers to the
image itself. The information it contains may include the image
type; e.g. JPEG, dimensions of the image, internal formats,
and color scheme. The metadata also gives information such
as the date of creation, the date of modification, name of the
software editor that was used to create the image, file tags, and
camera tags. It also provides information on the Exchangeable
Image File Format (EXIF) which is used by the digital cameras
manufacturers to extract camera settings that were used to
capture the image. Camera settings entail information such
as the manufacturer name and the model, time stamp, and
lens settings. Those settings may vary among images to ensure
maximum level of integrity. If a user tries to insert comments
into an image file, they are incorporated into its metadata.
Digital cameras normally do not allow automatic insertion of
comments to the captured image. However, if any additions
are found, it is an indication that the image has been edited or
reprocessed using some software tool.

Majority of the existing approaches to image forgery detec-
tion take account of the information provided through metadata
or the file header. Any attempts to get additional information
while capturing a digital photo or any effort to change its
header can easily render image handling more complex hence
time consuming. In addition to that, the currently available
techniques do not account for digital contents or file storage
itself. On the other hand, our proposed technique addresses the
challenge using a simple yet efficient mechanism; i.e. hidden
watermark is embedded in an image which diminishes the need
for manipulating with the file header. Sab-imoha ensures that
any attempts to manipulate the image distort the watermark.
Hence any successful bids to alter the image file can be
discovered promptly.

II. RELATED WORK

The literature review that was conducted to carry out this
research encompassed image content, detection, and forensic
analysis. We investigated different techniques currently in use
for authenticating digital contents in terms of their traits as
well as deficiencies.

Lighting, inconsistent shading, and shadows have been
used as a method for collecting evidence on image forgery [5].
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(a) (b)

Fig. 1. (a) Original image (b) Object on the right is inserted.

Mixture of shadow and shading was rationally used to serve
for the purpose and both were made dependent on each other
but in case they are not, the corresponding image is found to be
a tampered one. Furthermore, the authors reported reliable and
specific shadings under different inferences of some subjective
measures such as guess-work or acceptance. However, their
proposed technique is not applicable in case such historical
text documents do not make a shadow. Moreover, the research
is applicable to those human images only that contain visible
faces. It requires human interaction and the method that is
used to estimate authenticity of an image is also prone to an
estimation error.

Color discrimination has also been used as a mean to
detect image forgery. To achieve that, some researchers have
proposed a method called spliced image detection mechanism
[9]. They detected illumination inconsistencies of an image by
extracting edge or text-based features. If the image file under
consideration carried information about image type, camera
model, and motion after being captured, the data was found
to be helpful for preventing any image forgery attempts by
making the latter a difficult job [10]. However, detection of
reflection-based forgeries is not a trivial task. A technique
proposed by [11] suggests removing observable information
from an image to make it trustworthy. Another method for
detecting forgery in image files uses text-based signing of
images [12]. If the digital signature gets distorted, it implies
that integrity of the image had been compromised.

Thumbnails have also been used for verifying image files
for authenticity [13]. The authors proposed creating thumb-

nails using contrast settings, compression, and filter models
altogether which in turn are used to identify whether the
actual images were compromised or not. Those models are
then compared with the editing software and the originator
cameras. A hidden watermark approach has also been used
for image forensics [14]. It controls JPEG-lossy compression,
cropping, and other possible operations that can be performed
on an image by adding an invisible watermark in such a way
that any distortion or a missing link in it indicates that the
image had been forged.

The authors in [15] proposed an image forgery detec-
tion technique by investigating inconsistencies in lighting.
Although lighting of a scene is not a complicated task, but
it can be hard to match as the difference in lightings can be
negligible. Researchers in [16] dealt with using a 3D lighting
coefficient for image forensic. However, surface and lighting
assumptions that are used are very specific. In addition to that,
the challenge is to precisely estimate 3D shape of an image
object.

A steganography technique to protect JPEG images from
tampering by capturing two identical images instead of gener-
ating a secret text has also been discussed in [4]. The instance
information is attached as a watermark to the actual image
for the validation purpose. However, the proposed technique
supports JPEG formats only and any slight change in camera
settings between capturing images may also affect efficiency
of the digital device.

Seam modification in digital images is another way of
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image tampering. The former can be performed through a
couple of ways; seam carving and seam insertion. In [17]
the authors have studied modification of JPEG images through
seam modification. A very minute change in seam effects the
pixel ordering. A non-traditional method of machine learning,
Classification Support Vector Machine, is used to intercept the
seam-tampered image that differentiates between the tampered
image and the original one. The problem with their proposed
method is that it fails when highly imbalanced and skewed
data sets are observed. The method is not applicable in diverse
setting either.

Copy-move forgery (CMF) [18] is another common tam-
pering technique in which a small part of the image is taken
and copied to another location on the same image. Usually
key-point based technology is used to detect this type of
forgery, but it takes too much processing time and can run
out of the memory while processing. Moreover, small cloned
and smooth regions are difficult to detect. The author in
[18] presents a new technique to overcome this problem.
The test image is separated into smooth and rough regions
and is further segmented into small regions. Before applying
the Scale Invariant Features Transform (SIFT) algorithm, the
customized parameters are detected for that specific image.
If fixed parameters are selected to apply SIFT then results
may not be satisfactory. Swarm intelligent (SI) algorithm was
applied to generate a custom parameter for efficient processing
of SIFT. The technique may reduce the processing time to
avoid run out of memory. The experimental results indicate
some higher false positive rate that needs to be improved.

In-painting [19] is another technique that has been used
for forgery detection. It works by rebuilding the deteriorated
part of an image. When an image gets scratched or fade
away, some of its segments are reproduced to bring back
its originality. The main theme was to copy segment of an
image and embed it back on the scratched or deteriorated
patches of the same image. The authors proposed a copy-move
image forgery method in which an object is removed from
an image and is pasted on a different location on the same
image. Two in-painting techniques [19] were used to detect the
object removal, geometry-oriented and texture-oriented. Their
proposed technique, which was referred to as exemplar-based
image in-painting, reported significant decrease in search time
for image blocks. However, it is not very useful for multiple
object removals as it increased the search overhead.

A steganography technique to protect JPEG images from
tampering proposed capturing two identical images instead of
generating a secret text [20]. The instance information was
attached as a watermark to the actual image for validation
purpose. However, their proposed technique supports JPEG
formats only and any slight change in camera settings between
capturing of images may also affect the efficiency of the
system.

In summary, the existing approaches to counter image
manipulation lack the diversity required to confront the chal-
lenge. Due to rapid rise in use of digital images, attempts
to compromise their integrity are also on the rise despite
currently available mitigation techniques. As it is evident from
analysis of the literature, there exist no single technique that is
easily applicable and equally useful to multiple types of digital
images consistently; that is, computer generated images, digital

Image File
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Convert Image Into Byte Stream Check for Byte Stream

Match the Cipher

Embed Cipher
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Calculate Image Size

<Text File>

Yes
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Fig. 2. An overview of Sab–iomha [6].

documents that are saved as image files, and digital camera
images. The situation calls for proposing more robust methods
to confront the challenge. Researchers need to come up with
effective forgery detection solutions to address the issue.

III. SAB-IOMHA:THE PROPOSED TECHNIQUE

There are two phases of this research work; steganogra-
phy and forgery detection. We propose a forgery detection
mechanism which is a two-step approach as shown in Fig.
2. An image file is protected using an invisible watermark
and then any forgeries are detected by investigating the same
watermark which was inserted in the first step. As part of the
approach, firstly the image is converted into byte stream that
splits metadata from the file. Secondly, an invisible watermark
is inserted in certain bits of the image. The watermark is in
text form and can be inserted across multiple bytes. However,
its length depends upon size of the image; bigger the image
in size lengthier would be the watermark.

A digital image can incorporate two types of watermarks;
visible watermark or invisible watermark depending upon user
preferences. Visible watermark inflicts small spots on the
whole image whereas the invisible one randomly inserts a text
code in it. Fig. 3 is a pictorial representation of the visible
watermark technique. It demonstrates different states of an
image.

Visible watermarks were inserted that are noticeable by
zooming the image. An ELA can identify regions within an
image that possess different compression levels. It is a measure
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to visually highlight difference in JPEG compression levels
across different regions of an image.

Since we make use of invisible watermark, the inserted text
would be hidden. We suggest composing a composite invisible
watermark which is composed of multiple information fields
that makes it easy to validate an image. Those fields entail
cipher text, email address of the image user, and date and time
stamp. At the same time the composite watermark ensures
that the ownership trail of the image is maintained for any
future reference as well to preserve edit history of the file.
Furthermore, as part of the watermark, the cipher changes
automatically if someone tries to edit the signed image as
any attempts to doctor it would distort the cipher part of the
inscription.

For a JPEG format, the entire image should represent the
same ELA but if some fragments of an image carry different
error levels, it is an indication that the original image was
edited for an unauthorized modification. Regions with even
coloring, like a blue or a white wall, would likely have a
lower ELA levels in comparison to dark colors having high-
contrast edges. For a typical forgery detection, one would
check the image and try to figure out the difference between
high and low contrasting edges and compare those with the
ELA representation. Only a visible difference allows a naked-
eye to detect any contemporary changes that might have been
made to the image. Therefore, a sole ELA-dependent method
is not a good fit to detect any such images which are digitally
modified.

(a)

(b)

Fig. 3. Original image. and after applying a visible watermark. (b) Zoomed-in
one to enhance visibility and an ELA version of the image.

In a 32-bit image that spans across four channels of colors,
each pixel is constituted of four bytes. Each one of the three
colors; i.e. Red, Green, and Blue is epresented by a byte each
as shown in Fig. 4. However, the fourth byte which is known
to be reserved for Alpha does not represent anything and is

available for use. To date several systems have been proposed
that represent pixels in terms of supporting colors but an
ARGB is the most established arrangement for representing
colors. It logically arranges a pixel in an order of Alpha,
Red, Green, and Blue. As part of our composite watermark
technique, we make use of the least significant bit of Alpha to
steganograph an image file. This does not change data stored in
any bit but text length should be calculated before it is inserted
in the image file as a watermark.

Algorithm 1 Embed watermark
Require: x ≥ key ∗ 10 ∨ x 6= 0 I = 0||I = 10||I = 100

1: P ← readImagePixels
2: P = P0, P1, P2, ...Pn

3: Dt← getCurrentDateTime
4: E ← getEmail
5: Key = {M0,M1,M2, ...M}
6: x← key +Dt+ n
7: x← floor ( x

k(k+1) ) equation 1
8: function MATCHCIPHER(key, P )
9: if found then

10: return
11: end if
12: end function
13: function INSERTCIPHER(x, P )
14: function INSERTEMAILANDDATETIME(Dt,E, P )
15: for j = 1 to j = 8 do
16: StegPixel
17: end for
18: end function
19: for i = Dt+ E to i = x do
20: for j = 1 to j = 8 do
21: StegPixel
22: end for
23: x← x+ I
24: end for
25: end function

Fig. 4 demonstrates how exactly our proposed technique
makes use of certain bits of an image file. It splits metadata
from the file header. The file is then converted into pixels
which in turn is transformed into a byte stream. Alpha bits
are selected, and an invisible watermark is inserted into them,
which is a composition of cipher, email address, and time and
date stamp. If we consider an image as a matrix P having
m rows and n columns, total number of pixels in it can be
determined using the given m n relation.

We argue that inserting watermark into the least significant
bit is an easy yet effective approach for signing an image with
the traceable information. Eighth bit of the Alpha bytes is
utilized for the purpose; i.e. one bit of the overall size of
the inserted watermark. It should be noted that we do not
make use of all Alpha bytes of an image file. Their selection
is based on a certain pattern which is generated at run time
to ensure maximum protection of the image. For a four-byte
image having thirty-two bits, the least significant bit of the
Alpha component is utilized which is depicted as the marked
bit of a pixel shown in Fig. 4(d). An image consisting of 800
600 pixels can store up to 1,440,000 bits or 180,000 bytes of
watermark. For instance, a block of 8 pixels of a 4-byte image
can be represented as: if number 35 is inserted as a watermark
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(a) Original Image with highlighted area. (b) Zoomed – in highlighted area of (a).

(c) Ultra zooming of highlighted area in (b). (d) Least significant bit of an alpha byte of pixel.

Fig. 4. Illustration of an image pixel and the corresponding bit used for the invisible water marking.

having binary representation 00100011 across Alpha bits of
an image, the resulting pixel block gets manipulated in such a
way that 35 is accommodated in consecutive pixels highlighted
as shaded pixel bits in Fig. 5. It is worth mentioning that
only least significant bits of Alpha bytes are inserted with the
watermark fragments. All pixels can be protected using the
scheme which does not affect the visual contents of the image
file. Since the proposed technique consumes an image at the
structural level, its steganography cannot be observed through
a naked eye.

Email Date Time Intensity Cipher length
6-255 7 1 n * key . . .

(y − 1)k + (a− 1)k2 < N < (y − 1)k + ak2 − 1 (1)

In a 32- bit colour image, Alpha bits are separated, and the
code stream is spread across the byte stream using Algorithm
1. Where x is the number of pixels in an image, I is intensity
of the watermark which can be 10, 50 or 100, and Key is
length of the cipher. P is an array of pixels which an image
file contains.

Dt is the current date and time of the system. E is email
address of the user. At line 7 of the algorithm, x is cumulation
of the composite watermark obtained by adding cipher text,
date and time stamp, and email address. The cipher text
constitutes the constant part of the watermark whereas rest is
the system and user dependent to enhance the strength of the
algorithm. The function at line 8 checks the image file for the
watermark, if matched, the image is authenticated. Otherwise,
InsertCipher procedure at line 13 is initiated. The cache space

can be increased to any positive numeric value in case we want
to add an interval between the bytes that are occupied by the
ark.

There could possibly be a case that someone else signs
the image after it was steganographed by the actual author.
The situation makes it nontrivial to keep track of the actual
ownership. The combination of date and time in particular
ensures that once a user signs the image, the ownership
trail can be maintained for the subsequent detection of any
successful forgery attempts. Table I illustrates the composition
of the composite watermark. Email address of the user is
allocated up to 255 bytes, date and time is allocated 7 bytes,
1 byte for Intensity which is the distance between two nearest
cipher bytes, and variable number of bytes are reserved for the
Key which points to the cipher text. The following equation I
is used for determining the length of the cipher.

P =

 P11 P12 P13 . . . P1n

P21 P22 P23 . . . P2n

. . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Pm1 Pm2 Pm3 . . . Pmn

 = (pij)m×n

Where a is any positive integer and y is the cumulative
length of characters of email address and date and time stamp,
K is constant length space allocated for the cipher text to be
impeded in the image, and N represents length of the image
in bytes.

IV. AUTOMATION OF SAB - IOMHA

The software tool that we developed to automate our
research is relatively simple and user friendly with minimum
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

0 1 0 0 0 0 1 0 01000010 01000010 01000010 0 1 0 0 0 0 1 0

0100001 01000010 0 1 0 0 0 0 1 1 01000010 01000010

01000011 0 1 0 0 0 0 1 0 01000010 01000010 01000010

0 1 0 0 0 0 1 0 01000010 01000010 01000010 0 1 0 0 0 0 1 0

01000010 01000010 01000010 0 1 0 0 0 0 1 1 01000010

01000010 01000010 0 1 0 0 0 0 1 1 . . . . . .

. . . . . . skip x bytes Algo. 1 line 23 0 1 0 0 0 0 1 0 01000010

01000011 0100001 0 1 0 0 0 0 1 0 01000010 01000010

Replacement of least significant Alpha bits with cipher bits.

Fig. 5. Least significant bits of Alpha bytes of an image.

of work-flows. It supports browsing of an image file using a
GUI interface and is loaded in computer memory.

Fig. 6 depicts user interface of the tool we developed. It was
programmed using Java technologies. The ultimate objective
is to facilitate validation of digital images and documents as
well in case they are in an image format to prove integrity of
the contents or to verify that the digital document has not been
edited since its creation. The tool supports multiple features
as shown in Fig. 6. The Steg Image embeds an invisible
watermark in the image. The steganographed image can also be
saved on the disk for any future reference. Forgery Detection
opens up another screen as depicted in Fig. 6.

Signing an image file is a two step procedure: in the
first phase, we would steganograph an image by inserting
the invisible watermark which is validated for integrity in the
second phase. We randomly pick an image and upload it to
the tool to demonstrate usefulness of our technique as well as
the overall automation itself. The sample image on the right
side of the Fig. 7 is signed using the watermark which is the
composition of cipher text, email address, and date and time
stamp. It can be observed that quality of the image was not
compromised at all by using the technique. The same file can
be checked to verify if the image is original or any attempts
has been made to alter it. In case the validation procedure
generates an alert text, which is the case as shown in Fig. 7,
it is an indication that the image has been forged by some
other user. Otherwise, the inserted watermark is displayed to
testify the originality of the image. Algorithm 2 enlists steps
performed to detect forgery. It is a three-step procedure; in the
first one, it looks for an insertion, if not found, it implies that
the image is not steganographed. If an insertion is found, it is
matched with the actual watermark. If the exact match is not
found, the image is reported to be forged. Otherwise, it is the
original one.

To further validate the proposed technique, we performed
an experiment to demonstrate its effectiveness. A set of images
with varying range of size was steganographed using the tool
we have developed to automate Sab-iomha. The motivation
was to compare metadata of the image files before and after the
technique was applied. We considered certain factors like size,
compression level, and resolution to investigate the subject.
Each image had 4 color channels having 32 bits altogether,

Algorithm 2 Forgery Detection
Require: key , image

1: P ← readImagePixels
2: P = P0, P1, P2, ...Pn

3: Key = {M0,M1,M2, ...M}
4: function MATCHCIPHER(key, P )
5: if found then
6: if key = extractedCipher then
7: Image is original
8: end if
9: if key 6= extractedCipher then

10: Image is forged
11: end if
12: Key = ImageCipher
13: Original Image
14: return
15: else if
16: thenImage is not protected
17: end if
18: end function

and 0.27 value for mega pixels. Table I reflects upon the image
population in more detail.

(a)

(b)

Fig. 6. (a)Home-interface of the tool implementing Sab - iomha. (b) To
detect an image le for forgery [6].

Table I draws comparison between metadata of the image
files before and after applying the steganography using Sab-
iomha. It is noticeable that color type remained the same
even after each image was steganographed, that is, RGB with
Alpha. There was no change in resolution of the images either.
However, some difference was observed in terms of size of
each image. In general, the steganographed images were noted
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(a) (b)

Fig. 7. Home-interface of the tool with an image loaded and steganographed.

TABLE I. POPULATION OF THE IMAGE FILES FOR EXPERIMENTATION

Original Image Processed Image

No. Size (Kilo Bytes) Resolution Size (Kilo Bytes) Resolution

1 655 600x450 648 600x450

2 291 457x360 435 457x360

3 511 600x450 502 600x450

4 914 1280x1012 1152 1280x1012

5 129 262x192 129 262x192

6 317 425x281 313 425x281

7 1238 1024x768 1168 1024x768

8 89 284x177 90 287x177

9 726 700x350 725 700x350

10 1525 1024x750 1492 1024x750

11 393 476x500 366 476x500

12 136 276x183 135 276x183

13 590 600x450 581 600x450

14 364 500x334 358 500x334

15 158 259x194 159 259x194

16 139 259x194 139 259x194

17 129 275x183 128 275x183

to be slightly smaller in size. The overall analysis suggested
that quality of each set of images remained the same, i.e.
studying the metadata before and after the application of the
forgery detection technique did not negatively influence the
quality of the images under consideration.

V. CONCLUSION

Digital images are prone to forgery in the current age as it
has become much easier to manipulate digital contents due
to advancement in the domain. We have introduced a new
dimension to the digital image steganography by proposing
a light weight technique. It uses a composite watermark to
check digital images for authenticity. The proposed technique
signs digital images for integrity and protects them against any
manipulations. The forgery issue is addressed in a novel way;
ELA, JPEG, and metadata are incorporated, and an invisible
watermark is inserted to enhance efficiency and effectiveness
of forgery detection. The proposed technique is automated
through a software tool which facilitates users to steganograph
digital images. The same image can then be checked for
originality. The core purpose of the tool development is to
support the usability of Sab-iomha which may not only validate

photographs but also any digital contents stored in an image
format. This work enables even non-technical users to be able
to investigate integrity of image files at their own. It also
empowers them to get insight on their digital contents. As
part of the validation mechanism, we have tested the algorithm
on a series of random images. The results suggested that the
technique can not only verify the digital images for authenticity
but also does not negatively influence their quality. Moreover,
users can also protect their images from any attempts to forge.
The research we conducted do not have any ethical, moral and
legal issues associated with it. The project is economically
feasible too as the users do not require to purchase any
hardware devices and are alleviated from the need for software
installations. Currently, the work is aimed at supporting JPEG
and PNG file formats only. We aim to extend support for other
image formats in the future.
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Abstract—Adapted e-Learning systems try to adapt the 

learning material based on the student’s preferences. Course 

authors design their courses with their students’ styles and in 

mind, course delivery should match the student style, and student 

assessment should also be adapted to match each specific 

student’s learning style, while student portfolio helps identifying 

the student model. To the best of our knowledge, no clear 

recommendation for building community wide adapted and 

personalized e-learning systems. This paper presents 

recommendations to add adaptation and personalization to one 

of the most common open source Learning Management System 

(LMS), Moodle. The adaptation features are based on using 

learning styles, ontology, and cognitive Bloom Taxonomy in 

building and presentation of the e-learning material (Learning 

Objects). This is helpful to establish adaptable and cognition-

based Learning Object repository and course development 

centers. 
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I. INTRODUCTION  

E-Learning is taking a great attention worldwide. It is 
supposed to contribute to enhance the traditional education if 
properly implemented. It can be beneficial to most forms of e-
Learning, e.g., training, girls‟ education, continuing education, 
open education. It can even be used as a supporter and 
enhancer for traditional in-class education.  

As each learner has different learner‟s characteristics; so, 
utilizing diverse educational settings may be more appropriate 
for one group of learner than for another. So, adaptive e-
learning is an e-learning system that is more effective by 
adapting or personalizing the presentation of information to 
individual learners based on their preferences, knowledge and 
needs. This sort of e-Learning systems tries to acquire 
knowledge about a particular learner and offer personalized 
services and enable one-to-one delivery [1], [2].  

Learners are the main actor in the e-Learning environment 
and they are usually having varied and diverse cognitive and 
psychological traits. One of the important facets of the 
adaptive model of e-Learning is to adapt the presentations of 
the learning material to meet the needs of each individual 
learner during the course delivery process. To achieve such 
goal, we need to detect the learner profile to adapt the content 
and presentation of the learning material. This profile is called 

Student Model (SM). Also, the learning materials are 
composed of small granular multimedia objects referred to as 
Learning Objects (LOs), to achieve a high level of adaptation.  

Student model should be used for tailoring the teaching 
strategy and learning material for dynamically adapting it 
according to the student‟s abilities and his/her previous 
knowledge. Student model is often based on various different 
dimensions. In this project, we focus on the student model in 
one dimension, namely, the cognitive model, especially the 
learning style. A learning style is defined, among many 
definitions, as “the unique collection of individual skills and 
preferences that affect how a student perceives, gathers, and 
processes learning materials” [3]. Therefore, the concept of 
student model, especially learning styles, is considered as a 
central component in this research‟s implementation. Course 
authors should design their courses with their students‟ styles 
in mind, course delivery should match the student style, and 
student assessment should also be adapted to match each 
specific student‟s learning style, while student portfolio helps 
identifying the student model.  

Learning Objects are stored in what is called Learning 
Objects Repositories (LOR). Learning objects are drawn from 
an LOR based on a certain criterion, which is described in 
terms of metadata attributes that are used to specify the 
selection criteria of the appropriate required material. In this 
research we suggested adapting the LO metadata of a standard 
LO model such as SCORM by adding extra attributes 
necessary for supporting the concepts of the student model, 
especially the dimension of the learning styles. 

Learning styles mean that individuals differ in regard to 
what mode of instruction or study is the most effective for 
them [4]. So, they are distinct individual patterns of learning 
that vary from person to person. It is necessary to determine 
what is most likely to trigger each learner‟s concentration, 
how to maintain it, and how to respond to his or her natural 
processing style to produce long term memory and 
retention [5]. 

There are many learning style models exist in literature, 
e.g. the learning style model by Felder and Silverman [6], 
Kolb [7], Mumford and Honey [8]. They agree that learners 
have different ways in which they prefer to learn. After a 
comprehensive study of the e-learning environment, we 
selected Felder and Soloman‟s Index of Learning Styles 
(ILS) [9]. 
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Bloom‟s Taxonomy of the Cognitive Domain Bloom‟s 
taxonomy is possibly one of the best known and most widely 
used models of human cognitive processes [10]. It includes 
Knowledge, Comprehension, Application, Analysis, 
Synthesis, and Evaluation levels. A revised version of the 
taxonomy was published in 2001 [11].  

The adaptive and artificial intelligent tutoring systems 
(ITS) are developed using Web 2 [12]. The systems are 
developed to adjust the contents as per the effective learning 
styles that are identified using self-organizing maps (SOMs). 
Artificial intelligent systems behave like human beings. 
Supervised, unsupervised and reinforced are three types of 
artificial intelligent systems. Supervised system needs 
examples and a teacher to train. Unsupervised system is 
trained without a teacher and it rectifies itself after a mistake 
is reported. Reinforced system needs a mentor to guide the 
system that the answers are true or not. Unsupervised learning 
is selected to train the tutoring systems because it does not 
require a teacher and Felder-Silverman Learning Style Model 
(FSLSM) are used. The intelligent and adaptive tutoring 
systems are equally portable to run on web and mobile 
platforms.  

Intelligent educational system (INES) is one of the 
components of an electronic learning platform [13]. Semantic 
management of users and contents, BDI-based (believes, 
desires, intentions) agent, an inference engine, ontologies and 
learning contents are the main components of INES. INES is 
used to identify the credentials of each student and check the 
status of his/her learning progress. The core objective of this 
exercise is to recommend a student whose progress of learning 
is not satisfactory. 

An intelligent information access system (IIAS) is 
engineered to introduce new learning theories for the 
undergraduate students [14]. Concept, case and internet based 
learning theories are taken into account while developing the 
proposed system. IIAS identifies and marks important notes 
about an experimental medical case and it also assists in 
conducting objective assessments. The complexity of test 
assessment can be tailored according to the semester number 
of a student.  

A similar study is conducted while developing an 
educational system [15]. The proposed system depends on 
abilities of students and degree of interaction between students 
and instructor [15]. The proposed educational system uses 
multi agent domain ontology to measure the progress of 
learning and judge the abilities of a student. A student 
interacts with the system to describe his/her opinion about a 
topic and it is matched with the data of text book. The system 
displays the mistakes of a student and it also suggests 
improvement in the course material.  

Escudero and Fuentes [16] propose a general purpose tool 
that can be used to design courses for an intelligent tutoring 
system regardless of the platform. The platform independent 
courses are interoperable to easily call and use. The idea of 
such courses will help the practitioners to deal with a single 
course as an independent software component and it will 
incorporate known advantages of component based 

development into ITS such as reusability, time saving and 
economical.  

A study is conducted to propose a new idea to deal with 
the (ITS) [17]. Escudero and Fuentes [17] propose a general 
purpose tool that can be used to design courses for an 
intelligent tutoring system regardless of the platform. The 
platform independent courses are interoperable to easily call 
and use. The idea of such courses will help the practitioners to 
deal with a single course as an independent software 
component and it will incorporate known advantages of 
component based development into ITS such as reusability, 
time saving and economical. The general purpose tool is tested 
using two ITSs to conclude the results.   

El-Bishouty et al. [18] recommend developing an e-
learning system that is intelligent, adaptive, and customizable. 
The proposed e-learning system should have the features to 
generate courses and recommend improvements according to 
the level of interacting student. The proposed system will use 
behavior, learning style and cognitive skills (BLC) of a 
student to train. El-Bishouty et al. [18] recommend that it is 
vital to consider BLC as a basic building block to develop an 
effective and efficient e-learning system to achieve the desired 
results.  

A research is conducted to model and adapt the user in a 
virtual environment [19]. CUMULATE is a general purpose 
student modeling server that is developed by Brusilovsky et al. 
[19] to describe the e-learning architecture and knowledgetree 
in a distributed environment. Knowledgetree is software that 
is used to provide online services.  Subject based search is 
used to infer using CUMULATE and QuizGuide during the 
self-evaluating quizzes. 

By investigating these systems, we can conclude that: 
None of the above literature addressed the following subjects 
which shape the objectives of our research:  

1) Automatic generation of a course syllabus, Table of 

Contents (TOC), and course material.  

2) Automatic adaptation of the course syllabus: generation 

of adapted course syllabus, adapted TOC, and adapted course 

material according to the student background knowledge.  

3) Adapted course delivery according to the student 

model.  

4) Adapted student assessment: placement of quizzes 

during the course, assessment of prerequisite knowledge, post 

course assessment according to the student model, especially 

the student learning style.  

5) Integrating the concept of Bloom‟s taxonomy to 

enhance the comprehensiveness of the domain ontology. This 

adoption and enhancement to domain Ontology affects all the 

learning components of authoring, delivery and assessment.  

6) Utilizing m-Learning to the system.  

7) Support tools for building LORs and creating LOs from 

existing learning material. 

8) Adaptive open source LMS. 

In this paper, we present recommendations to add 
adaptation and personalization to one of the most common 
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open source Learning Management System (LMS), Moodle. 
The adaptation features are based on using learning styles, 
ontology, and cognitive Bloom Taxonomy in building and 
presentation of the e-learning material (Learning Objects). 
This is helpful to establish a nation-wide adaptable and 
cognition-based Learning Object repository and course 
development centers. The rest of the paper is organized as 
follows: Section 2 presents the adaptive e-Learning System 
(KAU-AES) developed at King Abdulaziz University. 
Section 3 is directed to the knowledge base building 
recommendations and Section 4 presents the recommendations 
of the authoring system. Section 5 discusses the adaptive 
course delivery system recommendation. Section 6 gives the 
recommendations for assessment system, and finally Section 7 
presents the discussion and conclusion.  

II. ADAPTIVE E-LEARNING SYSTEM: KAU-AES 

The major objective of this paper is to give 
recommendations based on theoretical and practical 
experience to build adaptive e-Learning environment 
community. Instead of building an environment from scratch 
to support all the educational services required by the 
educational institutions, we used Moodle because of its 
popularity as it is used in several universities. Moodle also is 
known as simple and easy to adapt and customize to the needs 
of the educational system. Therefore, Moodle is integrated to 
many of the components that were developed to compose the 
Adaptive e-Learning Environment, as shown in Fig. 1.  

 
Fig. 1. High Level Architecture of the Adaptive e-Learning Environment 

Three main subsystems in the proposed adaptive e-
Learning system are integrated to the open source Moodle, 
namely, Authoring, Delivery, and Assessment engines. Each 
of those main engines works smartly with the aid of the 
Knowledge base. This knowledge base, in turn, is composed 
of three main knowledge bases, namely, the Ontology Model 
(OM), the Learning Object Repository (LOR), and the 
Question Bank (QB), each of which is maintained with the aid 
of a specially designed editor. Finally, the normal database of 
Moodle is updated to accommodate more data as required by 
the adaptive environment, such as: 

The student information is updated to accommodate the 
Student Model (SM) by adding both his/her background 
knowledge, learning style model, and some other data, such 
as, preferred language, etc. The course information is also 
updated to include the Course Learning Outcomes (CLO). In 
addition, the Moodle itself is adapted to accommodate and 
seamlessly integrate to the different components of the 
adaptive e-Learning Model. For instance, the following was 
implemented to augment Moodle with adaptation: 

The student page is updated to allow for editing and 
updating the student model. 

The Teacher page is adapted to allow him to edit the 
course LOs, CLOs, and Generate the Course Syllabus. 

When the student registers in a course, the course CLOs 
are automatically adapted to suit this specific student 
according to his/her student model. His/her course syllabus 
and course table of contents are adapted accordingly. 
Therefore, the Moodle page for the student is adapted to 
display the student adapted CLO, the adapted Course 
Syllabus, and the detailed adapted Course TOC.  

The following steps are recommended to build the 
adaptive e-Learning Environment: Design and build the core 
Knowledge base. 

Design and build the knowledge base and tools: 

 The LO specification and meta-data structure. 

 The Domain Ontology network structure so as to 
augment Bloom's Taxonomy. 

 The Student model components and dimensions. 

 Design and build the authoring support tools. 

 Design and build the adaptive delivery engine. 

 Design and build the assessment engine. 

III. KNOWLWDGE BASE BUILDING RECOMMENDATION 

All components of the adaptive e-Learning Environment 
are centered on the knowledge base. As shown in Fig. 2, the 
Knowledge base is composed mainly of three major 
components: the system knowledge base; student database; 
and course database. The Knowledge base is composed of the 
Learning Objet Repository (LOR) and the Ontology Model 
(OM). While, database is composed of the Student Model 
(SM) and the Course Model (CM), which themselves are 
further decomposed. The SM is composed of two components: 
the student‟s Learning Style Model (LSM) that is defined in 
terms of the four dimensions of FSLSM [6] and the SBDK 
representing the knowledge that the student captures with an 
acceptable cognitive depth for the domain of study. In 
addition, the CM is composed of three components: the CLO, 
the Course Syllabus, and the TOC.  

Two database components that are essential to the adaptive 
processes, namely, the Student Model and the Course Model, 
which maintains data along those two models for each student 
and each course, respectively. The student model has two 
major components in addition to few other attributes. The 
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course model has three components; each is having two levels, 
generic and adapted to suit each student. 

 
Fig. 2. The Knowledge base 

The Student‟s Learning Style Model (LSM): Each student 
has his/her own learning style model which is defined in terms 
of the FSLSM‟s four dimensions (Visual/Verbal, 
Global/Sequential, Active/Reflective, Sensing/Intuitive). The 
LSM is identified for each student once, at the time he/she 
joined the e-Learning system. The LMS is identified through 
the index of FSLSM questionnaire 
(http://www.engr.ncsu.edu/learningstyles/ilsweb.html) which 
is considered an easy way to identify the learner‟s learning 
style in more details. This questionnaire contains 44 questions 
and describes the learning style dimensions by using scales 
from -11 to +11; while zero indicates the origin of the axis, 
each direction on the axis refers to one of the two properties of 
the dimension.  

Instead of asking the student to fill the questionnaire in 
sequence (the 44 questions), we grouped the questions related 
to each two dimensions in a single group of questions as 
shown in Table I. From the practical experience with students 
while they are filling the questionnaire, this enables them to 
choose the most related to their preferred learning style as they 
sometimes find some confusion in understanding each 
question separately.    

The Course Model is composed of three components, two 
of which, namely, the course syllabus and the TOC are 
generated automatically by manipulating the Course Learning 
Outcomes that are defined by the course designer. Moreover, 
the Course Model has two levels of data: the highest level is 
more generic and concerns the course from a generic 
perspective, i.e., one course fits all, while the other is the 
adapted course for each individual student according to his/her 
Student Model. 

This generic course model is simply a course syllabus that 
is automatically generated from the course‟s CLOs with the 
aid of the Domain Knowledge Ontology Model. It is generated 
for all students with no guarantee it matches the student model 
of any of the students. In addition, the course‟s generic TOC is 
automatically generated to match the teacher‟s teaching style. 
On the other hand, the lower level of data of the  Course 
Model are the adapted Student‟s CLO, the adapted Student 
Course Syllabus, and the adapted Course TOC, which are 

adapted for each individual student according to his/her 
student model. 

TABLE I. GROUP SELECTION FOR FELDER LEARNING STYLE 

DIMENSIONS (ACTIVE/ REFLECTIVE/NEUTRAL) 

A B C 

Active Reflective Neutral 

I understand something better 

after I try it out. 

I understand something better 

after I think it through. 
 

When I am learning 
something new, it helps me 

to talk about it. 

When I am learning 
something new, it helps me to 

think about it. 

 

In a study group working on 
difficult material, I am more 

likely to jump in and 

contribute ideas. 

In a study group working on 

difficult material, I am more 
likely to sit back and listen. 

 

In classes I have taken I have 

usually gotten to know many 

of the students. 

In classes I have taken I have 

rarely gotten to know many of 

the students. 

 

When I start a homework 

problem, I am more likely to 

start working on the solution 
immediately. 

When I start a homework 

problem, I am more likely to 

try to fully understand the 
problem first. 

 

I prefer to study in a study 

group. 
I prefer to study alone.  

I would rather first try things 

out. 

I would rather first think 

about how I'm going to do it. 
 

I more easily remember 

something I have done. 

 

I more easily remember 

something I have thought a lot 

about. 

 

When I have to work on a 

group project, I first want to 

have "group brainstorming" 

where everyone contributes 

ideas. 

When I have to work on a 

group project, I first want to 

brainstorm individually and 

then come together as a group 

to compare 

 

I am more likely to be 
considered outgoing. 

I am more likely to be 
considered reserved 

 

The idea of doing homework 

in groups, with one grade for 
the entire group, appeals to 

me. 

The idea of doing homework 

in groups, with one grade for 
the entire group, does not 

appeal to me. 

 

The student‟s BDKM is used to adapt the student‟s CLO 
and Course Syllabus, while his/her LSM is used for adapting 
the Course TOC. The Course CLO represents the goal 
outcomes of this course as specified by the course designer. It 
takes the form of a list of items, each of which is described as 
follows: 

“By the end of this course the student will be able to: 
<Revised Bloom Taxonomy cognitive level> the <Concept 
name/id> at a complexity level of <depth level>”. 

For example,  

“By the end of this course the student should be able to 
Apply the concept of Stack at a complexity level of 2”. 

With the aid of the OM, the generic course syllabus is 
generated. The syllabus is composed of numbered sections 
which in turn are composed of subsections, while the TOC 
adds sub-subsections which go into pedagogical details. For 
instance, a section on Stack may contain a subsection that 
explains the concept of “LIFO”, while the TOC may further 
break down the “LIFO” subsection into many sub-subsections, 
like an definition, an application of LIFO from real life, etc. 

http://www.engr.ncsu.edu/learningstyles/ilsweb.html
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Using the Background Domain Knowledge Model 
(BDKM) of the Student Model of a certain student, the CLO 
will be adapted to match this specific student (hence is named 
Student Learning Outcomes (SLO)) by adding unknown 
prerequisite concepts, and removing well known concepts. 
Again, the Authoring System will use the adapted SLO, with 
the aid of the OM, to automatically generate the adapted 
course syllabus, which will then be the input for generating 
the adapted student‟s course TOC.  

The Cognition-Augmented Knowledge base has two main 
components, namely, the LOR and the Ontology Model (OM). 
Those two components are main drivers of the adaptation. OM 
derives the Authoring Process, while LOR derives the 
Delivery Process. Both components play an important role 
during the pre and post assessment processes. 

A subject matter expert course author, who is very much 
familiar and knowledgeable about the subject domain 
knowledge, knows much invaluable information about those 
concepts and the best ways of teaching them to a certain group 
of students with a specific average profile. For instance, the 
expert author should know what the best break down is for a 
certain specific topic; what the best sequence for certain topics 
would be; what topics would achieve the goals of a certain 
course; what the best depth is for each topic/subtopic; when to 
introduce exercises, quizzes, and tests, etc. to stimulate 
students‟ enthusiasm and learning effectiveness. One goal of 
this research is to support course authors in doing the 
authoring job professionally, even if they lack the sufficient 
expertise. 

In the e-Learning Model, that in-depth knowledge 
regarding a specific knowledge domain is accumulated in the 
OM, which is assumed to be incrementally and/or 
cooperatively designed by the domain experts. In fact, OM is a 
Key Player in the e-Learning Model. It is a comprehensive 
model of interrelationships among concepts/topics. This 
comprehension gives more flexibility to the authoring process 
in composing a course. Moreover, it gives an automation 
power to the authoring process.  

So, it is recommended to design OM with the objective of 
supporting not only course authoring but also course delivery 
and assessment as well.  To achieve this goal, the traditional 
Ontology net scheme is extended to accommodate two extra 
updates to the classical scheme: 

 Adding a measure of depth/complexity to each concept 
node in OM [20]. 

 Embedding the concepts of the instructional design 
theories and the Revised Bloom's Taxonomy [21, 22]. 

Complexity Level Extension: In OM, the concept‟s node is 
a complex structure. Each node is given a complexity value 
(F=Fundamental | M=Medium | D=Advanced) that is intended 
to guide the design of a course according to the course‟s 
complexity. To explain, a 200-level course wouldn‟t have the 
same topics/concepts as those higher-level courses; as the 
course level increases as the complexity of the concepts 
increases.  

However, usually a higher-level course would also 
introduce those concepts of a lower complexity. Therefore, for 
the navigation through the OM net during the course design 
processes, it is recommended to use the following simple rule.  

In a course of a complexity level “c”, all concepts of a 
complexity higher than “c” wouldn‟t be included in this 
course. For instance, if the course is a medium-level course, 
all advanced concepts (Marked with D) would be ignored; 
only F & M concepts are included.  

Embedding RBT in OM: The second improvement in OM 
is the accommodation of the RBT [22]. Each concept node is 
made of six levels corresponding to Bloom‟s levels. This will 
make OM as a multilayered diagram; one layer for each of the 
Bloom‟s levels. This extension is intended to guide the course 
design phase in which the course objectives specify the target 
Bloom‟s level for each concept covered in the course. 
Accordingly, this concept‟s OM‟s layer is employed and the 
relationship links are followed. Most importantly of those 
links is the prerequisite link which might reference a specific 
layer of another concept, as shown in Fig. 3, where the 
"Depth-Limiting Search strategy", for instance, is having 
complexity level “M” and whose RBT's level of 
"Understanding" requires, as a prerequisite, "Depth-First 
Search" at RBT's Level of “Applying”. 

Noteworthy, not only the course authoring is intelligently 
impacted by the extended OM but also many other 
components in the Knowledge base. For instance, the 
student‟s BDKM is updated to accommodate the six levels of 
RBT. Accordingly, OM plays an important role in the 
adaptation of the course delivery in two ways: 

 A more accurate evaluation of the student knowledge 
as compared to the prerequisite requirements, and 

 Compensation of missing prerequisite knowledge.  

This feature is implemented with only the first tree levels 
in the RBT and the compensation of the missing prerequisite 
knowledge is done through "recall" branch as in Fig. 3. 
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Fig. 3. Learning Object Folder Structure 

Each Learning Object is described, and hence selected, 
using a set of metadata attributes. The LO Metadata Model 
extends the standard metadata model of SCORM by adding 
few extra attributes to accommodate the adaptation theme of 
the e-Learning Model. In other words, the LO Model has 
extended the standard metadata model of SCORM by: 

1) Adding extra attributes necessary for supporting the 

theories it implements, such as Learning Style Model, Revised 

Bloom‟s Taxonomy, etc. Of course, these attributes are not 

contradicting with any LO standard, but rather they are 

complementing them, 

2) Employing some of the SCORM‟s attributes after 

stretching their space of acceptable values. 

In general, these Metadata Attributes are used for two main 

purposes: 

3) Searching and retrieving the LOs easily and precisely 

either manually or automatically. 

4) Aiding in the process of adaptation and personalization 

through choosing the proper LOs meeting specific criteria.  

The Metadata Model: The adaptation process applies 
different theories such as Learning Style, instructional design, 
and cognition theories, a knowledge that are usually applied 
by an expert instructor who happened to know them through 
study or by experience. Inexpert instructors, on the other hand, 
though are subject matter experts, usually lack such 
knowledge. The e-Learning Model attaches a set of metadata 
attributes to each LO in order to aid the adaptation process. 
Those attributes are so simple and naive in such a way that 
they don‟t require an expert to define them, yet are used by the 
expert system to deliver courses with a similar quality like that 
of an expert instructor. Each LO is described in terms of 
several metadata attributes.  

IV. AUTHORING SYSTEM RECOMMENDATION 

Once the course is added to the system and its CLOs are 
defined, the algorithm of the “Generic Course Syllabus 
Generator” runs to generate the generic course syllabus, while 
the algorithm of the “Adapted Student Course Syllabus 
Generator” runs once the student registers in a specific course. 
The files are placed in an agreed upon folder and named with 
an agreed upon naming convention. The idea of the Generic 
Course Syllabus Generator is summarized as follows: 

1) For each Concept in the CLO, consult OM to identify 

its “ISA” and “Prereq” linked concepts. Those concepts 

should be added to the syllabus before the concept as “recall” 

concepts so that they are briefed to the student before start 

teaching the concept itself.  

2) For each Concept, its “ComposedOf” (or sometimes 

called “PartsOf”) relationships in OM are followed to identify 

the breakdown of this concept.  

3) Those subordinates of the concept (its ComposedOf 

concepts) are ordered using the “follow” relationships among 

them.  

4) Only subordinate concepts of complexity level less 

than or equal the level specified in the CLO are considered.  

5) This procedure is recursively done so that the same is 

done for all concepts added to the syllabus. 

At the level of the generic syllabus, the Cognitive level is 
considered only when following the relationships. The 
relationships (e.g., “ISA”, “Prereq”, “ComposedOf”, 
“Follow”) should be traced in OM starting at the appropriate 
cognition level as specified by the CLO.  

The Generic Course Syllabus is adapted for each specific 
student to guarantee: 
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 No concepts/topics are not included if the student 
already knows them at an acceptable level.  

 All concepts/topics that are pre-required for teaching 
the concepts of the Generic Syllabus and that are not 
known by the student at an acceptable level are added to 
adapted syllabus in order to be taught before teaching 
the bespoke concept. This step is recursive to capture all 
missing levels of the pre-required knowledge. 

Therefore, the idea of the Adapted Student Course 
Syllabus Generator can be summarized as follows: 

1) Starting at the course CLO and given the student‟s 

BDKM, the following is done to adapt the CLO into a specific 

student‟s SLO: 

2) For each concept in the CLO, consult the student‟s 

BDKM, and OM: 

3) If the student already knows this concept at an 

acceptable level of mastering, then remove it from the SLO. 

4) If student‟s BDKM misses any of the concepts 

predecessors (“ISA” and “Prereq” relationships), then add this 

concept to the student‟s SLO at the same cognitive and 

complexity level as described in the CLO for the specified 

concept. 

5) This last step is done recursively until is terminated by 

a concept that is well known to the student as per his/her 

BDKM. 

6) Starting at the adapted SLO, do the following to 

generate the Adapted Student Course Syllabus: 

7) For each Concept in the SLO, consult OM and his/her 

BDKM: 

8) If the concept is known by the student, then remove it 

from the Adapted Syllabus. 

9) Identify the concept‟s “ISA” and “Prereq” linked 

concepts, if those concepts are not known by the student‟s 

BDKM, they should be added to the Adapted Syllabus before 

the concept as “recall” concepts so that they are briefed to the 

student before start teaching the concept itself. 

10) This step is done recursively to visit all pre-required 

concepts and their pre-requirements. 

11) For each Concept, its “ComposedOf” (or sometimes 

called “PartsOf”) relationships in OM are followed to identify 

the breakdown of this concept. 

12) Those subordinates of the concept (its ComposedOf 

concepts) are ordered using the “follow” relationships among 

them. 

13) Only subordinate concepts of complexity level less 

than or equal the level specified in the CLO are considered. 

14) This procedure is recursively done so that the same is 

done for all concepts added to the syllabus. 

15) The steps above are to be repeated for each time a 

concept is to be added to the system. 

V. ADAPTIVE COURSE DELIVERY SYSTEM 

RECOMMENDATION 

The Course Delivery System (CDS) adapts the delivery of 
the course to the student according to his/her student model. 

The Delivery System takes it from the Adapted Student 
Course Syllabus, to generate the detailed Adapted Course 
TOC, and then to the presentation phase where the appropriate 
LOs are presented to the student, as shown in Fig. 4. Each 
student would have his/her personalized TOC. The TOC is 
structured into: Chapters, Sections, and Sub-Sections. 
Chapters and Sections come from the Adapted Student Course 
Syllabus. Sub-Sections are identified in this phase according 
to the student‟s LSM. 

LSM Adaptation Guidelines: 

The LSM adopted by the e-Learning Model is FSLSM 
[23] as it has applicability to e-learning and compatibility to 
the principles of interactive learning systems design [18]. A 
student‟s learning style will affect the adaptation process in 
two directions, namely, the selection and sequencing of the 
LOs during the course delivery. 

“Selection” can be identified at large by the answers to few 
questions, which mainly direct the adaptation process through 
the selection of the appropriate LO based on the “Technical 
Format” attribute: 

What type of information does the student preferentially 
perceive? 

Sensory (sights, sounds, physical sensations).  

Intuitive (possibilities, insights, hunches). 

 
Fig. 4. The Course Delivery System Architecture 

Through which sensory channel is external information 
most effectively perceived? 

Visual (pictures, diagrams, graphs, demonstrations). 

Verbal (words, sounds). 

How does the student prefer to process information? 

Actively (through engagement in physical activity or 
discussion). 

Reflectively (through introspection). 

How does the student progress towards understanding? 

Sequentially (step by step) 

Globally (in large jumps, holistically). 

The guidelines governing both the Selection and 
Sequencing procedures are presented in [24]. Accordingly, 
translating these guidelines, TOC templates are designed for 
each of the LSM dimensions.  
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VI. ASSESSMENT SYSTEM RECOMMENDATION 

The assessment module gathers information about the 
student using a test tool. LMS uses assessment tools to 
provide instructor with facilities to assess e-learners based on 
multi-type tests and exams, to track achievements in those 
exams and tests and to provide online grade books. The CAS 
displays questions from the Question Items Repository (QIR) 
in an adaptive way based on learner style and preferences. It is 
recommended to have two types of assessments: assessment 
after each LO presentation; and an evaluation exam for the 
whole presented learning section.  Exam items are presented 
in a manner related to the learner by presenting question 
objects following the student's preferences. The Question 
Objects (QO) are parts of the question item.  

The QIR is the central storage for that module, which is to 
be shared among instructors that maintain a collection of 
reusability test items to measure different levels of knowledge 
and skills in different difficulty levels. The CAS is adapted 
based on FSLSM to select, present and sequence the question 
objects to the preferred student learning style. We are 
employing a simple overlay student model. It reflects the 
student's estimation of current knowledge levels for a student 
in concepts in the current domain and prerequisite concept in 
every level of RBT.  

The instructor is responsible to identify elements of criteria 
for the test which are: the domain knowledge (the current 
course), concept to be measured and under any level of RBT 
(cognitive domain) wanted to measure this concept to 
determine the behavioral objectives, some adaptive rules 
related to the adaptation and evaluation process.  

The engine generates the question items tailored to the 
student ability and based on the test objectives and instructor 
rules. To measure the specific level of RBT, we must measure 
the test objectives which are matched with this level. The 
grade of proficiency is set to 1 if the student has knowledge 
and set to 0 if the student does not have knowledge. We start 
to measure the objectives from a simple level to the more 
complex levels of RBT or vice versa depending to the concept 
to be measured. There are two cases, if the concept to be 
measured is for the current course then start from the lowest 
(simple) level of RBT to the required level of RBT. The other 
case, if the concept to be measured is for the prerequisite 
course, then we start from the required level of RBT (more 
complex) in the objectives to the lowest level of RBT.  

We recommend to add assessment with many options with 
the following important fields: 

Quiz or Exam field (Quiz or Exam) that specify if the 
assessment is an exam or quiz. 

Question Selection field (Manual or Auto) that specify if 
the assessment question will be selected by the teacher 
(Manual) or by the system (Automatic selection) , if auto is 
selected then the teacher should specify number of question 
and their difficulty level in the fields (Number of Low Level 
Questions, Number of  Mid-Level Questions , Number of 
High Level Questions) 

Type field (Pre. or Post.) that specify when to view the 
quiz before learning object playing or after viewing it. 

Concept field that shows the concept related to the 
assessment. 

VII. DISCUSSION AND CONCLUSION 

We have designed sample lectures the Web Programming 
course (CPIS358) at the department of Information Systems 
with Faculty of Computing and Information Technology at 
King Abdulaziz University.  For web Programming course, 
some topics, such as JavaScript, PHP, HTML are discussed 
and presented based on the domain ontology prepared for the 
course. 

The system guides the teacher throughout the course 
design process by helping him/her to: 

 Understand the student(s) model: cognitive modes, 
skills, and traits; 

 Determine the concepts to be covered to achieve the 
course learning outcomes; 

 Determine the best methods and pedagogy to present 
those concepts to the students according to their 
cognitive models; and 

 Search for the best available assets and learning objects 
that achieve such criteria. 

In addition, the system helps the student during the course 
delivery process for the goal of making the learning process 
more pleasant, efficient, and effective. It will help him/her 
through: 

 Adapt the course syllabus to match his/her background 
knowledge yet to meet the course objectives; 

 Choose the most appropriate presentation style and 
pedagogy that best suits each individual student; 

 Select the most appropriate course content and learning 
objects that suits the student the best; 

 Choosing the best sequencing of the learning material; 

 Identify the proper time and amount of exercises, 
quizzes, tests, and exams that best suites each individual 
student‟s style of learning; and 

 Assessing students according to their cognitive abilities 
and preferences. 

The following results were recognized and were 
conceptually proven: 

 Integrating instructional design theories (e.g., RBT) and 
psychology and learning theories (e.g., Learning style 
models such as FSLSM) into the adaptive learning 
process has been demonstrated feasible. 

 Employing computer science technology to implement 
an intelligently adaptive authoring and delivery courses 
is proven feasible. Technologies such as Ontology, 
Learning Objects, and Expert Systems were used to 
achieve such goals. 

 A reasonable student model was designed in such a way 
to achieve adaptability in delivering courses to each 
specific student to match his/her profile as possible for 
more effective and efficient self-learning process. 
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To the best of our knowledge, we did not find similar 
integrated work in our region. By carefully inspecting of some 
related work, we can deduce the following comparative of our 
system KAU-AES with other systems in the literature as 
shown in Table II. 

For our future research directions, we may have the 
following points: 

 Use educational data mining techniques to investigate 
and predict students' trends and attitude.   

 Making In-Depth Analysis of the Felder-Silverman 
Learning Style Dimensions for our Arabic region and 
compare it with foreign regions. 

TABLE II. COMPARISON OF ADAPTIVE SYSTEMS AND TOOLS 
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Taxon

omy 

Ontol
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n 
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rce 
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CA 

[12] 

√ Felder 

& 
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man 

√  √    

INES 
[13] 

√  √      

[14]   

 

√ 

 

   √  

[15] √ 

 

     √  

[17] √ 

 

 √      

[18] √ 

 

Felder 

& 

Silver

man 

√ 

 

     

[19] √ 

 

 √ 

 

     

Moo

dle 

   √ 

 

√ 

 

  √ 

 

KAU

-AES 

√ 

 

Felder 

& 
Silver

man 

√ 

 

√ 

 

√ 

 

√ 

 

√ 
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Abstract—Image segmentation is challenging task in field of 

medical image processing. Magnetic resonance imaging is helpful 

to doctor for detection of human brain tumor within three 

sources of images (axil, corneal, sagittal). MR images are nosier 

and detection of brain tumor location as feature is more 

complicated. Level set methods have been applied but due to 

human interaction they are affected so appropriate contour has 

been generated in discontinuous regions and pathological human 

brain tumor portion highlighted after applying binarization, 

removing unessential objects; therefore contour has been 

generated. Then to classify tumor for segmentation hybrid Fuzzy 

K Mean-Self Organization Mapping (FKM-SOM) for variation 

of intensities is used. For improved segmented accuracy, 

classification has been performed, mainly features are extracted 

using Discrete Wavelet Transformation (DWT) then reduced 

using Principal Component Analysis (PCA). Thirteen features 

from every image of dataset have been classified for accuracy 

using Support Vector Machine (SVM) kernel classification (RBF, 

linear, polygon) so results have been achieved using evaluation 

parameters like Fscore, Precision, accuracy, specificity and 

recall.     

Keywords—Brain tumor; level set; Hybrid Fuzzy K Mean 

(Hybrid FKM); Discrete Wavelet Transformation (DWT); Scalable 

Vector Machine (SVM); Magnetic Resonance Image (MRI); 

Principal Component Analysis (PCA) 

I. INTRODUCTION  

MRI gives internal visualization of soft tissues of brain 
and analysis if MRI is from plentiful visual information when 
expert when wants to examine brain for detection of brain 
tumor. Two kind of brain tumor have been seen in images like 
benign and second one is malignant. Experts check type of 
tumor with boundary of tissue in MRI. Three orientation of 
MRI are available for visualization like Sagittal (x axis), 
coronal (Y axis) and Axil (Z axis). In this paper Axil slice of 
T2 give more highlight of tumor boundary but challenge to 
detect due to homogenous intensity. Experts interested 
observing brain tumor from digital images which are noisier. 
To identify information from these digital images, the process 
of segmentation has been used. Manual segmentation is much 
time consuming if the volume of image becomes high. 
Therefore, automatic segmentation using different method 
becomes important and challenging for more accurate 
detection. Segmentation improves with combination of 

thirteen texture and statistical features, reduction of features 
and classification to segment target labels.   

In Section II detailed related work along critical table is 
discussed, in Section III detail analysis of two datasets is 
shown. Section IV is for methodology with stepwise 
implementation, Section V is results and discussion, and at 
last Section VI provides conclusion and future directions. 

II.  RELATED WORK 

MRI imaging is compromising due to noise, complexity of 
detection of brain tumor disease [21]. Patient declares normal 
or abnormal with analysis of MR imaging. The importance of 
MR imaging has been seen with plentiful visualization of soft 
tissues [22]. MR imaging needs improvement due to signal to 
noise ratio [23] and they need enchantment so segmentation 
method diagnoses brain tumor in MR imaging and they 
classifies tumor as malignant or benign. 

For detection of brain tumor, MR imaging incorporated by 
manual segmentation, semi-automatic segmentation and 
automatic segmentation. Manual segmentation is performed 
with some software’s, but they have issue of variation every 
time. Semi-automatic segmentation has affected from personal 
intervention whereas automatic segmentation is incorporating 
with special knowledge for detection of brain tumor [24]. 
Special kind of filters has been used for detection of brain 
tumor [25]. Automatic detection is only made for local region 
[26]. With using combination of WFRFT+PCA+SVM achieve 
maximum accuracy [27]. 

Many studies have been found for detection of brain using 
classification for purpose of segmentation and results can be 
seen with some accurate results. 

Various novel system for detection of brain tumor has used 
Magnetic Resonance imaging (MRI) modality [6], [15]. Using 
none supervised learning Fuzzy C mean, K mean for 
automatic segmentation are more focused for specificity and 
sensitivity [18], [19]. Classification techniques are more 
focused for accurate detection of brain tumor [1]-[6].    From 
methodology point of view classification is important for 
feature extraction [20]. Determined symmetric or none 
symmetric features are modelled using preprocessing and post 
processing techniques for pathological brain detection [6]-
[10]. Feature Extraction of Brain MRI is transforming [1], In 
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DWT, it converts into digital values whereas in SWT can see 
brain features more accurately. Magnetic Resonance Brain 
Image has been classified based on Adaptive Chaotic PSO [2]. 
Combined three different techniques to find best classification 
for detection of normal brain or abnormal brain so applied 
DWT+PCA+ ADCPSO (Adaptive comparative particle swarm 
optimization) and after that neural network has been applied 
for best results. The classification results were 98. 5 per cent 
with combination of ADCPSO+FNN over 160 images from 
Harvard site. The advantage of this technique was better result 
achievement and disadvantage of this paper is neural network 
working is unclear. Magnetic Resonance Brain Image 
Classification by AN Improved Artificial BEE Colony 
Algorithm for classification(ACB)[3], various classification 
techniques for MRI to detect brain either normal or abnormal  
has applied and it has been proved ACB better as compare to 
GA (Genetic Algorithm), Differential Evolution (DE) and 
PSO. For classification, it has been performed ACB (Artificial 
BEE colony) worse for training of FNN so it has been decided 
performance of optimization depend upon application, so 
devised Scalable Chaotic Artificial Bee Colony algorithm 
classifies normal and abnormal brains of T1 weight images 
with accuracy of 100 percent. Devised novel hybrid classifier 
for detection of normal and abnormal brain and has obtained 
100 percent accuracy after performing experiments [4]. Before 
experiment has applied series of step over image like wavelet 
transformation at different levels then PCA for feature 
extraction then finally applied BNN and accurate result has 
found. Achieved accuracy after using combination of DWT, 
PCA, KSVM and kernel which has been used is GRB kernel 
and it accuracy is 99.38 over Axial images [5]. SVM + PSO 
over trained data and then optima; optimal KSVM told about 
normal or abnormal brain and found 97.7 per cent accuracy 
which is larger amount as compare to BP-NN(86.22%), RBF-
NN(91.33%) [6]. Modern classification of brain MRI images 
and that’s that classifications are “WFRFT+PCA+GEPSVM”, 
“WFRFT+PCA_TSVM, the proposed results are better than 
other eight classes[7]. Feed forward neural (FNN) had been 
used as classifier for optimization and in novel work has been 
combined  with biograph based optimization and particle 
swarm optimization in way of training FNN, finally achieved 
proposed classification up to 100 percent with combination of 
WE(Wavelet Entropy and HBP(hybridization BO,PSO) [8]. 
Contribution was proved that “DWPT+TE+GEPSVM+RBF 
method gave better classification than other state of art 
methods or techniques” and accuracy was 100 per cent [9]. 
Successful for invention of automatic abnormal brain 
detection using improved classifier with combination of Q-
PSO, KSVM and wavelet energy. In paper conducted 
experiment obtained best results comparatively. Secondly 
wave let energy feature is best for abnormal brain detection. 
[10]. The disadvantage of this work is, this is very complex 
work. The good thing is that his accuracy was 97.78 percent 
with technique of BBO-KSVM [13]. Robustness has been 
defined as human visuals image with abnormality and system 
confirms the abnormality like system did in 0.002 second to 

prove robustness. Technique over 25 normal images were 
selected whereas rest of 25 were abnormal .90 per cent correct 
identification [11]. 

Segmentation methods are important for segmenting of 
MRI image and they may be fast if threshold values are 
assigned. Model based techniques which are based on 
geometric deform model they use full automatic segmentation 
but computationally expensive but it calculates sensitivity of 
tumor boundaries [12]. Performed automatic segmentation 
after converting knowledge into probabilistic values in image 
so find complex feature and  Neural Network convolution is 
applied because it can learnt more complex features in MRI 
therefore multi modal proposed for MRI [13]. Segmentation 
using morphological operation like feature of brain tumor 
centroid X, centroid Y, area and in comparison segmentation 
technique using morphological is better than other rest of 
methods [14]. 2D adoption noise removed, segmentation is 
achieve with removing strong speckle and enhance the weak 
boundaries of medical image, the weakness is accomplished 
with range filter to segment various anatomical structure [15]. 
In first generation segmentation methods are threshold 
methods, region growing methods and edge-based detection 
and in second generation they are cluster, classifier, 
deformation model and graph cluster. In third generation, 
graph guided approach, shape model, appearance model, 
medical image segmentation methods, algorithm and 
application. [16]. Segmentation methods are important for 
detection of brain tumor when MRI is compromising different 
issues during their process. Combined K mean cluster 
algorithm with fuzzy C scan in minimal execution time in four 
stages like preprocessing, clustering, feature extraction and 
validation from noisy portion of MRI [17]. An un supervised 
method with a clustering approach for tumor identification and 
tissues segmentation in magnetic resonance is important from 
un supervised perspective [18]. Two techniques hybrid Fuzzy 
c mean, k mean using SOM achieved best sensitivity, mean 
square root, specificity over Harvard repository images and 
has achieved best segmentation over three sources of image 
like axil images, corneal and sagittal [28]. Vector 
classification and Z indexing [19] is good paper for 
classification point of view of classification and feature can be 
Efficient Feature detection of image using Multimedia 
database using Query [20]. Contextual, fuzzy classification 
methods, robust features and extraction methods achieve good 
results during segmentation [32]-[36].  

The segmentation of brain tumor has been performed in 
continuous regions as well as in discontinuous regions. Brain 
tumor is as a feature and has been detected in MRI when 
applies quad tree for detection of region of interest (ROI) in 
continuous region [21]. Quad tree active contour level set are 
compromising in discontinuous regions. Hybrid FKM-SOM 
technique has filled gap of partitioning of tumor portion and 
edema region, but limitation occurs due to intensities mixing, 
analyzed three sources of images like Axil, Sagittal and 
Corneal but segmentation results using comparison parameter 
are not sufficiently proving for segmentation and evolution of   
brain tumor.  
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TABLE I. ACCURACIES OF SEGMENTATION 

Paper title Techniques 
Segmentation 

Accuracy 

(Sneha Dhurkunde 

2016) 

Histogram, Fuzzy c mean, K 

mean 
79.5 

(Saleha Masood*, 

2015) 

Thresholding, Region growing, 

Clustering, Classifiers, Bayesian 
approach, Deformable methods, 

atlas guided approach, edge 

based methods, compression 
based method 

Missing 

(Norouzi et al., 

2014) 

Thresholding, histogram, Region 

of interest, Clustering techniques, 

Classification techniques, 

Expectation maximization, 

Graph Cut  

Missing 

(Rajaei et al., 2012) Image texturing, Range filters Missing 

(Padma and 

Sukanesh, 2011) 
Dominant grey level run length 85 

Vishnuvarthanan et 

al., 2016).  

Hybrid Fuzzy k mean-SOM, 
Fuzzy c mean, neural network, 

evaluation matrix 

91 

(Abdel-Maksoud et 

al., 2015) 

Median filter, K mean cluster, 

Fuzzy c mean 
87.5 

Pei, L., Reza, S. M., 

and Iftekharuddin, 

K. M. (2015) 

K cluster, histogram, joint label 
fusion 

71 

Yang, G., Zhang, 
Y., Yang, J., Ji, G., 

Dong, Z., Wang, S., 

et al. (2016) 

Classification, Pattern 
Recognition, Support Vector 

Machine, Biogeograph based 

optimisation 

Missing 

Zhang, Y., Dong, 

Z., Wang, S., Ji, G., 
and Yang, J. (2015) 

Shannon entropy; Tsallis 

entropy; discrete wavelet packet 

transform, support vector 
machine kernel technique, 

pattern recognition; classification 

Missing 

(Sudharani et al., 

2016) 

Sampling, histogram, 

morphological operation 
89 

Issues are arisen in brain tumor using MRI using 
segmentation when brain spread in discontinuous regions, due 
human less interactivity especially when MRI is nosier so to 
separate tumor tissues from normal tissues with accuracy 
become challenge. Accuracy of with combination of different 
segmentation method can be seen in Table I. 

III. MATERIAL 

A. Data Set 

Fig. 1 gives view of Scope of work from dataset no. 1, 
Two datasets have been based analyzed like Harvard data set 
and one local hospital MRI data set. Data set 1 is based on 

three orientation for single patient of MRI. Dataset number 1 
is consisting clinical used MR images dataset and it is 
consisting of eleven total patients; patient class has been 
divided into two main classes and their names are malignant 
or Benign. According to history of patient we have seven 
malignant patients and four Benign patients.  Both classes are 
for of abnormal patients. One patient is further divided into 
three kind of images plane like corneal (y axis plan), sagittal 
(x axis plane) and z axis plane which is known as axil plane. 
Dataset is consisting of T2 sequences. T2 sequence images are 
more enhance so that radiologist can easily observe before 
operation and treatment 

 

Fig. 1. Proposed feature diagram for data set number  

 

Fig. 2. Data set number 2 diagram 
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Fig. 3. Harvard dataset used by Y Zhang dataset (2). 

Fig. 2 is from benchmark dataset from Harvard brain 
published repository. The bench mark paper used Harvard 
repository of axial images [5]. Same wise [5], same 
orientation of dataset used same by [7] and are performing 
experiment over axil Z-axis images for accurate identification 
of brain tumor. These images are MR images and novel 
accurate has been evaluated for identification of brain tumor 
so it’s one view of images and for these images output 
accuracy of classification is more than 90 per cent. Other 
planes are compromising.  In data set result of classification is 
not mentioned. 

Datasets images has been taken for same patient, all of 
axis plane data set like in Fig (a), (b), (c), (d), (e), and (f) for 
same patient.             

 
(Dataset 1  Axil image for x axis plane) 

 
 (Dataset 1 Corneal images y axis plane) 

 
(Dataset 1 sagittal x axis plane) 

Fig. 4. Fig. a, Fig. b, Fig. c, Fig. d, Fig. e, Fig. f for x, y, z-axis plane. 

Above Fig. 3 and 4 are from two datasets like clinical 
dataset and another Harvard published dataset.  

IV. METHODOLOGY 

The methodology in Fig. 5 shows ten steps, and Fig. 6, 7, 8 
for contour and Fig. 9 and 10 for DWT and Fig. 11 for SVM 
classification. In first step dataset has been input, in step two 
dataset has been preprocessed for noised reduction, contour 
has been initiated in step three for detection of tumor location, 
in step number 4 segmented portion achieved, in step number 
5 features of image using DWT have been extracted for 
accurate detection, in step number sixth achieved features 
have been reduced using PCA, in step number seventh 13 
features have been achieved, in step number eight flavor of 
KSVM(Linear, polygon) achieved accuracy of classification 
and at second last step evaluation of accuracy achieved 
through specificity, accuracy, Fscore, precision and Recall 
have been derived and last one are results so comparison of 
dataset can be achieved. 

 

Fig. 5. Frame work 

Image segmentation performed with level set function the 
contour level zero so has been chosen manually [32]. 
Segmentation done without selection of proper initiate contour 
(IC) effects the segmentation results for discontinuous tumor 
within MRI. Therefore, in proposed strategy proper contour 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

398 | P a g e  

www.ijacsa.thesai.org 

has been generated, firstly binarization [31] has been 
performed seconding remove un essential then contour map 
have been generated for detection of discontinuous tumor 
portion as feature discontinuously region of interest. From 
Fig. 6 and  7 contour map has been generated. 

 

Fig. 6. Original image DS1. 

 

Fig. 7. Binarization Fig. (6). 

 

Fig. 8. Initiated Contour map generated 

  DWT (Discrete Wavelet transformation) is applying, 
image is considering as a signal and presents in time domain. 
[29] In time domain image has been divided locally into bands 
so energy level of image features has been highlighted. 
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Fig. 9. DWT signal representation 

Image

F1(n)

F2(n)

LL

LH

HL

HH

 
Fig. 10. DWT signal representation with high pass and low pass variations. 

In step number 6, PCA (Principal Component Analysis) 
performs for dimension reduction of image features. Firstly, 
identifies uncorrelated elements from image then least un 
correlated element remove from data set images so the group 
of most corelated elements have been obtained. Fig. 9 to 10 
shows DWT representation of image. 

 Step number 8 is accurate feature classification, obtained 
elements are classified through Support Vector 
Machine(SVM) like two classes are [-1,1]. SVM gives hyper 
plane and in such plan classified output(relevant) classes of 
images in query [30]. 

F(x, y)={(xn, yn) / xn ℇ  R
p

,  yn ℇ (1,-1)} 

To address above two issues firstly I have tested my 
dataset which is only Axil (z axis images) image so I could see 
one picture of dataset then I have trained my dataset using 
DWT, PCA, SVM and Kernel (Fig. 11) based SVM and next I 
have proposed dataset with aim of accurate classification of all 
of three kind images. 

H1

H2
H3

Class 2 Class 1

Linear SVM hyper plane 

 

Fig. 11. KSVM has variation of SVM like RBF kernel, quadratic kernel and 

linear kernel for accurate detection of features in queried image. 
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TABLE II. REFERENCED BASED 13 FEATURES TABLE 

Feature Reference 

 

Zhang, Y., and Wu, L. 
(2012) 

 

Zhang, Y., Ji, G., Yang, J., 

Wang, S., Dong, Z., 

Phillips, P., et al. (2016) 

 

Zhang, Y., and Wu, L. 

(2012) 

 

Zhang, Y., Wang, S., Dong, 

Z., Phillip, P., Ji, G., and 
Yang, J. (2015b) 

 

(Abdel-Maksoud et al., 

2015), (Vishnuvarthanan et 

al., 2016) 

 

S., Ji, G., and Yang, J. 

(2015) 

 

(Abdel-Maksoud et al., 
2015), (Vishnuvarthanan et 

al., 2016) 

 

S., Ji, G., and Yang, J. 
(2015) 

 

S., Ji, G., and Yang, J. 

(2015) 

 

Zhang, Y., and Wu, L. 
(2012) 

 

Zhang, Y., Ji, G., Yang, J., 

Wang, S., Dong, Z., 

Phillips, P., et al. (2016) 

Above Table II is list of features which we have used for 
accurate segmentation. 

The pseudo code of our work is in nine steps and state 
flow In Fig. 12, Step wise construction can be seen for 
segmentation of tumor with methods and accuracy has been 
checked with flavor of kernels. 

 

Fig. 12. Segmentation with step wise construction.  

V. RESULTS AND DISCUSSION 

In this paper, two data sets have been checked. Dataset 
number 1 is taken from sheikhzaidh hospital and second data 
set MR images have been taken from Harvard medical school 
repository. 

Data set number 1, which is consisting of MR images, MR 
images are three sources like Axil, Corneal and Sagittal. For 
axil in Fig. 13 and Table III, corneal in Fig. 14 and Table IV 
and sagittal with comparison to bench mark in Table V and 
Fig. 15. In dataset number 1, eleven patients have been 
checked and for each patient 99x13(axil), 99x13(sagittal) and 
99x13(corneal) has been overlooked and detected segmented 
tumor with accuracy and RBF, linear and polygon kernels 
whereas dataset number 2 which is consisting of only axil 
images for 42 years old patient. Same 13 features have been 
selected so total axil images are 20x13. The target labels are 0 
or 1. Zero mean malignant however 1 means benign. Same 
linear, polygon kernel, RBF and linear have been used for 
accurate detection. Fig. 12 and Table II are from bench mark 
dataset.  

In this section using SVM three kernels, their names are 
polygon kernel, RBF and linear and their results can be seen 
kernel versus comparison evaluation parameters like accuracy, 
specificity, precision, recall and FScore. Experiment is 
performed over clinical dataset and over public data. In 
Fig. 13 a graph figure, benchmark dataset accuracy of 
segmentation can be seen across evaluation metrices. Fig.  14 
is giving evaluation of Axil orientation segmentation accuracy 
whereas Fig. 15 gives picture of accuracy of coronal images. 
Fig. 16 the last one is showing picture of accuracy of sagittal 
along comparative analysis among these three orientations. 

TABLE III. HARVARD BENCH MARK DATASET DATA SET NUMBER2 USING 

RBF, LINEAR AND LINER KERNEL 

 

Zhong et al 

Accuracy 
Specificity Precision Recall Fscore 

Linear 

kernel 
66.6666667 66.66666667 66.66667 66.66667 66.66667 

RBF kernel 50 33.33333333 66.66667 50 57.14286 

Polynomial 

Kernel 
33.3333333 66.66666667 0 0 0 

Table III is targeting Harvard data set and three kernels 
(Linear, RBF, Polynomial) have been checked across for 
evaluation.   

 
Fig. 13. Comparative chart 
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TABLE IV. DATASET NUMBER 1AXIL IMAGES ACCURACY 

Accuracy of Axil images with Dataset1 

 

Accurac

y SZ 

Specificit

y 

Precisio

n 

Recal

l 

Fscor

e 

Linear 66.666 95 10 50 
16.66

7 

RBF 73.33 100 20 100 33.33 

Polynomi

al 
73.33 80 60 60 60 

Table IV is depict accuracy of clinical dataset number I 
across evaluation parameters.  

 

Fig. 14. Graph for axil images from dataset number 1 

TABLE V. DATASET NUMBER 1 ACCURACY RESULTS WITH RBF, 
POLYGON AND LINEAR KERNEL 

Accuracy of Corneal images with Dataset no. 1 

 

Accuracy 

SD 

corneal 

Specificity Precision Recall Fscore 

Linear 80 100 40 100 57.14286 

RBF 96.66667 95 100 90.90909 95.2381 

Polynomial 90 85 100 76.92308 86.95652 

Table V is giving accuracy of orientation of coronal using 
three kernels for accurate segmentation of tumor.  

 

Fig. 15. Graph for Coronal images from dataset number 1 

TABLE VI. TABLE FOR SAGITTAL IMAGES FROM DATASET NUMBER NO. 1 

AND COMPARISON ACCURACY OF BOTH DATASETS 

Accuracy for comparative analysis of Dataset1 with bench mark dataset 

 
Accuracy SZ 

Sagittal 
Specificity Precision Recall Fscore 

Linear 40 68.75 7.142857143 16.66666667 10 

RBF 53.33333333 100 0 NaN 0 

Polynomial 46.66666667 43.75 50 43.75 46.66667 

Table VI is for accuracy of kernels over dataset number 1 
of sagittal (X axis).  

 
Fig. 16. For comparison of accuracy of both data set number 1 and dataset 

number 2 

From above graph we can say clear cut difference of two 
dataset value for accurate segment detection of brain tumor 
using RBF, Linear and polynomial kernel. More transparent 
comparison has been drawn among datasets in above graph. 
Using linear kernel both datasets are equal whereas using RBF 
dataset 1 values need improvement and if using polynomial 
kernel then dataset 2 need more improvement as compare to 
dataset number 1. 

VI. CONCLUSION AND FUTURE WORK 

We have identified new improved scheme of steps of 
segmentation like appropriate contour generation, hybrid 
SOM-FKM for identification of tumor in discontinuous region 
and segmentation accurate results have been highlighted with 
evaluation parameters like accuracy, Fscore, precision and 
recall using RBF and polygon kernel where linear accuracy of 
dataset are almost 66.6 per cent whereas using RBF Harvard 
dataset used by Y Zhang accuracy is less than using dataset 1 
so need to improve accuracy. In this paper, analyzed three 
sources of images (axil, corneal, sagittal) in first dataset 
whereas in second dataset (Harvard) has been only using axil 
images therefore future work will also to analyzed rest of 
source of images in dataset 2. 
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Abstract—Document skew detection and correction is mainly 

one of base preprocessing steps in the document analysis. 

Correction of the skewed scanned images is critical because it has 

a direct impact on image quality. In this paper, the authors 

proposed a method for skew detection and correction for Mushaf 

Al-Quran image pages based on Hough transform method. The 

technique uses Hough transform lines detection for calculating 

the skew angulation. It works for different version of Mushaf Al-

Quran image pages which has skewed text zones. Moreover, it 

can detect and correct the skew angle in the range between 20 

degrees. Experiment conducted on different Mushaf Al-Quran 

image pages shows the accuracy of the method. 

Keywords—Skew detection; skew correction; Hough transform; 

preprocessing; binarization; image analysis 

I. INTRODUCTION 

Document Image processing is one of the fields that are 
rapidly growing faster in nowadays. It aims to convert paper-
based documents to forms that are proper for storage. It can be 
defined as the method that is used to perform some operation 
on specified image such as (Digitization, Storage, 
compression, Re-printing) [1]. Besides that, there are different 
aspects that image processing could be the base such as, 
electronic engineering and computer science too. One of the 
problems in this field is that, the text in a document may be 
rotated when scanning which leads to produce a skewed text 
in the printed document as in Fig. 1. 

 
Fig. 1. Al-Quran Surah Al-Fatiha with Skew Angle -8°. 

As a result of that, the quality of the document is decreased 
and that will lead to multiple problems in analysis the image 
as well as reduce performance of optical character recognition 
(OCR) [18]. This paper focuses on skew detection and 
correction for Mushaf Al-Quran image pages. By comparison 
to other language scripts, skew detection and correction for 
Mushaf Al-Quran script is quite different as it has diacritical 
marks as well as the handwritten style is different too as 
compared to normal Arabic scrips. Hough transform is a 
simple feature extraction technique that is widely used in 
computer vision, image analysis and image processing as well. 
It can simply use to find lines in image by linear transform to 
detect straight lines [9]. 

II. RELATED WORK 

Many studies of skew correction are published but for 
different languages such as English, Urdu, Chinese. However, 
in the document, text can be written on serval text lines. A 
various methods are used for skew detection and correction 
based on different algorithm like, Projection profile, nearest 
neighbor clustering, Fourier transform, cross correlation and 
others. Skew can be defined as the angle that deviates from x-
axis. Furthermore, accurate skew detection and correction 
helps other processes of OCR to be more successful. In [2] a 
novel method was proposed to recognize Arab / Jawi and 
roman digit by OCR. In [3] skew in documents can be 
classified into three class namely global skew, multiple skew 
and no-uniform text line skew. In [4]  document analysis 
depends on preprocessing stage , the much better the image is 
preprocessed, a much better result of analysis the image is. 
Furthermore, it increases the quality and the accuracies in the 
OCR systems. In [5] skew detection and correction can be the 
first step in the process of the document analysis as well as 
understanding processing steps as it has a direct effect on the 
reliability and efficiency of the segmentation and feature 
extraction stages. Currently, a lot research in Arabic 
documents bus less work is intensively been explored for 
Mushaf Al-Quran. Initially method to estimate the skew angle 
in a paper as in Fig. 2 is to draw a line through the text 
characters, and then the angle of the drawn line with the 
horizontal edges of the original paper is the skew angle. 

http://ftmk.utem.edu.my/ftmkweb
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Fig. 2. Basic Skew Angle. 

Generally, all ordinary pages have the skew angle of zero. 
However, the skew angle occurs due to different reasons. The 
main purpose of skew detection and correction is required to 
improve the quality of the scanned documents. In [6]  
O‟Gorman paper, all these techniques can be categories into 
three groups as projection profile, Hough transform and 
nearest neighbor clustering. In [3]  an evaluation for the most 
frequently skew detection techniques cited in their paper as 
(i) Projection Profile Analysis (PP), (ii) Hough Transform 
(HT) and (iii) Nearest Neighbor(NN). A comparison between 
the three techniques, the comparison started the weakness and 
strengths of each method as well as to compare the 
performance for both of them in term of the speed and the 
accuracy. Their evaluation showed that nearest neighbor 
techniques is the fasted one among them according to the 
speed but in other hand, its accuracy estimation evaluation is 
poor comparing to the other techniques. Furthermore, project 
profile technique gave the best estimation for the angle when 
it comes to the accuracy, in opposite its time is the longest to 
be executed. In [7] an efficiency discussion of two techniques 
Principal Component analysis (PCA) and Hough transform is 
presented to overcome problems that spoils the scanned 
documents. In [8] projection profile method is proposed for 
skew detection for handwritten signature, they used horizontal 
projection for detecting the skew angle and correct it using 
rotation transformation. In [9] a method proposed for 
detecting the skew and correct it for the handwritten 
Devanagari script using the technique Hough transform. The 
proposed method is to detect the skew and correct it at the 
word level as  Devanagari script as in Fig. 3 is a little difficult 
comparing to other scripts because of the style of the writing 
as well as the writing style differs from one person to the other 
one  [9]. 

 
Fig. 3. Devanagari Simple Character [9]. 

The proposed method consists of preprocessing stage 
followed by word extraction stage is made in the image in 
order to extract the words, lastly Hough transform algorithm is 
applied in order to detect the skew of the word. In [4] 
proposed a novel skew detection and correction approach for 
scanned documents contains of two stages, first find the angles 
of the lines in the image with the respect of x-axis and second 
find the exact skew angle from the angles that are extracted 
from lines in the first stage. In [11] a proposed a simple and 
fast algorithm that determine the skew angle of the image as 
well as the slant angle of the text characters using the gradient 
orientation histogram. Additionally, the angle can be obtained 
using searching for a peak in the image histogram, the image 
can be corrected by a rotation at such an angle. In [1]  
proposed a new technique that detect the skew and correct it 
for the Arabic printed scripts based on connected component 
analysis and pixel projection. Moreover, the proposed 
technique take the advantage of the sharp writing line property 
for Arabic language that is obtained from histogram projection 
of the image for skew detection. In  [12] an image moments 
are used for skew detection and correction. An image moment 
is the calculation of the weighted average (Moment) of the 
pixels ‟intensities of the image. So, moments are employed to 
find the primary axis of every object in the document instead 
of applying the Hough transform. Finally, by using a feature 
that depends on the size of the object, the weighted average 
angle is estimated. In [13]  skew detection method that uses 
run-length and Hough transform algorithm is presented. The 
proposed method reduce the amount of data in the image 
through using black horizontal and vertical run-lengths 
histograms which also reduces computational calculation of 
Hough transform and increase the speed of skew detection. 

III. MUSHAF AL-QURAN SCRIPTS CHALLENGES 

Mushaf Al-Quran is the holy book millions of Muslims 
around the world. It can be in two versions digital or printed 
form, although is in Arabic, but the way it is written is 
different from any Arabic/Jawi based document as it has 
“diacritics”. In [14] a proposed method for identifying types of 
Arabic calligraphy in Malay accent script that is written in 
Jawi. Fig. 4 illustrates most of  Arabic script challenges as  in 
[15], [16] have presented Arabic scripts challenges as the 
following: 

 
Fig. 4. Arabic Script Challenges. 
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1) The connectivity challenge: Arabic text can be only 

scripted cursively, that means all graphemes are connected 

together, this happens whether the text was handwritten or 

font written as in Fig. 5. 

 

Fig. 5. Al-Quran Surah Al-Baqarah 8. 

2) The dotting challenge: Dots in Arabic scripts are used 

to differ between the characters sharing similar graphemes. 

Accordingly, if a dot is missed with the process of skew 

detection, then that will affect the meaning of the text. Fig. 6 

illustrates the dotting challenge. 

 
Fig. 6. Dotting Letters. 

3) The multiple grapheme cases challenge: In Arabic 

orthography it‟s very due to have the connectivity in text 

which means that same letter can be different in the way how 

it‟s written based on the position of it in the Arabic word. 

Fig. 7 illustrates the letter ع with different writing styles. 

 

Fig. 7. Multiple Grapheme. 

4) The ligatures challenge: Character in Arabic script can 

be compounded together at certain positions of the Arabic 

word. Ligatures can be found at almost all the Arabic fonts. 

Fig. 8 illustrates ligatures challenge. 

 

Fig. 8. Ligature Letters. 

5) The diacritics challenge: The usage of diacritical marks 

helps to resolve linguistic ambiguity of the text. [14] 

However, in some case they goes vertical while the main text 

is going straight on line (horizontal) from right to left. 

Therefore, that makes some confusion for skew detection step 

in OCR. Fig. 9 illustrates a segment of Mushaf Al-Quran text 

with diacritics marks. 

 
Fig. 9. Al-Quran Surah Al-Hujuratt 29. 

IV. PROPOSED METHOD 

The proposed methodology for Mushaf Al-Quran skew 
detection and correction is described here. The proposed 
method consists of six stages namely as convert to grayscale 
image, binary image, foreground image, Hough transform 
method to detect lines, calculate skew angle and finally rotate 
image as in Fig. 10. 

 
Fig. 10. Proposed Method. 

A. Grayscale Image 

As in Fig. 11 some of Mushaf Al-Quran pages comes with 
different colors, so there is a need to re therefore there is a 
need for the conversion to grayscale image to get high 
performance of skew detection. There are some reasons for 
converting color Mushaf Al-Quran images to grayscale 
images as the following: 

1) Reduce color: in color images, sometimes information 

of the images doesn‟t help to identify the important areas on 

the images and other features such as lines on the images. 

2) Grayscale (8bits) images makes it easy for 

implementing binary algorithms because there are only two 

shades of colors in grayscale images which are white and 

black whereas color images has blue- green-red. 

3) Algorithms applied to grayscale images are much faster 

than the once applied to RGB images. 
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RGB Mushaf Al-Quran image 

Grayscale Mushaf Al-Quran 

image 

Fig. 11. Al-Quran Surah AlFajr (Different between color and grayscale image 

of Mushaf Al-Quran). 

B. Binarization 

In [17] an amendment has been made by applying Otsu‟s 
method for to improve noise and prepare images for the new 
proposed extraction feature method. In [10] also Otsu‟s 
method is applied for Arabic characters dynamically in order 
to choose the discriminant threshold on the image. Therefore 
in this paper Otsu‟s method is used too. Once an image is 
formed in grayscale form, next preprocessing step is applied 
on the image is the Binarization. Binary images are the images 
that have only values for each pixel, the two possible values 
are black and white. However, in this step a binary image is 
created from the original image to help to detect only the 
important areas and parts of Mushaf Al-Quran images. Fig. 12 
illustrates the difference between normal image and binary 
image. 

RGB Mushaf Al-Quran image 
 

 
Binary Mushaf Al-Quran image 

Fig. 12. Al-Quran Surah AlFajr (Different between color and binary image of 

Mushaf Al-Quran). 

C. Foreground Mushaf Al-Quran Image Detection 

Once a binary image is created, a morphology is applied to 
detect areas that have text in Mushaf Al –Quran images and 
then convert gotten text to lines using this morphology in the 
direction of x (close morphology is used here). This 
morphology produces image contains lines which will be used 
in the next stage for the angle calculation. Fig. 13 illustrates 
the difference between color image and foreground image. 

RGB Mushaf Al-Quran image 
 

 
Binary  Mushaf Al-Quran image 

Fig. 13. Al-Quran Surah AlFajr (Color and Foreground Image Detection). 

D. Angle Calculation 

This is the most important stage where skew angle is 
calculated.  Text in previous stage is converted to connected 
lines, so line detection comes second. The connected words in 
the previous stage can be considered as straight lines which 
helps to apply Hough transform method for line detection. To 
make it clear, this stage can be achieved in by two important 
steps as the following 

1) Line detection: using (1) helps to detect straight lines in 

the images using the equation. 

                             (1) 

Hough transform is one of the most used feature extraction 
technique in computer vision, image analysis and digital 
image. It was introduced by Paul Hough 1962. So based on 
the Fig. 14 for each point (X0, Y0) there are other set of points 
which can create lines as (X1, Y1), this set of points that create 
line can be defined with equation (1).The two values (r, θ) in 
the above formula represents the lines (connected words in 
Mushaf Al Quran images that gotten from the previous stage) 
that goes within (X0, Y0). In other words, the line in the image 
space represented as a point in the parameter space as in 
Fig. 15. 

 

Fig. 14. Hough Transform Space. 
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Fig. 15. Hough Transform Space. 

Likewise, for linear Hough transform, two dimensional 
array are used for detecting lines in the image space in which 
each line is represented with two values of (θ, p) respectively. 
Further, straight lines are represented with peak strong point in 
the accumulator array in the image space as in Fig. 15 above. 
Once all peak points are detected, then it‟s easy to find line 
segments by end points of the peak values. The more 
intersections in the image space leads to the longest line 
among lines and that is the required line to calculate the skew 
angle. 

2) Angle Calculation: skew angle is calculated using the 

longest straight line.  In other words, it can be calculated with 

the deviation of the line with horizontal axis. 

3) Rotate image: Once the skew angle is detected, it 

becomes easy for rotate it in order to correct the skew. 

However, several methods are used for skew correction like 

(direct method, indirect method contour oriented projection 

based and others), rotation of the image is done through 

Affine Transformation (2). 

(
  
  
)  (

   ( )       ( )

    ( )      
) (
 
 )             (2) 

Where (x, y) are the coordinates of the skew detected line, 
(θ) is the angle detected by Hough transform method. The 
above equation is for couter-clockwise. 

 (
  
  
)  (

   (  )         ( )

   (  )     (  )
) (
 
 )            (3) 

Equation (2) in which the rotate the calculated skew angle 
to horizontal angle. The line is rotated with θ angle, if the 
detected angle is positive, the angle is corrected to the 
negative angle with the same value and the vice versa. Fig. 16 
illustrates the last stage of the proposed method “Rotate 
image”. 

original image with skew angle   

 
Rotated image 

Fig. 16. Image Rotation. 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In this paper, a proposed method was tasted on Mushaf Al-
Quran images that have skewed text. In addition, 50 Mushaf 
Al-Quran images were tasted by our proposed method. The 
proposed method has been implemented using Java 
programming language, Test environment used a PC with 
Intel i5- 2430M CPU @2.40 GHz with 12GB of memory, also 
Opencv function was implemented with Java code for 
detecting skew lines in the image as well as for measuring 
skew angle. In addition, the documents image of Mushaf Al-
Quran were self-obtained from the source 
(https://www.nourelquran.com/quranforall/fahd/index.php 
[19] and they were manipulated with different skew angle 
using software ImageJ.  The accuracy for skew correction was 
about 90% for the images been tasted. Mostly, The Mushaf 
Al-Quran images that are colorful or have high resolution 
have lower accuracy in skew correction conversely with the 
images that have lower resolution in which the proposed 
method works perfectly. Therefore, Mushaf Al-Quran images 
have to be pre-processed before applying Hough transform 
method on, as in Fig. 11, converting input image to grayscale 
image helps to increase skew detection and process. Binary 
image also is a good way to increase skew detection as it was 
explained in proposed method section. The proposed method 
detecting and correcting skew angles through six stages 
namely, convert to grayscale, binary image, foreground image 
detection, HT transform method, calculate skew angle, rotate 
image. Table I shows a sample Mushaf Al-Quran images 
before and with skew correction at different angles. 
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TABLE I.  SAMPLE RESULTS FOR SKEW DETECTION AND CORRECTION USING THE PROPOSED METHOD 

Deg° Original image  Grayscale image  Binary image Line detection Straighten image  

 

 

 
3 

 
  

  

7 

  

    

-9      

17 

   

  

6      
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10 

 

  

 

 

9 

  

 

  

-8 

   

  

-17 

  

   

VI. CONCLUSION AND FUTURE WORK 

In this paper, a methodology for Mushaf Al-Quran skew 
detection and correction was presented. Moreover, the 
proposed method was based on Hough Transform algorithm 
which simply used by different handwritten script skew 
correction. This method is tasted on handwritten Mushaf Al-
Quran images that have skew text in. Furthermore, the 
proposed method consists of six stages are combined together 
to deliver the final result. To conclude, this method can be 
improved for further research to be more accuracy. A possible 

future work is to enhance the proposed technique with respect 
to processing time as well as to skew angle estimation. 
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Abstract—Policies are high-level statements that are equal to 

organizational law and drive the decision-making process within 

the organization. Information security policy is not easy to 

develop unless organizations clearly identify the necessary steps 

required in the development process of an information security 

policy, particularly in institutions of higher education that 

largely utilize IT. An inappropriate development process or 

replication of security policy content from other organizations 

could fail in execution. The execution of a duplicated policy could 

fail to act in accordance with enforceable rules and regulations 

even though it is well developed. Hence, organizations need to 

develop appropriate policies in compliance with the organization 

regulatory requirements. This paper aims to reviews policies 

from selected universities with regards to ISO 27001:2013 

minimum requirements as well as effective online presentation. 

The online presentation review covers the elements of aesthetics, 

navigation and content presentation. The information on the 

security policy document resides on the universities’ website. 

Keywords—Information security policy; policy development; 

higher education 

I. INTRODUCTION 

The aim of information security is to protect the 
organization's information assets from any unauthorized 
access, disclosure or breaches. To enforce an effective 
information security, organizations need to develop good 
management practices comprising policies and controls [35]. 
Technical solutions provide support to protect information 
assets. However, technical solution alone cannot eliminate the 
risks of information leakage, modification or breaches. As this 
may cause significant loss, information security is critical to 
the business operation of most organizations, especially 
government and public bodies as the financial and non-
financial costs are much greater compared to other 
organizations [37]. Similarly, information leakage or breaches 
may cause great losses for a higher education institution that 
store a large amount of student information within the 
management system, administrative systems and student 
portals [35], [38]. For example, a university credibility and 
integrity can be damaged due to illicit grade changes and 
constant difficulties with registration or financial systems [21]. 

The importance of information security and confidentiality 
in universities has been discussed since 1975 [36]. 
Universities and colleges are being targeted for cyber-attacks 

due to two main reasons. First, due to a large amount of 
computer power possess by universities and colleges. And 
second, due to the open access, they make available to the 
public. Universities‘ networking infrastructures are not only 
available to staff and students but are also available to other 
students, visitors, and researchers worldwide. While providing 
access to the public and promoting information sharing, there 
should be a balance to ensure the security of information 
assets [21]. 

Information security and protection against internal risks 
are focal concerns in many organizations. Technological 
solutions alone cannot guarantee data protection against 
various threats. Even though there are advanced technologies, 
human factor still remains as the major risk to the integrity of 
information systems security [17][24]. At this point, numerous 
security experts believe that implementation of security policy 
and enforcement are the most sensible approach to protect 
information systems security [15] and the key to an effective 
security control program [15][22]. ‗Development process‘ 
[13][26] and ‗contents‘ of the security policy are the two 
elements that mainly determine the effectiveness of security 
policy [8][19] [12]. 

Protection of organizations‘ information which is 
progressively stored, processed and disseminated is becoming 
more intricated and challenging. This is even more complex 
for knowledge-intensive organizations including universities 
as teaching and research activities are becoming more 
dependent on the availability, integrity, and accuracy of 
electronic information resources. This paper intends to study 
how to write general outlines and the structure of what a 
policy should contain, rather than the content of information 
security policies [7]. In addition, the online presentations of 
the policies are also reviewed based on a principle of good 
design. 

II. ROLE AND SCOPE OF THE INFORMATION SECURITY 

POLICY  

The literature shows that the information security policy is 
gradually becoming a significant corporate document to 
protect the availability, confidentiality, and integrity of 
organization information resources. More specifically, it is 
argued that the policy document should establish the 
mechanism for an organization to proactively manage 
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information security [14]. Hence, an effective information 
security policy should define individual responsibilities, 
outline authorized and unauthorized use of the system, create 
room for users to report any suspected or identified threats to 
the system, clarify penalties in case of violations, and specify 
methods for updating a policy [7]. 

One of the most significant roles of information security 
policy is to precisely specify user's rights and responsibilities 
and to successfully communicate it to all users, to ensure there 
is a mutual and coherent understanding of information security 
that is embraced by the organization [11]. This eliminates 
excuses for employees who fail to follow and execute security 
practices aligned with the organization‘s policy [23]. As a 
result, policy document must act as a catalyst of employees‘ 
belief and behavior with respect to information security, and 
by doing so, it becomes the foundation of effective security 
management [7].  

The objective of information security is to protect 
organizations' information assets from unauthorized uses, 
breaches, and disclosure. As defined by ISO/IEC 27001:2013, 
information security refers to the preservation of 
confidentiality, integrity, and availability of information. The 
goal is providing access to only those authorized personnel 
who need the access, keeping the information accurate and 
complete and making sure the information is available to the 
authorized user when they need it. 

Proper management practices containing policies and 
controls should be established to ensure the effectiveness of 
implementation and enforcement of information security 
policy. According to ISO/IEC 27002:2013, information 
security policy aims to provide management with guidance 
and support in accordance with corporate requirements and 
regulations when dealing with information security. 
Undoubtedly, information security policy plays an important 
role to ensure the organization's well-being by protecting the 
information assets. However, the development and 
implementation process of an effective information security is 
unclear [9].  

Due to lack of guidance, policy developers often refer to 
developed policies by other organizations, available 
commercial sources, or public templates from the Internet. 
Thus, the policy document created from such sources will not 
provide proper guidance for information security to protect 
that individual organization. Moreover, the developed policy 
may not be applicable to the threats and risks that they are 
supposed to mitigate, and thus they will not resolve the 
security issues that a particular organization is facing. ―Sadly, 
many IT security experts do not recognize and comprehend 
the business risks, and eventually make lengthy security 
policies documents that attempt to protect everything‖ [9]. 

The development process and implementing of an 
effective information security policy is not a clear cut and is 
triggered by various issues including regulatory requirements, 
complications of advanced technologies, internal and external 
risks and threats. The literature underlines a number of 
information security policy development process and 
implementation methods [1], although these methods do not 

offer a comprehensive and integrated method that includes a 
step-by-step guideline [9]. 

III. INFORMATION POLICY STRUCTURE VS. POLICY 

GUIDELINE  

Even though there is a substantial body of literature 
underlying the importance of the policy document, there is a 
debate on the structure and key elements of the policies. The 
literature has mostly explored the structure of policy, 
generally from a conceptual perspective. For instant reference 
[3] argue if there should be a single policy or whether it 
should be divided into subdocuments with different types. The 
previous study [29] proposes two models namely ‗computer-
oriented and people/organizational‘ policies. However, 
literature [30] suggests a three-level model that are 
‗institutional policy, institutional ISP and technical ISP‘. In 
[31] recommends a four-level model including ‗system 
security policy, product security policy, community security 
policy and corporate information security policy‘. Whilst there 
is increasing debate about the number of policies and how 
they are inter-related, reference [31] state that practically 
organizations are more likely to have a single policy 
document. Other scholars are focusing on the difference 
between high and low levels of policy practices [32], although 
it should provide guidelines on ‗means‘ as well as ‗ends‘ [33]. 
Over the years, more studies have been conducted on the 
effective configuration for information security 
documentation, but surely minimum effort to resolve the issue. 
In fact, the issue has become even more complex due to the 
manifestation of new forms of security documents such as 
‗Internet and email usage policies' [2]; ‗copyright policies‘‘ 
[18] that could complement the information security policy. 
As a result, there is a significant need for a focused, empirical 
study to examine the structural arrangements of information 
security policies, as they are currently being adapted and 
practiced by organizations [7]. 

The structure of information security policy has been 
largely discussed in the literature (although it lacks in 
empirical contributions and consensus). However, in 
academic, there is a fairly limited discussion about the 
particular issues that need to be addressed by the information 
security policy. The international standard 17799 ISO:2005 
gives indications about the types of issues that can be 
addressed by information security policy, but the issues are 
less subjected to academic security. One of the very few 
attempts to precisely fill this gap was an empirical study by 
[7] about information security policies across large 
organizations in the UK, based on a framework where 
potential policy issues extracted from the literature. Even 
though the research offers useful insights, it lacks 
inconsistency of approach and terminology, because the study 
was drawn based on perceptions of IT decision makers about 
their own content of policy, rather than focusing on the actual 
content of policy [7]. 

In addition to concerns regarding the structure and content 
of policy, there are also concerns regarding policy 
effectiveness. Many organizations claim to have developed 
and implemented information security policy [20]. However, 
looking at the results, high degrees of information security 
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incidents and breaches suggest that there is a lack of 
effectiveness and/or communication of policy. In fact, the 
study by [34] revealed that there had been no significant 
changes in the number of security breached in organizations 
that had adopted an information security policy in comparison 
with those that had not. One possible reason for the 
ineffectiveness of information security policies is that 
organizations follow narrow policies that only focus on issues 
of information confidentiality, integrity, and availability. 
Unfortunately, infrastructure technology has failed to address 
increasingly important human and organizational aspects [6]. 
In fact, the most commonly adopted policy standard ISO 
17799 (2005) @24) focus on the technically oriented 
conceptualization of information security (availability, 
confidentiality, and integrity), and ignores human factors such 
as trust, ethicality and the integrity of users [7]. 

A. Policy Writing Guidelines 

Policies are high-level statements that correspond to 
corporate law that drives decision making in a university that 
is subject to a serious review process.  The university's 
information security policies are accessible on their website. 
Standards are minimum requirements developed to address 
specific issues and requirements that ensure compliance with 
policies. Standards are used for verification purposes for audit 
and assessment. Every faculty and department are required to 
follow the standards and the adoption of local standards are 
encouraged to surpass the minimum requirements. A 
procedure is step-by-step instructions to accomplish certain 
tasks. Procedures can be also used to maintain compliance 
with regulations. Guidelines provide additional 
recommendations that provide a framework to help 
compliance with policies. They are more technical in nature 
compared to policies and standards. They are also updated 
more frequently to address changes in technology and 
university practices [28]. Fig. 1 presents the policy-making 
process.  

Policy writing task should be done by reaching the 
intended audience with policies that are Clear, Easy to read 
and provide the right level of information to those affected by 
the content. If users understand a policy, they are more likely 
to follow it and incorporate it into their daily work. The key 
elements of a policy document are identified as 1) Policy 
Title, 2) Administrative Policy Statement Number and 
Functional Area, 3) Brief Description, 4) Applies To, 
5) Reason for Policy, 6) Introduction, 7) Policy Statement, 
8) Definitions, 9) Related Policies, Procedures, Forms, 
Guidelines, and Other Resources, 10) History, 11) Key Words 
[27]. 

 Use Language That Reflects the Policy’s Intent: 

Select the words carefully. Words like ―should‖ and ―may‖ 
imply a choice. For example, "Faculty and staff should not 
smoke in class." This means they shouldn't smoke but will be 
allowed if they do. The statement also does not address 
restrictions applicable to students. Examples of alternative 
phrasing would be: "Faculty, staff, and students are prohibited 
from smoking in class." this is much better, but only addresses 
a class setting. The best way to rewrite is "Smoking is not 
allowed inside University buildings". 

 
Fig. 1. Policymaking process 

 Use as Few Words as Possible to State a Case 

For instance, "All University faculty and staff, under the 
leadership of its officers, are obligated to ensure that 
University funds are used only for mission-related purposes.‖ 
This statement implies that only those under the leadership are 
required to follow the policy. An alternative to the above 
statement is: ―Employees must ensure that University funds 
are used only for mission-related purposes."  

 Ensure that Clarifying a Statement Did Not Alter Its 
Meaning: 

For example, ―All faculty and staff must attend weekly 
meetings‖ The word ―all‖ is redundant. Simply stating 
"Faculty and staff" implies all unless an exception is also 
written. 

IV. REVIEW OF INFORMATION SECURITY POLICY 

DEVELOPMENT FRAMEWORKS 

A. A Generic Framework for Information Security Policy 

Development 

Reference [12] proposed a general framework to enhance 
security policies development process of higher education, 
using content analysis and cross-case analysis methods 
(Fig. 2). The proposed framework could be used as a guide to 
developing more comprehensive and sustainable information 
security policies in the institution of higher education. The 
framework can be used as a guideline to improve or develop a 
policy management program. However, the framework is too 
general, and it is necessary to explore more specific 
development processes such as the Acceptable Use Policy or 
any specific system security policy.  

In [12] identified risk assessment as the major part policy 
development process since it systematically identifies, 
analyzes and evaluates the information security threats related 
to information systems and services as well as required 
controls to manage them. The process of risk identification 
involves identifying information assets, threats, and 
vulnerabilities. These are the important elements in identifying 

Policy 

Standard 

Procedure 

Guideline 

Why do I need this? 

(Identifies issues and scope) 

What is required? 

(Assigns quantifiable measures) 

Whom do I do it? 

(Establishes proper steps to take) 

Provides additional 

recommended guidance. 
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the origin of incidents that could potentially affect the 
university information assets. The findings indicate that 
comprehension of security policy‘s content could be 
determined by the risk assessment. 

B. The Policy Development Framework Including the 

ISPDLC Components 

The result of a study by [9] shows that the most important 
of constructs is Risk Assessment (Fig. 3). Therefore, Risk 
Assessment should be the prior step in developing an 

information security policy in order to identify the risks that 
need to be mitigated. Subsequently, Management Support is 
the second most important construct. Managers use policies to 
clarify their management intentions and direction. The result 
of the study also shows that Policy Monitoring was the least 
important construct. This suggests that the area of Policy 
Monitoring requires more attention. The content analysis 
implied similar results, with information security monitoring 
being the lowest frequency of tags among all categories. 

 

Fig. 2. A generic framework for information security policy development. 

 

Fig. 3. The Policy development framework including the ISPDLC component.  
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The study by [9] has some limitations. The first one is the 
demographics of the respondents in the survey. The responded 
were only selected from the U.S. and the U.K. which makes it 
difficult to generalize the findings of the study, as the two 
countries are developed with advanced technology. Hence, 
while developing a framework, one should provide guidelines 
that can be adopted by both developed and underdeveloped 
countries to enhance their information security policy 
development process. In many developed countries, by law, 
senior managers or a board of directors are in charge of 
information security and risk management. Therefore, 
organizations have to spend resources to ensure the protection 
of an organization's information. However, this may not 
necessarily happen, especially in smaller organizations. 

The second limitation is the time and cost involved in 
implementing the processes proposed in the framework. It 
requires organizations to have sufficient budget to cover all 
the costs such as the costs of conducting a risk assessment, 
constructing the information security policy, consulting with 
stakeholders, conducting training and education sessions and 
monitoring users' activities by, perhaps, using an automated 
monitoring system. Moreover, the costs are even higher for 
larger organizations as they require a significant amount of 
time and other resources. Lastly, the decision to develop and 
implement an information security policy should be based on 
organization security needs. Thus, a cost-benefit analysis 
should be carried on to understand whether it is worth for a 
particular organization to spend a large number of resources to 
do this exercise [9]. 

V. METHODOLOGY 

As content analysis is helpful to identify trends and 
patterns in documents, this study focuses on two level of 
content analysis; first, to study information security policy 
development process for institutions of higher education, and 
second, to compare it to the common security information 
policy development adopted by organizations, which is 
discussed in the following sections. To fulfill this requirement, 
this study focused on the comparison of eleven universities' 
information security policy [12]. Information security policy is 
largely recognized as the most important information security 
mechanism to prevent, detect and respond to security 

breaches. Therefore, it plays important role in IT-enable 
organizations especially defining the scope and content of 
information security policies. Each university's website was 
reviewed to identify the available policy documents and the 
information security coverage. Furthermore, the policies were 
reviewed in terms of aesthetics, navigation, and content. 

A. University Selection 

To ensure the consistency and accuracy of data collection 
from the information security policies of each university, a pro 
forma was devised. This pro forma was used to review the 
policies of eleven universities. The pro forma data collection 
document comprised the following four broad components:  

 University Details (Table I): 

Name, abbreviation, country, position in worldwide 
university ranking, website address; eleven universities have 
been selected from North America, Europe, Australia and 
Asia. All the selected universities are ranked below 250 
worldwide, based on QS 2018 rankings. 

 Policy Administration Details (Table I): 

Details about the responsible department for the creation, 
management, and maintenance of the policy which includes 
responsible unit, phone number, and email address. Only 
responsible units are added to Table I to avoid invasion of 
personal privacy. 

 Policy structure (Table II): 

Types of available policy on the university website, 
besides the information security policy (e.g. Acceptable Use 
of Information Technology Resources Policy, Data Security 
Classification Policy). 

 Policy Coverage (Table II): 

Information security coverage and policy titles are listed 
here from each university's website. This task was cross-
checked during the investigation by sending out emails to the 
respective university to ensure the accuracy and consistency. 
The contents of the pro forma were then summarized in 
Tables I and II to enable comparisons to be made.  

TABLE I. UNIVERSITY AND POLICY ADMINISTRATION DETAILS 

University Abbrev. 
University details Responsible Unit 

Country Ranking Website  

University of 
Arizona 

Arizona 
United States of 
America 

230 http://www.arizona.edu UA Information Security 

University of 

Minnesota 
UMN 

United States of 

America 
163 https://twin-cities.umn.edu 

UMN Office of Information 

Technology 

Durham University DUR United Kingdom 78 https://www.dur.ac.uk DUR IT Service Desk 

University of 

Oxford 
OX United Kingdom 6 http://www.ox.ac.uk OX University Council 

University of 
Wollongong 

UOW Australia 232 https://www.uow.edu.au 
UOW Information Management & 
Technology Services (IMTS) 

Monash University Monash Australia 60 https://www.monash.edu Monash IT Service Desk 

University of 

Malaya 
UM Malaysia 114 https://www.um.edu.my UM Information Technology Center 

Universiti 
Kebangsaan 

Malaysia 

UKM Malaysia 230 http://www.ukm.my UKM Information Technology Center 
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City University of 

Hong Kong 
Cityu Hong Kong 49 http://www.cityu.edu.hk Cityu Information Security Unit 

The Chinese 

University of Hong 

Kong 

CHUK Hong Kong 46 http://www.cuhk.edu.hk 
CHUK Information Technology 
Services Center 

National University 
of Singapore 

NUS Singapore 15 http://www.nus.edu.sg NUS IT Care 

B. Information Security Policies and Coverage 

The introduction part of every university‘ policy was 
helpful to understand its overall standpoint of information 
security. Some universities are concerned more about 
hardware protection or physical security, whereas other 
universities are more focused on confidentiality and integrity 
aspects of information assets and administrative data. There 
are some universities that emphasize the need for information 
for research. Therefore, they want to ensure security practices 

help to promote research activities while protecting against 
attack. Because there are various areas of focus by different 
universities, we are not surprised to have found out there are 
also various policy structural arrangements and coverage. As 
illustrated in Table II the selected universities have different 
policies and the information security content coverage varies 
among them. The differences are determined during the risk 
analysis when the policy development team identifies the 
internal and external threats, vulnerabilities, incidents and 
information security assets. 

TABLE II. POLICY TILES AND INFORMATION SECURITY COVERAGE 
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C. Online Presentation and Content Coverage 

In [39] define aesthetic as the study of emotions and mind 
in the related notions such as the beautiful, the ugly as 
applicable to the fine arts.  The aesthetic issue can influence 
user perception of a website. User's emotion and attitude can 
play an important role to attract the user's attention and 
keeping website trustworthy. Factor influencing the perception 
of beauty are balance proportion, informational content and 
complexity, contrast and clarity, and symmetry. Factors for 
aesthetic design features are visual complexity, color, and 
balance and symmetry [39]. 

In the case of navigation, it should lead the user to an easy, 
convenient and efficient browsing experience. Pagination 
navigation should not be invisible for users, hard to 
understand and difficult to identify [41]. In order to reduce the 
risk of users feeling disoriented and to assist them in finding 
information, navigation link should be the same from page to 
page [40].  

The focus for content strategy is on the planning, creation, 
delivery, and governance content which might represent by 
text, images and multimedia [43]. Best practice for creating 
content meaningful identified by [43] are:  
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 Reflect your organization's goals and the user's needs. 

 Understand how the user's think and speak about a 
subject. 

 Communicate to people in a way that they understand. 

 Be useful.   

 Stay up-to-date and remain factual. 

 Be accessible to all people.  

 Be consistent. 

 Be able to be found. 

 Help define the requirements for the overall site. 

In this study, the policies of 11 HEI Information Security 
Policies have been reviewed based on the criteria suggested by 
[42] as follows: 

Aesthetics: 

 What feel does the website give orderly or messy? 
Sparse or crowded? Playful or formal? 

 Is the style consistent throughout the website? 

 Where are photos or decorative touches getting in the 
way of my message? 

Navigation: 

 How easy is it to find information? 

 Is there a search button for visitors? 

 Do all the links work? 

Content: 

 Does the design make content easy to find? 

 Will this content be relevant to the reader? 

 Is the content concise but still useful? 

TABLE III. UNIVERSITY WEBSITE AND CONTENT REVIEW 

University Aesthetics Navigation Content 

University of Arizona 

 Attractive and simple design – 

Orderly, sparse, formal. 

 The style is inconsistent 
throughout the website 

 photos or decorative touches do 
not get in the way of the message 

 Simple navigation without the 

need to guess 

 There is a search button 

 All links work 

 Information is easy to find 

 Content is relevant 

 Content is concise but useful 

University of Minnesota 

 Appealing and simple design – 
Crowded but orderly, formal. 

 The style is consistent throughout 
the website 

 photos or decorative touches do 
not get in the way of the message 

 Simple navigation without the 

need to guess 

 There is a search button 

 All links work 

 Information is easy to find 

 Content is relevant 

 Content is comprehensive 

University of Durham 

 Simple design – Orderly, sparse, 

formal. 

 The style is consistent throughout 

the website 

 photos or decorative touches do 

not get in the way of the message 

 Poor navigation - User can get 
lost in navigating between 

pages 

 There is a search button 

 All links work 

 Information is not easy to find 

 Content is relevant but very brief in 
some cases 

 Content is presented in a form of: 

i. What do you know about this? 
ii. What do you need to do? 

(Do…, Don‘t…) 

iii. Where to next? 

University of Oxford 

 Attractive design – Orderly, 

sparse, playful. 

 The style is consistent throughout 

the website 

 photos or decorative touches do 

not get in the way of the message 

 Simple navigation without the 
need to guess 

 There is a search button 

 All links work 

 Information is easy to find 

 Content is relevant 

 Content is comprehensive 

University of Wollongong 

 Attractive design – Orderly, 
sparse, playful. 

 The style is consistent throughout 

the website 

 photos or decorative touches do 

not get in the way of the message 

 Simple navigation without the 
need to guess 

 There is a search button 

 All links work 

 Information is easy to find 

 Content is relevant 

 Content is concise but useful 

Monash University 

 Simple design – Orderly, 

Crowded, formal. 

 The style is inconsistent 

throughout the website 

 photos or decorative touches do 

 Poor navigation - User can get 

lost in navigating between 

pages as most links open in 
PDF 

 There is a search button only 

 Information is not easy to find – 

lack of good navigation and search 
button 

 Content is relevant 

 Content is concise but useful 
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University Aesthetics Navigation Content 

not get in the way of the message on the homepage 

 All links work 

University of Malay 

 Appealing and simple design – 
Orderly, sparse, formal. 

 The style is consistent throughout 
the website 

 photos or decorative touches do 
not get in the way of the message 

 Simple navigation without the 

need to guess 

 There is a search button on the 

main page only 

 All links work 

 Information is not easy to find as the 

content is missing for some the 

policies and related documents 

 Content is relevant but not in 

single/default language. Some of the 
content is provided in English 

whereas the others in the Malay 

version. 

 Hyperlinks are not active for all 

PDF documents. 

Universiti Kebangsaan 

Malaysia 

 Appealing and simple design – 

Sparse and formal. 

 The style is consistent throughout 

the website 

 photos or decorative touches do 

not get in the way of the message 

 Poor navigation as 

information is spread across 

multiple pages without direct 

links 

 There is a search button 

 No links to connect the 

relevant pages 

 Some of the links do not work 

 Some link load PDF in the 
browser whereas the others 

download the PDF without 

permission 

 Information is not easy to find – 

Only covers UKM web security 
policy 

 Information security policies are 
presented as highlights and the 

content cannot be found 

 There is no default language as the 
English content is mixed with Malay 

version 

 Spelling mistakes – e.g. Guidelines 

 Does not state the objective and 
scope of UKM information security 

policy 

National University of 

Singapore 

 Appealing and simple design – 
Orderly, sparse, formal. 

 The style is consistent throughout 
the website 

 Photos or decorative touches can 
get in the way of the message 

 Poor navigation – Redundant 
and confusing navigation 

Panes 

 There is a search button 

 All links work 

 Information is not easy to find – 

Only registered users are allowed to 

access the most of policies and 
guidelines. 

 Content is relevant but very brief in 
some cases 

 Content is presented in a form of: 
i. Protect Your Computer 

ii. Protect Your Data 

iii. Protect Your Privacy 

City University of Hong 

Kong 

 Simple design – Orderly, 

crowded, formal. 

 The style is inconsistent 

throughout the website 

 photos or decorative touches do 

not get in the way of the message 

 Simple navigation without the 
need to guess 

 There is a search button 

 All links work 

 Information is easy to find 

 Content is relevant 

 Content is concise but useful 

The Chinese University of 

Hong Kong 

 Attractive design – Orderly, 

sparse, playful. 

 The style is consistent throughout 

the website 

 photos or decorative touches do 

not get in the way of the message 

 Simple navigation without the 
need to guess 

 There is a search button 

 All links work 

 Information is easy to find – 
Restricted access for some 

documents 

 Content is relevant 

 Content is comprehensive 

Reviews from selected websites have been divided into 
three criteria aesthetics, navigation and content, as shown in 
Table III. Based on the table, we further highlight the 
existence of the respective criteria as shown in Table IV. 

The strength of online presentation of this policies in terms 
of aesthetic elements are being attractive, orderly, sparse, 
simple, consistent, photos/decorative do not get in the way of 
the message, formal and appealing. However, some of the 
policies have issues in term of being inconsistent, crowded, 
playful and photos and decorative touches can get in the way 
of the message. Navigation strength of these policies are: 
simple navigation without the need to guess, search button 
available and link work.   

Nonetheless, other identified issues are poor navigation 
where the user might get lost while searching for certain 
information, information is spread on multiple pages without a 
direct link, search functions are available on home page only, 
some link is not working and load pdf and download pdf 
without permission. 

The strengths related to content are; easy to find, relevant 
content, concise but useful, and comprehensive. However, 
other identified issues are information not easy or cannot be 
found, brief and mixed, content is displayed in question and 
point form. Identified strengths from related websites can be a 
guide in order to design a good interface and avoiding some 
bad design issue of a website.  
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TABLE IV. ELEMENTS USED FOR AESTHETIC, NAVIGATION AND CONTENT CRITERIA 

  

Not all of 114 controls are mandatory as an organization 
can choose which controls are applicable and needs to be 
implemented and the rest could be declared as non-applicable. 
For example, the A.14.2.7 control, ―Outsourced development‖ 
can be marked as non-applicable if the organization does not 
outsource any software development. The main criterion for 
selection of controls is the risk management as defined in 
clauses 6 and 8 of the ISO 27001. 

ISO 27001:2013 Annex A is divided into three sections of 
mandatory documents, mandatory records and non-mandatory 
documents. Table V presents the structure of controls for the 
organization to be used to improve the security of information 
assets. (Please note that documents from Annex A are 
mandatory only if there are risks which would require their 
implementation).
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TABLE V. ISO 27001:2013 ANNEX A MANDATORY AND NON-MANDATORY DOCUMENTS AND RECORDS 

TABLE VI. MANDATORY DOCUMENTS REQUIRED BY ISO 27001:2013
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The selected universities‘ policies were reviewed in 
order to investigate the compliance with mandatory and 
non-mandatory documents and records by ISO 27001:2013. 
This task was cross-checked during the investigation by 
sending out emails to the respective university to ensure the 
accuracy and consistency. The findings were then 
summarised in Tables VI, VII and VIII to enable 
comparisons to be made. Table VI results show that none of 
the selected universities complied with all mandatory and 
no-mandatory documents and records from ISO 27001 
Annex A. 

This is again due to the policy development process, 
where the risk analysis task gives direction to policymakers 
to focus on certain information security issues. For instance, 
the University of Arizona made 8 out of 16 mandatory 
annex A documents available on the university's website, 
whereas the University Kebangsaan Malaysia has only 1 
document available to be accessed by the visitors. 
Developing and dividing the information security content 
into standalone documents makes it easier to deliver the 
message to the intended audience and make the process 
more efficient. 

TABLE VII. NON-MANDATORY DOCUMENTS AND RECORDS REQUIRED BY ISO 27001:2013 
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TABLE VIII. MANDATORY RECORDS REQUIRED BY ISO 27001:2013 

 

VI. DISCUSSION 

An effective information security policy should convert an 
organization's requirements into precise, measurable 
objectives that are readable and consistent [10]. Developing 
such information security policy that fulfills an organization's 
requirement is not easy an easy task. Duplicating a policy 
document from other organizations may not be sufficient to 
address issues such as compliance with regulatory 
requirements even though the replicated policy document is 
well-developed and properly referenced [16][3][4]. Thus, the 
security policy document must be developed based on the 
organization‘s culture, operations, environmental factors and 
policy requirement [25]. Therefore, the development process 
of information security policy should be tailored based on 
characteristics of the organizations, organizational culture, the 
potential technology changes in hardware and software, users 
and management support [5]. This applies to industries such as 
Higher Education where each university comprises diverse 
management structures, faculties, and departments, and 
practice different forms of behavior [21]. According to [13][9] 
studies often focus on the structure and content of policy but 
less on the development process, especially the step-by-step 
process. Hence, this paper exclusively focused on information 
security policy development in institutions of higher education 
[12]. 

If organizations seek to obtain ISO certification they must 
meet ISO 27001:2013 minimum requirement. These 
requirements are known as Annex A which includes 
mandatory and non-mandatory documents for organizations to 
create their policies based on. Many universities tend to 
develop a single document for all the policies and procedures 
(e.g. UKM), whereas other universities develop standalone 
policy documents based on ISO requirements. It is necessary 
to develop multiple policy documents because makes it 
possible to reach out to a targeted audience. 

This paper conducted a comparative review of information 
security policy documents of eleven universities. The 

objective is to review policy documents based on i) ISO 
27001: 2013 mandatory and unmannerly requirements and 
ii) available frameworks and guidelines for the development 
of policy for higher education. The findings show that none of 
the selected universities have produced documents for all 
required mandatory and unmannerly requirements. This is due 
to risk analysis that should be the initial stage of policy 
development where the universities must identify the 
organization-specific issues as well as the organization 
regulatory agreements. Thus, developing a policy document 
for all Annex A requirements may not be necessary for every 
organization.   

The information security policies must be accessible from 
the university website. However, not all policies should be 
accessible by the public. The policies should be divided into 
two categories including public and privet. The policies 
intended for the public must be accessible by everyone 
whereas the privet policies should be restricted by user 
authentication or require to be accessed within the university 
internal network. The privet policies are made for university 
stakeholders and internal use only. Making these policies 
accessible makes the organization vulnerable by giving an 
edge to those with prying eyes. 

VII. CONCLUSION 

The process of developing and implementing an effective 
information security policy is not a clear cut. It is vital for 
universities to realize the significance of the development 
process of information security policy for the institutions of 
higher education. The challenge for higher education 
institutions is to understand how to develop and implement 
information security policy effectively based on risk analysis 
in accordance with the organization‘s requirements. 
Otherwise, in case of security breaches or violations, it is less 
likely to enforce regulations due to incomplete or 
incomprehensible security policies document. This paper 
selected 11 universities to review their information security 
policies in contrast with ISO 27001:2013 minimum 
requirements to reach a concise understanding of the policy-



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

423 | P a g e  

www.ijacsa.thesai.org 

making process and what is being practiced in higher 
education. This study can be used as a guide for other 
universities who are developing or improving their 
information security policy to comply with ISO 27k series. 
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Abstract—The success of the software engineering process 

depends heavily on clear unambiguous software requirements.  

Ambiguity refers to the possibility to understand a requirement 

in more than one way. Unfortunately, ambiguity is an inherent 

property of the natural languages used to write the software user 

requirements. This could cause a final faulty system 

implementation, which is too expensive to correct. The basic 

requirements ambiguity resolution approaches in the literature 

are ambiguity detection, ambiguity avoidance, and ambiguity 

prevention. Ambiguity prevention is the least tackled approach 

because it requires designing formal languages and templates, 

which are hard to implement. The main goal of this paper is to 

provide full implementation of an ambiguity prevention tool and 

then study its effectiveness using real requirements. Towards this 

goal, we developed a set of Finite State Machine (FSMs) 

implementing templates of various requirement types. We then 

used Python to implement the ambiguity prevention tool based 

on those FSMs. We also collected a benchmark of 2460 real 

requirements and selected a random set of forty real 

requirements to test the effectiveness of the developed tool. The 

experiment showed that the implemented ambiguity prevention 

tool can prevent critical requirements ambiguity issues such as 

missing information or domain ambiguity. Nevertheless, there is 

a tradeoff between ambiguity prevention and the effort needed to 

write the requirements using the imposed templates. 

Keywords—Software requirements; requirements ambiguity; 

natural language ambiguity; ambiguity prevention; controlled 

languages; finite state machines 

I. INTRODUCTION 

Software engineering passes through several subsequent 
stages. One of the preliminary stages is requirements elicitation 
from stakeholders. Unfortunately, elicited user requirements 
typically suffer from some imprecision challenging issues such 
as inaccuracy, inconsistency, incompleteness and ambiguity 
[1]. 

One of the most challenging issues is requirements 
ambiguity, which is an inherent characteristic of natural 
languages that are mostly used in writing software user 
requirements. Ambiguity occurs when an expression could 
have more than one way to be interpreted or understood. 
Consequently, it can lead to critical errors that pass through 
subsequent stages and end up with faulty software behavior [2, 
3]. Paying attention to solving ambiguity problems in the 

requirements elicitation stage is much easier and less expensive 
than correcting later software errors. For that, many research 
studies in the literature attempted to tackle this problem. There 
is no unified terminology in the literature for classifying 
techniques for ambiguity resolution. Accordingly, we adopt the 
following definitions: 

 Ambiguity avoidance: denotes using rules and best 
practices while writing the requirements such as those 
proposed by Wiegers [3, 4]. 

 Ambiguity prevention: refers to forcing the users to 
write the requirements by filling in patterns or 
boilerplates corresponding to different types of 
requirements like the work of Stalhane and Wien [5] 
and Arora et al. [6]. 

 Ambiguity detection: refers to automatically detecting 
ambiguities after the user requirements are written like 
the work of Gleich et al. [7] and Wang et al. [8]. 

 Ambiguity correction: refers to semi-automated tools 
that interact with the user to make the needed 
corrections such as the work of Gill et al. [9]. 

One of the least tackled approaches is ambiguity 
prevention. A major drawback is that we could hardly find a 
fully implemented tool for this purpose, hindering its use in 
practice. Additionally, there is a shortage in empirical 
evaluations of such techniques [10]. The reason is that this 
approach requires developing and implementing formal 
representations. Hence, this is the main concern of the paper. 
The rest of the paper discusses related work in the literature. 
After that, the ambiguity prevention tool is detailed. Next, the 
experiment and discussion are provided; followed by the 
conclusion and future work. 

II. RELATED WORK 

In this section, we discuss some of the most prominent 
research studies in each of ambiguity avoidance, prevention, 
detection, and correction. 

A. Ambiguity Avoidance 

In ambiguity avoidance studies, the main methods used are 
rules and best practices. In this direction, Wiegers [3, 4] 
provided rules to avoid ambiguity, such as mentioning some 
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ambiguous words and expressions that should be avoided. Jain 
et al. [11] proposed a tool that can be implicitly considered an 
avoidance tool since it enforces requirements documentation 
best practices such as using standardized syntaxes and the 
consistent use of terminology; though it mainly falls into the 
ambiguity prevention class as discussed below. 

B. Ambiguity Prevention 

As previously noted, ambiguity prevention efforts use 
controlled natural languages such as templates, patterns, and 
boilerplates. For example, Jain et al [11] proposed a 
Requirements Analysis Tool (RAT) that uses templates to 
enforce requirements documentation best practices. RAT is 
comprised of a set of Finite State Machines (FSMs). It 
classifies the requirements into several types and then verifies 
that the requirements follow one of the best practice syntaxes 
supported by the tool. It then produces warning messages 
explaining where requirements are ambiguous and displays 
suggestions to fix them. This tool has been adopted in [12] for 
the Arabic language, and its full implementation is the main 
concern of this paper. 

Denger et al. [13], on the other hand, proposed natural 
language patterns to be used by requirements authors when 
writing embedded systems requirements to prevent ambiguity. 
Farfeleder et al. [14] presented a tool that uses ontology-based 
reasoning to guide the requirements engineers and enforced 
this guidance by using boilerplates. 

C. Ambiguity Detection 

Gleich et al. [7] proposed a tool to automate the ambiguity 
detection process and explain the sources of detected 
ambiguities. It considers lexical, syntactic, semantic, and 
pragmatic ambiguity in addition to vagueness and language 
errors. This work uses part of speech tagging and regular 
expression search techniques for ambiguity detection. 
Similarly, the work of Wang et al. [15] automated the lexical 
ambiguity detection process focusing on overloaded and 
synonymous lexical ambiguity sources. The detection 
procedure goes through two main steps. In the first step, the C-
value statistical method is used for terms extractions [16]. In 
the second step, the extracted terms are ranked according to the 
ambiguity score. The authors proposed features-based methods 
to estimate ambiguity scores. The ranking aims to help the 
requirements engineer to decide which ambiguities are more 
serious for time saving. Yang et al. [17] focused on one type of 
ambiguity, which is anaphoric ambiguity. Anaphoric ambiguity 
occurs when a linguistic expression may refer to two or more 
antecedent candidates. In this work, the authors introduced an 
architecture of an automated system to determine nocuous 
ambiguity and help requirements analysts to resolve it while 
discarding innocuous ambiguity that is unlikely to be 
misunderstood. Their approach relied on collecting human 
interpretations of instances of ambiguity, using heuristics to 
model human interpretations, and using machine learning to 
train the heuristics. 

D. Ambiguity Correction 

An example of ambiguity correction is the work of Gill et 
al. [9], who proposed a framework to develop semi-automatic 
tools for ambiguity correction in open source software 

requirements. They discussed some challenges in open source 
requirements that make it a special case. 

III. AMBIGUITY PREVENTION TOOL 

As previously noted, ambiguity prevention approach uses 
controlled natural language such as templates, patterns, and 
boilerplates to prevent as much as possible ambiguity sources. 
We adopt the approach of Jain et al. [11], who uses templates, 
glossaries, and FSMs for this purpose. Templates are defined 
for six requirement classes. For each template, there is a 
matching FSM to analyze each requirement syntactically. 
Nevertheless, the authors provided merely details of the 
implementation of one requirements type. Hence practical use 
and adoption of the tool was hindered. We provide details of 
the implementation of all the FSMs. 

In the following subsections, we explain the different 
requirement classes, the templates, the FSMs, the glossaries, 
and how the tool processes an input requirement through 
lexical analysis and syntactic analysis phases. 

A. Requirements Classes 

According to academic researchers and field experts, 
requirements can be classified into six classes. The six classes 
and their proposed syntaxes are shown and discussed below. 

1) Solution requirements: This type of requirements 

expresses what an intended system or subsystem must do; for 

example: 

Req01: The system shall display completed work list items 
to the lab manager. 

2) Enablement requirements: Enablement requirements 

state what capabilities a proposed system or subsystems must 

provide to the users. There are two subcategories of 

enablement requirements. The first subcategory includes 

requirements that show an ability that should be provided by 

the software but does not decide which subsystem will provide 

it to the user. This is used when it is early to specify an exact 

ability provider; for example: 

Req02: Lab manager shall be able to create work list 
items. 

The second subcategory, on the other hand, includes more 
detailed requirements that state which system or subsystem 
should provide an ability to the user; for example: 

Req03: The system shall allow the lab manager to display 
work list items assigned to him, based on ID. 

3) Action constraint requirements: Those requirements 

define how the proposed system or subsystem is expected to 

act. There are two subcategories of action constraint 

requirements. The first subcategory includes requirements that 

state that the proposed system or some of its subsystems are 

allowed or not to do some action; for example: 

Req04: The loan subsystem may only delete a lender if 
there are no loans in the portfolio associated with this lender. 
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The second subcategory, on the other hand, includes 
requirements that state business rules regarding how agents 
take some specific actions; for example: 

Req05: Only library staff may perform the loan 
transactions. 

4) Attribute constraint requirements: This requirements 

type is used to express constraints on an entity attributes or 

attribute values; for example: 

Req06: Search options must always be one of the 
followings: Price, Destination, Restaurant type, and Specific 
dish. 

5) Definition requirements: This category is suitable to 

define entities as needed; for example: 

Req07: The expected profit of a fixed rate loan is defined 
as the amount of interest received over the remaining life of the 
loan. 

6) Policy requirements: This requirements type is used to 

illustrate the policies that must be followed by the system; for 

example: 

Req08: Loan is not computed in more than one bundle. 

B. Templates and Finite State Machines 

Each requirements type has a specific template in addition 
to a corresponding FSM to determine whether an input token 
stream follows the syntax. We describe the FSMs using the 
following variables: 

 Q denotes the set of states of a given FSM based on the 
syntax. 

 S0 is the start state, which is the same for all FSMs. 

 F is the set of final states indicating that the input token 
stream was based on one of the syntaxes. 

 E is the set of error states indicating that the input token 
stream did not follow any of the syntaxes. 

 S denotes the alphabet set. It includes a set of modal 
phrases and keywords that differentiate the various 
FSMs. It also includes phrases from the entity and 
action glossaries described below. It is the same for all 
FSMs. 

 δ is the transition function. 

1) Solution requirements FSM: The solution requirements 

have one accepted template as follows; its FSM is depicted in 

Fig. 1: 

 

2) Enablement Requirements FSMs: Enablement 

requirements have two accepted templates and therefore two 

FSMs. The first template is as follows: 

 

StartState

NonAgent 
Entity State

MissingAgent 
State

State5
Unknown 

Agent State

AgentState modalState

Unknown 
Action State

Missing
 Action 

State

Action State

Entity Phrase

 -{Agent Phrase}

Agent phrase   shall | must Action phrase

 shall|  must 

 shall |   must  -{Action phrase}

End of Requirement

 
Fig. 1. Solution Requirements FSM. 

<Agent Phrase> <“shall” | “must” | “will”> <Action 

Phrase> 

<Agent Phrase> <“shall” | “must” | “will”> <“be able to”> 

<Action Phrase> 
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The corresponding FSM is depicted in Fig. 2. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 F = {Action State} 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State} 

The second accepted template of enablement requirements is as 
follows:  

The corresponding FSM is depicted in Fig. 3. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State} 

 F = {Action State} 

startState AgentState modalState EnableState ActionStateAgent Phrase  shall  |  must |  will  be able to Action phrase

NonAgent 

Entity State

MissingAgent 
State

State5
Unknown 

Agent State

Unknown 
Action State

Missing 
Action State

 shall  |  must |  will 

End of Requirement

 -{Action phrase}Entity

 Phrase

 -{Agent Phrase}

 shall  |  must |  will 

StartState

 

Fig. 2. Enablement Requirements FSM (1). 

startState AgentState modalState
Permetion 

State
ActionStateAgent Phrase  shall  |  must |  will  allow  |  permit Agent phrase

NonAgent 

Entity State MissingAgent 
State

State5
Unknown

 Agent State

Unknown
 Action State

Missing
 Action State

 shall  |  must |  will 

End of Requirement

 -{Action phrase}
Entity

 Phrase

 -{Agent Phrase}

 shall  |  must |  will 

 To 
Agent2 

State

Entity

 Phrase

State10

 -{Agent Phrase}

 To 

StartState

 

Fig. 3. Enablement Requirements FSM (2). 

<Agent Phrase> <”shall” “must”|”will”> <”allow” | 

“permit”> <Agent Phrase><”to”> <Action Phrase> 
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3) Action constraint requirements FSMs: Action 

constraint requirements have two accepted templates. The first 

one is as follows: 

 

The corresponding FSM is depicted in Fig. 4. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 F = {Action State} 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State} 

The second accepted template of action constraint 
requirements is as follows; the corresponding FSM is shown in 
Fig. 5: 

 

4) Attribute Constraint Requirements FSM: Attribute 

constraint requirements have one accepted template: 

 

startState Entity State modalState
Attribute 

State

Value 
Phrase

Entity Phrase
 must 

 { always |  never |  not }  be  |  have Value phrase

State4

Unknown 
Entity State

Missing 
value State

End of Requirement

 -{Entity Phrase}

 must 

Missing Entity 
State

 must 

 

Fig. 4. Action Constraint Requirements FSM (1). 

 

Fig. 5. Action Constraint Requirements FSM (2). 

<Agent Phrase> <“shall” | “will” | “may”> <”only” | “not”> 

<Action Phrase> <”when” | “if”> <condition> 

“Only” <Agent Phrase> <“may”| “may be”> <Action 

Phrase> 

<Entity Phrase | Agent Phrase> “must” <”always“| 

“never” | “not”> <”be” | “have”> <Value Phrase> 
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startState Entity State modalState Attribute State Value PhraseEntity Phrase
 must  { always |
  never |  not }

 be  |  have 
Value
phrase

State4
Unknown 

Entity State

Missing 
value State

End of Requirement
 -{Entity Phrase}

 must 

Missing Entity 
State

 must 

 
Fig. 6. Attribute Constraint Requirements FSM. 

The corresponding FSM is depicted in Fig. 6. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 F = {Action State} 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State} 

5) Definition requirements FSM: Definition requirements 

have one accepted template as follows: 

 

The corresponding FSM is depicted in Fig. 7. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 F = {Action State}. 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State} 

6) Policy requirements FSM: Policy requirements have 

one accepted template as follows: 

 

The corresponding FSM is depicted in Fig. 8. It can be 
described as follows: 

 Q = {Start State, Action State, Modal State, Agent 
State, Missing Agent State, Missing Action State, 
Unknown Action State, Unknown Agent State, Non-
Agent Entity State} 

 F = {Action State}. 

 E = {Non-Agent Entity State, Missing Agent State, 
Unknown Action State, Missing Action State, 
Unknown Agent State}. 

C. The Glossaries 

The glossaries are an essential component of the 
implemented tool. The program consults user-defined 
glossaries to determine whether an input requirement uses 
predefined accepted terminology or not. Moreover, glossaries 
are necessary for lexical and syntactic analysis as described 
below. 

We use two glossaries: an entity glossary and an action 
glossary. The entity glossary contains an entry for each 
accepted entity in the requirements document. Table I shows 
an example of an entity glossary content. The glossary 
determines whether each entity is an agent or not. An agent 
entity is the one that can do an action such as „booking user‟ or 
„library stuff‟, while a non-agent entity is an entity that does 
not perform an action such as „the loan‟. An action glossary, on 
the other hand, contains an entry for every accepted action 
phrase. Table II shows an example content of an action 
glossary. 

<Entity Phrase | Agent Phrase> <“is” | “will be”> <“defined 

as” | “classified as”> < Entity Phrase> 

<Entity Phrase | Agent Phrase> <”is | “is not”> <Action 

Phrase> 
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startState Entity State modalState Definition State Entity2 State
Entity

Phrase
 is  |  will be 

 defined as | 
 classified as 

Entity phrase

State4
Unknown 

Entity State

Missing Entity2 
State

End of Requirement
 -{Entity Phrase}

 is  |  will be 

Missing Entity 
State

 is  | will  | be 

Missing 
definition 

stste

End of Requirement

Unknown 
Entity2

- {Entity Phrase}  

 
Fig. 7. Definition Requirements FSM. 

startState Entity State modalState Action State
Entity

Phrase
 is  | is not Action phrase

State4
Unknown 

Entity State

Missing 
Action 
Phrase

End of Requirement

 -{Entity Phrase}

 is  | is not 

Missing 
Entity State

 is  | is not 

Unknown 
Action State

- {Action Phrase}  

 

Fig. 8. Policy Requirements FSM. 

TABLE I.  EXAMPLE OF ENTITY GLOSSARY CONTENT 

Entity Descriptor Explanation Is Agent 

Borrower 

The recipient of money from 
a lender. Borrowers may 
receive loans jointly; that is, 
each loan may have multiple 
borrowers. 

Yes 

HR User 
User from human resource 
department 

Yes 

Protocol  
the exact methodology used 
to analyze samples 

No 

ProdID 
Product Identification; unique 
identifier of each product 

No 

Product Sample 
A small amount of product 
taken from a specific product 

No 

TABLE II.  EXAMPLE OF ACTION GLOSSARY CONTENT 

Action Descriptor Explanation 

process orders Action for processing orders 

Display Rendering an item on screen 

send contracts data Action for transfer of contract data 

inform administrator 
Action for sending e-mail notification to 
administrator 

process payroll Action for processing of payroll 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

431 | P a g e  

www.ijacsa.thesai.org 

TABLE III.  TOKEN TYPES AND TAGS 

Token Type Tag 

Label Lbl 

Entity phrase En 

Agent phrase Ag 

Action phrase Ac 

Modal phrase Mod 

Constant phrase Const 

Unknown Un 

D. Lexical Analysis 

In the lexical analysis phase, the program consults the 
glossaries to tokenize a given requirement statement and then 
classify and tag each token into “entity phrase”, “agent 
phrase”, “action phrase”, “modal phrase”, “constant phrase”, or 
“unknowns” as depicted in Table III. The term constant phrase 
indicates phrases that do not fall into any of the other token 
types such as “be able to”, “only”, and “permit”. Stop words 
such as “the”, “a”, “an”, “for”, “too” and “up” are ignored in 
the process. 

As an example, to clarify the tokenization, classification, 
and tagging processes, consider the following requirement 
statement: 

Req00: The user must be able to display the PDF rendition 
of associated documents. 

The output of lexical analysis will be as follows: 

Req0
0 

Use
r 

mu
st 

be able 
to 

display the PDF rendition of associated 
documents 

Lbl Ag 
Mo
d 

Const Ac 

E. Syntactic Analysis 

The tokenized tagged requirement from the previous phase 
is input to the syntactic analysis phase. Syntactic analysis 
passes through the following process: 

1) Reading each tokenized requirement. 

2) Classifying the requirement into one of the six 

requirement classes depending on the modal phrase. The goal 

of this step is to decide which of the FSMs to use.  

3) Using the suitable FSM to check whether the 

requirement statement follows the corresponding accepted 

syntax and to generate useful warning massage as needed. 

According to the final state the parser reaches, the user 
receives useful warnings as needed. Fig. 9 shows a screenshot 
of the tool depicting example input and output. 

 

Fig. 9. A Screenshot of the Ambiguity Avoidance Tool; Example Input and Output. 
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IV. EXPERIMENT AND DISCUSSION 

A. Experimental Settings 

We used Python version 3.6 to implement the ambiguity 
prevention tool. Then, we built a benchmark of 2460 real 
requirements. From the benchmark, we selected a random 
sample of forty real requirements. We classified each 
requirement in the sample into one of the six requirement 
classes mentioned above. We then transformed each classified 
requirement into the corresponding template and defined 
entities, agents, and actions in the glossaries. The purpose of 
this process is to emulate a real user writing the requirements 
before processing them through the tool. 

B. Results and Discussion 

From the experiment, it was clear that this approach can 
prevent some types of requirements ambiguity. Example issues 
that could be prevented using this approach are: missing 
information like missing an agent or missing an action; domain 
ambiguity like an unknown agent or an unknown entity; and 
non-best practices syntax like missing an action or an invalid 
syntax. 

But on the other side, it was clear that classification and 
transformation processes are not straightforward. For example, 
some requirements had to be split into two requirements of 
different classes and templates. 

Moreover, it was clear that the overall requirements writing 
process consumes more time and effort than using an un-
controlled natural language. In other words, there is a tradeoff 
between the effort needed to write the requirements following 
the predefined templates and ambiguity avoidance. 

V. CONCLUSION AND FUTURE WORK 

This paper presented details of a full implementation of a 
software requirements ambiguity prevention tool. This tool 
classifies the software requirements into one of six classes:  
solution, enablement, action constraint, attribute constraint, 
definition, or policy requirements. For each requirement class, 
there is an accepted defined template. To check whether the 
requirements adhere to the correct templates, the tool uses a 
FSM for each template. 

We used Python to implement and test this approach. We 
selected forty random requirements sample out of 2460 real 
software requirements. We noted that the selected approach has 
some advantages and disadvantages as discussed above. But to 
judge this approach precisely, we need to compare it with other 
prominent approaches in our future work. It is important 
because we need to compare different approaches from some 
aspects such as: effectiveness in term of types and number of 
ambiguities resolved. We also need to compare the usability of 
the different approaches. 
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Abstract—Requirements Engineering (RE) is an important 

phase in a project of systems development. It helps design-

analysts to design and to model the expression of the end-user 

needs, and their expectations vis-a-vis their future system. This 

engineering is studying two major issues that are: What should 

the system do in order to have a complete needs specification, 

and reason on the why: "Why do we need to build this system? ", 

without looking for how to build it. The vast majority of needs 

engineering approaches are based on two concepts: scenario or 

goal; there are generally three types of approaches: Scenario-

Oriented Approaches, Goal-Oriented Approaches and 

approaches generated by the couple: goals and scenarios at the 

same time. In the remainder of this paper, we present a 

comparative study of the three types of the RE approaches, then 

models of needs representation, and finally we conclude with the 

conclusions. 

Keywords—Decisional information systems; decisional needs 

engineering; needs engineering approaches; goal; scenario; model 

of needs representation 

I. INTRODUCTION 

Today, decisional information systems have become 
indispensable to help in making the decision. According to 
earlier studies, about 60% of the errors in the projects of 
system development come up during the Requirements 
Engineering (RE) phase [1], a relatively young field of 
research: until the end of the 80s was still referred to as 
"analysis" to qualify the upstream phase of system design; the 
analysis phase is essential to produce the specifications of the 
system to be developed. 

Needs Engineering (NE) was introduced by J. Hagelstein 
[2] and E. Dubois [3] to designate the part of the development 
of information systems that concerns the investigation of users' 
problems and needs, and the development of the future system 
specifications. It helps to express what the system has to do, 
but not how it should do it. Moreover, in order to have a 
complete specification of needs, we must, also, reason on the 
why: "Why do we have to build the future system? ". 

In classical information systems, the RE was presented by 
Rolland and al. [4] as a process that derives from requirements 
through the exploration of the objectives of the actors and the 
activities to achieve them, and in the decisional domain, we 
talk about the Decisional Needs Engineering (DNE) which is 

defined according to Nuseibeh and al. [5] as a discipline that 
takes care of : elicitation, analysis, specification, validation and 
management of needs and constraints for the construction of a 
system phases. 

Several approaches have been proposed to analyze the 
decision-makers' needs, this approaches are oriented by a 
process formed by a set of phases which are broken down into 
a set of steps (Fig. 1), this process is accompanied by models of 
representation of the needs during the analysis phase. 

In the formalization of decision-making needs (DN), the 
vast majority of DNE approaches are based on the following 
concepts: goal or scenario. These two concepts are the source 
of three types of approaches: Scenario-Oriented Approaches, 
Goal-Oriented Approaches and approaches generated by the 
couple: goals and scenarios at the same time. 

The remainder of this paper is a DNE approaches 
comparative study, using the following structure: Section 2 
presents a comparative study of the approaches to the DN 
analysis. In Section 3, we discuss a state of the art of the 
decisional needs representation models. This work will be 
completed by conclusions in Section 4. 

 
Fig. 1. Decomposition of DNE Process. 
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II. NEEDS ENGINEERING APPROACHES 

The success of a NE project relies heavily on the success of 
the NE process, which typically consists of the following 
phases: 

 Elicitation of the needs: A phase that helps to 
understand the organizational situation and the 
expression of needs [6], [7], [8], [9], [10]. 

 Specification: Defines the relation between the business 
objective and the functional and non-functional 
components of the system [11], [12], [4], [13]. 

 Negotiation: The phase in which we define the 
deliberation context of the whole process [14], [15]. 

 Validation: phase of validation of the system 
specifications with regard to the needs expressed / 
expected by the users [16], [17]. 

To ensure the quality of this process, it is essential to have 
appropriate techniques, approaches and tools; the choice of 
these three elements influences the quality of the resulting 
needs. 

In the next section, we first look at the Goal-Oriented 
Approaches. Next, we cite the Scenario-Oriented Approaches. 
Finally, we review the approaches that combine goals and 
scenarios. 

A. The Goal-Oriented Approaches 

According to Ben Achour [18], a goal is defined as 
"Something that someone hopes to achieve in the future". We 
find in other works that the goal can be defined as "an 
objective to be achieved in the future system" [19]. In other 
words, a goal is an image of an intention, which is 
subsequently operated on by a set of objectives that are 
planned to be realized in a precise duration, without specifying 
how they can be reached, it is associated with a result that we 
want to have and materialize by a set of object states. 

 
Fig. 2. Structure of a Goal [Prat, 1999]. 

1) Structure of a goal: In general, the goal is expressed in 

natural language, and formalized according to a structure 

composed of a verb accompanied by a set of parameters, each 

of them has a semantic function and provides in their instances 

answers to the different questions that are Around this verb: 

who, what, when, how much, how etc. 

This structure is proposed at the beginning in the works of 
Prat [20] (Fig. 2) which in turn relies on the grammar of the 
cases of Fillmore [21] and on its extensions. This goal structure 
is subsequently improved in other works [22], [23]. 

In this structure, we have mandatory components to define: 
the verb and the target, but the other parameters are optional: 

 Target: The target is a complement to the action 
concerning the entities affected by the goal. There are 
two types of targets: the object and the result. The 
object exists before achieving the goal and may, 
eventually, be modified or deleted by the goal; whereas 
the result is the entity resulting from the realization of 
the goal designated by the action. 

 Quantity: it measures the quantity of the object that 
should be produced. 

 Quality: This is a property that must be achieved or 
preserved. 

 Direction: Contains two types of directions named: 
source and destination, their role is to identify, 
respectively, the initial and final locations of the object: 

 Source: Represents the starting point of the goal 
(source of information or physical location). 

 Destination: Represents the ending point of the 
goal (to whom or to what).  

 Beneficiary: Expresses the person or group for whom 
the goal should be obtained. 

 Way: It consists of two parameters: 

 The manner: Specifies how the goal can be 
achieved. 

 The means: Specifies by what means (tool) can the 
goal be achieved. 

 Locality: It positions the goal with regard to space. 

 Time: It positions the goal with respect to time. 

Reference: it is the entity according to which an action, of 
the fact table, is performed or a state is achieved or maintained. 

The advantage of using natural language is to simplify and 
to facilitate the manipulation of these intentions, which are 
represented in the form of a linguistic formulation, and their 
understanding by the different actors / participants in the 
Decisional Information Systems (DIS) and more particularly in 
the process of the RE. In Elgoli's work [22], she was inspired 
by this linguistic formulation and she proposed a new version 
in the form of a meta-model (Fig. 3) expressing the semantics 
and facilitating automatic exploitation while remaining 
understandable by the actors. 
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Fig. 3. Linguistic Meta-Model of Intention in UML Notation [ELGOLLI, 2008]. 

 
Fig. 4. Semantic Model Proposed to Represent an Informational Goal [23]. 

By following the same approach, Sabri [23] in her work 
extended this work of  Elgoli [22] by trying to make appear the 
facts‟ parameters and the dimensions‟ parameters at the 
moment of the semantic representation of the informational 
goal (Fig. 4). To facilitate the way for the operational actors of 
the DIS to develop the decision data dictionary on which we 
will base to build the multidimensional star schema. 

2) Levels of goal abstraction: In the decisional field, a 

strategic goal (level 1) does not offer an operational view and 

must be decomposed into tactical goals, this level (Level 2) 

does not yet give us the possibility to deduct our facts and our 

dimensions; thus we move on to the third level (level 3), 

which is operational, by dividing each tactical goal into a set 

of informational goals (Fig. 5). 

 
Fig. 5. Levels of the Goal Abstraction. 

Therefore, each decisional need (n) is decomposed into a 
set of strategic goals (SG) and each strategic goal i is presented 
as a set of tactical goals (1 to n), thus: 

   ∑     
     

Such as : 

     ∑   

 

   

 

And for every tactical goal j of the strategic goal i, it is, 
itself, presented as a collection of informational goals (from 1 
to m), we have: 

         ∑    

 

   

 

In DNE's approach, DNs are classified according to these 
levels of abstraction. Hence the classification of decision-
making goals into three categories: strategic, tactical and 
informational. 

The treatment and decomposition of a goal into sub-goals 
has been studied in several works that we decompose 
according to three categories: 

The first category: We use AND / OR [11], [24], [25], [26] 
and [27] reduction graphs which have inspired this method of 
artificial intelligence [28]. 
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A goal 'A' can be decomposed into several sub-goals: A1, 
... An. 

  If an AND relation is associated with goals {A1 AND 
A2}, {A1 AND A3} ... implies that all of these goals must be 
achieved to achieve the desired result of goal A, and that one 
cannot replace the other. 

In this case the satisfaction of one goal (A1 for example) 
ensures the satisfaction of the other (A2). 

The second category: several approaches have extended the 
method used in the first category, with some variations from 
one approach to another; we find those that have adopted a new 
hierarchical organization of goals based on the relations AND, 
OR and REFINED BY [29], this last link "Refined by" is 
deduced when the two goals share a syntactic part of the goal 
and are complementary, but do not aim at the same result. 

In other works [23], another type of "complemented" link is 
used to represent a particular case of the OR relation; this link 
is used to express a relation between two goals that share a 
syntactic part and the two syntaxes are complementary and aim 
to achieve the same result. 

The third category: It is a contribution that we have 
proposed in our work [30]. To facilitate its treatment, each goal 
is decomposed into a result and a canal; the result is 
decomposed into a set of actions and the canal is decomposed 
into a set of means and a set of manners. 

We have : Result = ∑          
     

Canal = ∑          
     + ∑         

    ,  we present this 

relation in a class diagram (Fig. 6). 

The analyst-designer can represent the links between the 
goals of the same type by the relations‟ matrices between the 
{Strategic / Tactical / Informational} goals. The link is a 
combination of {R: same Result, ⌐R: Different result} And {C: 
same Canal, ⌐C: Different canal}, after this matrix it is treated 
with a set of rules that have already been developed according 
to the possible cases [30]. 

 
Fig. 6. Meta-Model of a Decisional Goal. 

B. The Scenario-Oriented Approaches 

Scenarios have been used to capture user needs [31] [32]. 
According to Rolland [18] a scenario is defined as "a possible 
behavior limited to a set of interactions between several 
agents". It allows achieving a given goal by interacting two 
agents. It is also a way of describing the different behaviors 
and the different perspectives that the actors wish to have or 
expect in relation to the use of their system. Hence, each 
scenario is characterized by its state, its result and a set of 
conditions likely to influence the behavior of the agents. 

According to Rolland [33], a scenario can be presented as 
the "order of actions or events for a specific case of a certain 
generic task that a system must perform". Otherwise, it 
represents, in a comprehensible way, a sequence of events and 
activities (which are collected according to the needs of the 
various actors involved in the design of the system) Connected 
in a conditioned manner in order to achieve a result or realize a 
functionality. 

1) Language structure of a scenario: In principle, natural 

language is used to represent the set of actions that constitute 

the scenario; these actions are chained, between an initial state 

and a final state, according to conditions. 

Several structures are proposed to model the scenarios; in 
the work of Tawbi [34], he proposed a new linguistic model of 
a scenario (Fig. 7), based on that defined by Ben Achour [18]. 

In this model, Tawbi considers two states for the scenario: 
Initial and Final and distinguishes two types of scenarios: 
normal scenarios and exceptional scenarios. A normal scenario 
achieves the desired result of the goal, while an exceptional 
scenario ends with the non-satisfaction of the goal. The actions 
are of two types: atomic and flux. An atomic action is an 
interaction between two agents affecting an object. An agent 
and an object can appear in several different interactions. A 
flow of actions is used to define the scheduling between 
interactions in a scenario. It is composed of several actions. 
Action‟s flows are classified into four types: sequence, 
competition, repetition or constraint. 

In Rolland's work [33], we define the scenario with four 
axes: its form, content, purpose and its cycle (Fig. 8). 

 
Fig. 7. Scenarios‟ Aspects [Rolland, 1998]. 
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Fig. 8. Structure of a Scenario [Tawbi, 2001]. 

a) Form: The form of a scenario is very important 

during the acquisition, specification and representation of 

needs and goals in order to validate or evaluate them. 

In the table (Table I) we have established a study of some 
description forms of the scenarios used in several methods. 

For the description of a scenario, mainly three notations are 
found: informal (using natural language that is sometimes more 
appropriate for users), semi-formal [35] (based on structured 
notations such as tables [32] or The scripts [36]) or formal 
(scenarios are represented with languages based on regular 
grammars [37] or state diagrams [38], UML forms (scenarios 
are represented by sequence diagrams or collaboration 
diagrams), as well as other forms the automaton [39, 40], 
statecharts [41, 37], Formalisms derived from the Petri nets 
[42, 43, 44], etc.). 

TABLE I. SCENARIOS‟ FORME  

   Methods 

 

Scenraios’ 

forme  

J
a
c
9
2
 

H
si9

4
 

K
o

s9
4
 

G
li9

5
 

K
a

w
9
7
 

L
u

s9
7
 

D
a

n
9
7
 

R
o

l9
8
 

E
lk

9
8
 

L
e
e9

8
 

K
h

r
9
9
 

E
lk

0
0
 

Sequence 

Diagrams 

or 

Collaborati

on 

Diagrams 

(UML) 

×           × 

Regular 

grammars 
 ×           

Automaton     × ×       

Statecharts   × ×       ×  

Formalisms 

derived 

from Petri 

nets 

      ×  × ×   

This description of the scenarios is made, on the one hand, 
to simulate the different functionalities that the future system 
must have, and on the other hand, to link the reactions of the 
users who will trigger them. 

b) Content: The content refers to the type of information 

and knowledge that the scenarios will contain (Table II). 

The content also depends on how the scenarios describe the 
system. There are abstract scenarios that refer to abstract 
objects: Customer, Provider. And concrete scenarios that refer 
to concrete objects that are particular instances of the object: 
Faculty of Science and Technologies (FST), University Cady 
Ayyad (UCA). 

TABLE II. SCENARIO CONTENT CHARACTERISTICS 

Method Content characteristics 

[Jacobson, 1996] 

 Describe the internal functioning of the 

system 

 Describe the interaction between the system 

and its environment 

 Describe the organizational aspects of the 
system 

[Dardenne et al., 1993] 

 Describe the functional aspect (structure, 
behavior, system functions) 

 Describe the non-functional aspect 
(organizational consideration, performance, 

risk management) 

 Describe the intentional aspect (goal-
oriented approaches, accountability-based 

approaches) 

[Kyng, 1995] 
 Describe organizational levels 

 Describe strategic levels [45] 
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Fig. 9. Scenarios‟ Goal. 

c) Goal: The goal of scenarios is usually one of three 

things (Fig. 9): 

 Description: These are scenarios that describe the 
behavioral aspects of the system by representing the 
views of external users to the system [32], [46]. 

 Exploration: this type of scenarios is used to choose the 
best solution among many that is explored and 
evaluated [47], [48]. 

 Explanation: This is a type of a scenario that is used 
after exploratory scenarios in order to defend and 
explain the details of the chosen solution [49]. 

d) Scenario life cycle: Considering the scenarios being 

objects describing the system, we have two types: 

 Persistent scenarios: According to Jacobson [31] and 
Potts [32], scenarios accompany the project from the 
needs‟ analysis to the production of the documentation. 

 Temporary scenarios: In contrast to the first type, these 
scenarios intervene just in certain stages of the 
development cycle of a project (e.g. scenarios for the 
acquisition of needs, or for their validation [50]). 

In the scenarios, we distinguish between a normal scenario 
and an exceptional scenario (a scenario that describes what 
happens if the normal scenario does not work) [8], but  the 
limit always remains in describing what will not happen in 
exceptional cases and is not a real-life scenario since it does 
not help in achieving the goal. In our work [51], we proposed a 
new formalization of the associating for each goal two 
scenarios: normal(NS) and alternate(AS) which form both a set 
of steps. Each steep in the PS can have its alternation in the 
AS, so that we are on to have a mechanism to reach our goal 

before we begin our decision-making project by trying to avoid 
all problems of this kind. 

2) Goal-Scenario directed approaches: The objective of 

these approaches is to discover the needs of the system by 

coupling each discovered goal with a scenario that illustrates 

the behavior of the system to achieve the goal. 

A goal is "intentional" while a scenario is "operational". 
Therefore, is possible to combine the two concepts. Each goal 
can be attached to one and only one scenario (which 
operationalizes it), and each scenario describes the steps and 
constraints of achievement (describes a possible behavior of 
the system to achieve the goal) of one and only one goal. The 
couple <goal, scenario> is named a fragment of need [33] and 
explains a part of the specification of the system to be realized. 
The fragments of needs can be classified at various levels of 
abstraction: the contextual level to which the services rendered 
by the system in the context of the organization are identified, 
the level of interaction in which the behavior of the system is 
described and the interactions which must carry out with its 
users and the physical level in which the behaviors of the 
internal objects of the system are described. 

This approach was evaluated through four different 
experiments: 

a) Workshops [33] 

b) Case study [29]: Four characteristics that contribute 

to the satisfaction of the discovery of the needs of the system: 

1) The notion of fragment of need is defined as the couple 

<goal, scenario>. 2) The hierarchical organization of needs is 

based on the relations AND, OR and refined by, between 

fragments of needs. 3) The elicitation process is based on a 

bidirectional movement between a goal and a scenario. For a 

given goal, a scenario is written to illustrate its realization. 

4) A methodological help, in the form of semi-automatic rules, 

is implemented by the software The Ecritoire. 

c) Empirical studies [52], 

d) CREWS-Ecritoire project [34]. 

The results obtained by these experiments validated the 
applicability and effectiveness of this approach. The 
ECRITOIRE approach [53] is the software application of the 
CREWS approach [34]. It interprets and transforms a scenario 
to ensure its consistency, completeness and conformity to the 
goal. It proposes: 1) methodological guidelines for writing 
textual scenarios (written in natural language) and software 
tools to check their correction; 2) scenario analysis rules 
helping to discover variants; Exceptions and complements of a 
given scenario, and (3) a formalization of the process while 
guiding its development. 

III. MODELS OF THE NEEDS‟ REPRESENTATION 

Each step of the DNE approaches corresponds to the 
establishment of a model, which facilitates the capitalization 
and archiving of the DNE process. The models of 
representation of the requirements are classified into five 
categories of models (Table III): 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

439 | P a g e  

www.ijacsa.thesai.org 

TABLE III. COMPARATIVE STUDY OF THE MODELS OF THE NEEDS‟ REPRESENTATION. 

Methods 

 

 

Needs’  

representation  

Lujan-

Mora and 

al., 2003  

[56] 

Ghozzi, 

Ravat and 

al., 2005 

[60] 

Mazon, 

Trujillo and 

al., 2005  

[55] 

Feki, Ben 

Abdallah 

and al., 2006 

[59] 

Annoni, 

2007 [54] 

Gam El 

Golli, 

2008 

[22] 

Bargui, 

Feki and 

al., 2009 

[58] 

Abdelhédi 

and 

Zurfluh, 

2013  

[57] 

Sabri 

Aziza 

and al, 

2015 

[23] 

Goal models    ×  × ×   × 

Query models  ×      ×  

Table models       × ×  

Models based on 

relational schemas 
×   ×      

 Goal models: Numerous studies are based on the "i *" 
goals' model [3], which is a modeling language; it is 
defined with the dependencies between various types of 
agents, in order to model situations where one of the 
agents depends on another to achieve a certain goal, or 
to carry out a task. Other works [4] propose a method 
for analyzing the decision-makers' needs using a goal 
model to represent the intentions and the implemented 
strategies to achieve a goal. 

 Table models: The collection of the decision-makers' 
needs in the table models is made via n-dimensional 
tables containing the concepts of : facts, dimensions, 
measurements, parameters, hierarchies and attributes. 
To collect the needs, we ask decision-makers to express 
them in a syntactic model [5]. Afterwards, the analyst-
designer extracts and treats the multidimensional 
concepts and generates multidimensional schemas.  

 Models based on relational schemas: The formalization 
of decisional needs is made by several types of 
relational schemas, such as the Entity / Association 
model [6]. The authors use an ideal schema for the 
formalization, from which we define a candidate 
schema for the treatment phase; it is on the basis of this 
schema that our conceptual schema is generated. 

 Query models: Queries, in this kind of approaches, are 
the basis of the modeling of decisional needs. Initially, 
the expressed requirements are captured in natural 
language from which the analyst-designer formalizes 
these needs in the form of queries. The next phase of 
needs' treatment, in which we extract fact indicators 
(fact table and its measurements) and dimension 
indicators (dimension tables and their attributes) is done 
with a matrix of needs [7]. After this step, we define the 
first star schema extracted using the needs and we 
confront it with a second star schema which will be 
made using the data sources.  

 Mixed models: In this category, two or more types of 
models are combined in order to collect, formalize and 
treat needs. For example, needs can be collected in the 
form of queries and subsequently be formulated into 
goals and into decisions. The authors use an owner 
goals' model GDI (Goal / Decision / Information) to 
represent them [8]. In other works [9] to treat DNs, a 

model of analytical requirements' specification is used 
(queries / tables) to extract fact tables and dimension 
tables. 

IV. CONCLUSION 

In this paper, we have made a comparative study of 
engineering needs approaches and classified them into three 
categories: goal-directed approaches, scenario-based 
approaches, and approaches mixed goals and scenarios. 

We also studied the structure of a goal and a scenario, the 
formalization of a study and the study of models of needs‟ 
representation. These concepts are the starting point for 
defining and organizing the needs of designers of models, 
which allows us to establish an intentional level of abstraction 
to facilitate the reuse of the modeling process and tools. 

Goal-directed approaches, generally provide goal modeling 
by decomposition into the form of trees and/or. Scenario-
driven approaches derive conceptual models from scenarios 
and are used to reason about design choices. Finally, in mixed 
approaches, the scenarios are used to describe different 
possible ways of achieving the same goal, so the goals are 
operationalized by the scenarios. 

In the future work we will define a new modelization of 
decisional need, based on the goal levels of abstraction, we will 
define a new more relevant axes of goals treatment with new 
treatment rules and a new formalization of the informational 
goals to facilitate the extraction of indicators on fact tables 
(with its measurements) and indicators on their dimension 
tables (with their attributes) associated. 

ACKNOWLEDGMENT 

I acknowledge the support provided by my supervisors: Pr. 
Abdelmounaim ABDALI and Pr. Noureddine ZAHID and the 
members of the laboratory LAMAI (Laboratory of 
Mathematics Applied and Informatics) of the Faculty of 
Science and Technology-Cadi Ayyad UniversityMarrakesh. 

REFERENCES 

[1] B. Boehm, “Software Engineering Economics”, Prentice Hall. 1981. 

[2] J. Hagelstein, “Declarative approach to information systems 
requirements”, Knowledge-Based Systems, vol.1, n°4, pp.211-220, 
1988. 

[3] E. Dubois, J. Hagelstein, and A. Rifaut, “Formal Requirements 
Engineering with ERAE ”,  Philips Journal Research, vol.43, n°4, 1989. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

440 | P a g e  

www.ijacsa.thesai.org 

[4] C. Rolland, and N. Prakash, “Bridging the Gap Between Organisational 
Needs and ERP Functionality”, Requirements Engineering Journal, 
vol.5, n°3, pp.180-193, 2000. 

[5] B. Nuseibeh, and S. Easterbrook, “Requirements Engineering : A 
Roadmap”,  In Proceedings of International Conference on Software 
Engineering, ACM Press, Limerick, Ireland, 4-11 June 2000. 

[6] S. Card, T. Moran, and A. Newell, “The Psychology of Human-
Computer Interaction”, Lawrence Erlbaum Associates, Hillsdale, NJ, 
USA, ISBN: 0898592437, 1983. 

[7] C. Ellis, and J. Waine, “A conceptual model of groupware”, CSCW'94, 
Chapel Hill, NC, 1994. 

[8] V. Kavakli, and P. Loucopoulos, “Goal-driven business process analysis 
application”, in electricity deregulation Information Systems, 24(3):187-
207, 1999. 

[9] E. Yu, “Agent Orientation as a Modelling Paradigm”, Wirtschafts 
informatik, 43(2), pp.123-132, 2001. 

[10] H. Bendjenna, “Ingénierie des Exigences pour les Processus 
Interorganisationnels”, PhD thesis, University Mentouri of Constantine 
(Lab. LIRE) and the university of Toulouse (EDMITT, Lab. IRIT),  21 
November 2010. 

[11] A. Dardenne, A. Van Lamsweerde, and S. Fickas, “Goal directed 
requirements acquisition”, Science of Computer Programming, 20 (1-2), 
pp.3-50, 1993. 

[12] A. I. Anton, “Goal based requirements analysis”, Proceedings of the 2nd 
International Conference on Requirements Engineering ICRE‟96, 
pp.136-144, 1996. 

[13] L. Chung, B. Nixon, E. Yu, and J. Mylopoulos, “Non-Functional 
Requirements in Software Engineering”, Kluwer Academic Publishers, 
2000. 

[14] B. Ramesh, and D. Vasant, “Supporting systems development by 
capturing deliberations during requirements engineering”, Software 
Engineering, IEEE Transactions on 18.6 (1992):498-510, 1992. 

[15] J. Lee, “Design Rationale Systems: Understanding the Issues”, IEEE 
Expert Intelligent Systems and Their Applications, 12 (3):78-85, 1997. 

[16] V. R. Basili, “Applying the Goal/Question/Metric paradigm in the 
experience factorySoftware”, Quality Assurance and Measurement: A 
Worldwide Perspective, ISBN-10: 1850321744, Edition “Intl Thomson 
Computer Pr (Sd) (June 1995)”, pp.21-44, 1993. 

[17] S.P. Wilson, T.P. Kelly, and J.A. McDermid, “Safety Case 
Development: Current Practice, Future Prospects”, in Proceedings of 1st 
ENCRESS/5th CSR Workshop,September 1995.  

[18] C. Ben Achour, “Extraction des Besoins par Analyse des Scénarios 
Textuels”, PhD thesis, University Paris 6, Paris, France, Jan. 1999. 

[19] V. Plihon, J. Ralyté, A. Benjamen, N.A.M. Maiden, A. Sutcliffe, E. 
Dubois, and P. Heymans, “A reuse-oriented approach for the 
construction of scenario based methods”, Proceedings of the 
International Software Process Association‟s 5th International 
Conference on Software Process (ICSP‟98), Chicago, Illinois, USA, 
June 14-17, 1998. 

[20] N. Prat, “Réutilisation de la trace par apprentissage dans un 
environnement pour l‟ingénierie des processus”, PhD thesis, University 
Paris1, France, 1999. 

[21] C.J. Fillmore, “Lexical Entries for Verbs”, Foundations of Language, 
Vol. 4, No. 4 pp. 373-393, Nov., 1968. 

[22] I. Gam El Golli, “Ingénierie des Exigences pour les Systèmes 
d‟Information Décisionnels : Concepts, Modèles et Processus (la 
méthode CADWE)”, PhD thesis, University Paris-Panthéon-Sorbonne, 
France, October 2008.    

[23] A. Sabri,  and L. Kjiri, “ Une approche d‟Ingénierie des Besoins 
Décisionnels pour la conception d‟Entrepôts de Données dans un 
contexte de réutilisation”, PhD thesis, University Mohammed V of 
Rabat (ENSIAS, Rabat), Morocco, March 28, 2015. 

[24] X. Bubenko, C. Rolland, P. Loucopoulos, and V. De Antonellis, 
“Facilitating „fuzzy to formal‟ requirements modeling”, IEEE 1st 
Conference on Requirement Enginering, ICRE‟94, pp.154-158, 1994.   

[25] P. Loucopoulos, and V. Karakostas, “Systems Requirements 
Engineering”, McGraw-Hill, London, UK, 1995. 

[26] J. Mylopoulos, K.L. Chung, and E. Yu, “From object-oriented to 
goaloriented requirements analysis”, Communications of the ACM, 
vol.42, n°1, pp.31-37, 1999. 

[27] A. Van Lamsweerde, “Requirements Engineering in Year 00: a 
Research Perspective”, Proc 22nd international Conference on Software 
Engineering, Limerick, 2000. 

[28] N. J. Nilsson, “Problem Solving Methods in Artificial Intelligence”, 
McGraw Hill, 1971. 

[29] C. Rolland, G. Grosz, and R. Kla, “Experience With Goal-Scenario 
Coupling In Requirements Engineering”, Fourth IEEE International 
Symposium on Requirements Engineering (RE'99), University of 
Limerick, Ireland, 7-11 June 1999. 

[30] A. Outfarouin and A.Abdali, “On a new modeling process of the 
decision-makers‟ needs", IJCSNS International Journal of Computer 
Science and Network Security, Vol.17, No.2, February 2017.  

[31] I. Jacobson, M. Christenson, P. Jonsson, and G. Oevergaard: “Object 
Oriented Software Engineering: a Use Case Driven Approach”, 
Addison-Wesley, 1992. 

[32] C. Potts, K. Takahashi, and A.I. Antón, “ Inquiry-based requirements 
analysis”, IEEE software 11, n°2 (1994):21-32, 1994. 

[33] C. Rolland, C. Souvey, and C. Ben Achour, “Guiding goal modelling 
using scenarios”, IEEE Transactions of Software Engineering, Special 
Issue on Scenario Management, vol.24, n°12, December 1998.  

[34] M. Tawbi, “ CREWS-L‟Ecritoire : un  Guidage  Outillé  du  Processus 
d‟Ingénierie  des Besoins”, PhD thesis, University of Paris 1-Sorbonne, 
France, 2001. 

[35] K. Weidenhaupt, K. Pohl, M. Jarke, and P. Haumer, “ Scenario usage in 
system development : a report on current practice”, IEEE Software, 
March 1998. 

[36] K. S. Rubin, and A. Golberg, “ Object Behavior Analysis ”, 
Communications of the ACM, 35(9), pp.48-62, September 1992. 

[37] M. Glinz, “An Integrated Formel Model of Scenarios based on 
Statecharts”, In Fifth European Software Engineering Conference, 
Lecture Notes in Computer Science, Vol.989, pp.254-271, Springer-
verlag (1995). 

[38] D. Harel, “Statecharts : a Visual Formalism for Complex Systems ”, 
Science Computer Program 8, pp.231-274, 1987. 

[39] I. Kawashita, “Spécification Formelle de Systèmes d‟Information 
Interactifs Par La Technique de Scénarios”, Master thesis, Université de 
Montréal (1997). 

[40] F. Lustman, “A Formal Approach to Scenario Integration”,  Annals of 
Software Engineering, Vol. 3, pp.255-272 (09/1997). 

[41] K. Koskimies and E. Makinen, “Automatic Synthesis of State Machines 
from Trace Diagrams”, Software Practice & Experience, Vol.24, No.7, 
pp.643-658 (1994). 

[42] B. Dano, H. Briand and F. Barbier, “An Approach based on the Concept 
of Use Case to Produce Dynamic Object-Oriented Specifications”, In 
proceeding of the Third IEEE International Symposium on 
Requirements Engineering, pp.54-64, Annapolis , 1997. 

[43] M. Elkoutbi and R. K. Keller,  “Modeling Interactive Systems with 
Hierarchical Colored PETRi Nets”, In Proc. of 1998 Adv. Simulation 
Technologies Conf., pp.432437, Boston, MA (04/1998). 

[44] W.J.  Lee and Y.R. Kwon, “Integration and Analysis of Use Cases 
Using Modular Petri Nets in Requirements Engineering”. IEEE 
Transactions on Software Enginering, Vol.25, No.12, pp.1115-1130 
(12/1998). 

[45] M. Kyng, “Creating Contexts for Design”, In Caroll J.M. editor, 
Scenario-Based Design : Envisioning Work and Technology in System 
Development, pp.85-107. John Wiley and Sons (1995). 

[46] R. Guillerm, N. Sadou, and H. Demmo, “ESA Petri net: Dynamic 
reliability analysis Tool”, International Journal of Adaptive and 
Innovative Systems, vol.1, n°3/4, pp.201-216, 2010. 

[47] C. H. Holbrook, “A scenario-based methodology for conducting 
requirements elicitation”,  ACM SIGSOFT, Software Engineering 
Notes, vol.15, n°1, pp.95-104, 1990. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

441 | P a g e  

www.ijacsa.thesai.org 

[48] K. Allenby and T. Kelly, “Deriving Safety Requirements using 
Scenarios”, 5th IEEE International Symposium on Requirements 
Engineering  (RE'01), IEEE Computer Society Press, 2001. 

[49] P. Wright, “What‟s in a Scenario”, ACM SIGCHI Bulletin, vol.24, n°4, 
October1992. 

[50] P. Hsia, J. Samuel, J. Gao, D. Kung, Y. Toyoshima,  and C. Chen,  
“Formal Approach to Scenario Analysis”, IEEE Software, Vol.11, No.2, 
pp. 33-41, Mar. 1994. 

[51] A. Outfarouin and al., “Towards a new decisional needs formalization." 
Computer Systems and Applications (AICCSA), 2016 IEEE/ACS 13th 
International Conference of. IEEE, 2016.  

[52] M. Tawbi, F. Velez, C. BenAchour, and  C. Souvey, “Scenario Based 
RE with CREWS-L‟Ecritoire: Experimenting theapproach”, ESQ‟2000, 
Sixth International Workshop on Requirements Engineering: Foundation 
for Software Quality, Stockholm, Sweden, June 5-6 2000. 

[53] C. Rolland, “L‟Ingénierie des besoins : l‟approche l‟ECRITOIRE”, 
published in Journal Techniques de l'Ingénieur, Paris, France, 2003. 

[54] E. Annoni, “Eléments méthodologiques pour le développement des 
systèmes décisionnels dans un contexte de réutilisation”, PhD thesis, 
University of Toulouse 1, Toulouse, France, 2007. 

[55] J.-N Mazon, J. Trujillo, M. Serrano, and M. Piattini, “Designing data 
warehouses: from business requirement analysis to multidimensional 
modeling”, Proceeding of the 13th IEEE International Requirements 

Engineering Conference Workshop on Requirements Engineering for 
Business Needs and IT Alignment (REBNITA), Paris: August 2005. 

[56] S. Lujàn-Mora, and J. Trujillo, “A comprehensive method for data 
warehouse design”, Proceeding of the 5th International Workshop on 
Design and Management of Data Warehouses, DMDW'03 , Berlin, 
Germany, September 2003. 

[57] F. Abdelhédi, and G. Zurfluh, “User Support System for Designing 
Decisional Database”, ACHI 2013: The Sixth International Conference 
on Advances in Computer-Human Interactions, Nice, France: 24 Feb. - 1 
Mar. 2013. 

[58] F. Bargui, J. Feki, , and H. Ben-Abdallah, “A natural language approach 
for Data Mart schema”, NLDB'09: Proceedings of the 14th international 
conference on Applications of Natural Language to Information System, 
Saarland University, Saarbrücken, Germany: 23-26 June 2009. 

[59] J. Feki, H. Ben-Abdallah, and M. Ben-Abdallah, “Réutilisation des 
patrons en étoile”, INFormatique des ORganisations et Systèmes 
d‟Information et de Décision (INFORSID 06), 31 mai- 4 june, 
Hammamet, Tunisie, 2006. 

[60] F. Ghozzi, F. Ravat, , O. Teste, , G. Zurfluh,  “Méthode de conception 
d‟une base multidimensionnelle contrainte”, Revue des Nouvelles 
Technologies de l‟Information – Entrepôts de Données et l‟Analyse en 
ligne (EDA‟05), Cépadues éditions, volume RNTI-B-1, pages 51–70, 
2005. 

 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

    442 | P a g e  

www.ijacsa.thesai.org 

A Blockchain Technology Evolution between 

Business Process Management (BPM) and  

Internet-of-Things (IoT)

Doaa Mohey El-Din M. Hussein, Mohamed Hamed N. Taha, Nour Eldeen M. Khalifa 

Faculty of Computers and Information  

Cairo University 

Egypt 

 

 
Abstract—A Blockchain is considered the main mechanism 

for Bitcoin concurrency. A Blockchain is known by a public 

ledger and public transactions stored in a chain. The properties 

of blockchain demonstrate in decentralization as distribution 

blocks, stability, anonymity, and auditing. Blockchain can 

enhance the results of network efficiency and improve the 

security of network. It also can be applied in several fields like 

financial and banking services, healthcare systems, and public 

services. However, the research is still opening at this point. It 

includes a big number of technical challenges which prevents the 

wide application of blockchain, for example, scalability problem, 

privacy leakage, etc. This paper shows a proposed comprehensive 

study of blockchain technology. It also examines the research 

efforts in blockchain.  It presents a proposed blockchain lifecycle 

which refers to an evolution and a linked ring between business 

process management improvement and Internet-of-Things 

concepts. Then, this paper presents a practical proof of this 

relationship for smart city. It presents a new algorithm and a 

proposed blockchain framework for 38 blocks (which recognized 

as smart-houses). Finally, the future directions are well presented 

in blockchain field. 

Keywords—Blockchain; bitcoin; business process; 

cryptography; decentralization; consensus; applications 

I. INTRODUCTION  

A business process refers to a collection of related tasks to 
achieve the delivery process about service or product. Business 
process management (BPM) is keen on the design, execution, 
monitoring, and improvement of business processes. Systems 
include main four processes: analysis, design, enactment, and 
execution of the used processes in companies to streamline and 
automate intra-organizational processes.  BPM is interested in 
improving corporate performance through managing the 
business processes [1].  

The blockchain is a type of business process management 
but it makes a revolution in the management of processes as a 
study in optimization execution [2]. Blockchain technology can 
be a solution to interoperability, trust, and transparency issues 
in divider networks or systems. At its core, blockchain is a 
distributed ledger of asset and transaction records.  

The term blockchain includes two threads a network and a 
data structure.  Blockchain has a big difference from 
distributed database in data integrity. No one can update or 
delete any record in blockchain business process that will be a 

benefit and secure in many fields as healthcare or hospitals 
profiles about patients. 

Blockchain is considered one of data structure unit/system 
[3], a blockchain includes a linked list of blocks, each 
containing a set of transactions. The crypto-graphical is the 
main property of each block in the chain. The data structure is 
duplicated across a network of instruments. Each instrument 
carrying the full replica is known a full node.  

Blockchain is also a network when it is authorized a 
combination of peer-to-peer networks, consensus-making, 
cryptography, and market techniques. Blockchain’s name that 
came from the data structure (fact) which a chained list of 
blocks. This chain is spread as a peer-to-peer network, in 
which every node retains the final updated version of it. This is 
considered that the immutable of blockchain history is very 
usefully.  

The blockchain does not require to any authority reverse a 
central mechanism. It relies on a distributed node for sharing 
the data on the network.  A consensus is required to achieve it 
on the network for each participant. In Bitcoin concurrency 
application, there is a function to deduce a consensus that is 
called a Proof of Work function [4]. This strategy requires that 
any node wishing to add a block to the blockchain must 
complete a computationally expensive (but easily verifiable) 
puzzle first. In healthcare applications, a patient can give the 
proof for the access of his information. 

The Internet of things (IoT) [5] is a physical network for 
any resources can be controlled remotely as   machines, 
devices, home appliances, and other items embedded systems. 
Each provenance had to make a software, sensors, and 
connectivity which enables these things to connect and change 
data. The development of intelligent objects is considered a 
distributed and decentralized ledger technologies with smart 
contracts. The internet of things (IoT) has an effective role in 
management and disruption these business practices. The main 
concepts must be taken into this process are security and 
accountability. They impose several rules with government 
regulations as finical systems. That causes a reduced costs and 
risk, reduce time delays, improved quality and consistency.  

By integrating IoT [6] with decentralized blockchain 
technology that combines smart contracts, BPM and BPO will 

https://en.wikipedia.org/wiki/Embedded_system
https://en.wikipedia.org/wiki/Software
https://en.wikipedia.org/wiki/Sensor
https://en.wikipedia.org/wiki/Internet_access
https://en.wikipedia.org/wiki/Data
http://searchcompliance.techtarget.com/definition/smart-contract
http://searchcompliance.techtarget.com/definition/smart-contract
http://internetofthingsagenda.techtarget.com/definition/Internet-of-Things-IoT
http://internetofthingsagenda.techtarget.com/feature/Blockchain-for-IoT-extends-beyond-ensuring-security
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enter a world where just about anything can be connected to 
communicate intelligently.  

This paper shows the relationship between blockchain and 
business process and internet of things. This evolution of 
relationship deduces main challenges are faced when 
constructing blockchain. The rest of this paper is organized as 
follows: Section 2 shows the related works. Section 3 is a 
presentation of Blockchain-Based on BPM & IoT. In Section 4, 
outlines of the Blockchain advantages.  Section 5 highlights the 
Blockchain challenges.  In Section 6, the outlines of a case 
study on the smart city. In Section 7, the outlines of discussion. 
Finally, Section 8 the conclusion and future research direction. 

II. RELATED WORK 

This section presents a summary of the essential aspects of 
blockchain technology [7] and discusses initial research efforts 
at the intersection of BPM and IoT. 

A. Business Process Management (BPM) 

BPM is a business philosophy about people, and how to 
work together, and the performance objectives in their process. 
Business process management has a sequenced workflow 
including automate, monitor and analysis [2]. There are several 
distributions of lifecycle as in the following that has analysis, 
design, execution, implementation, monitoring and adaption. 

The BPM lifecycle [8] differs as the organization or 
application but no one can exclude the main process analysis, 
design, execution and implementation. This lifecycle enables to 
apply the management system.  

This paper illustrates several works on BPM and lifecycle, 
conditions, rules and structures.  

The authors [9] presented a system for healthcare workflow 
in two hospital environments.  They created the analytical 
framework based on six theoretical propositions identified as 
having a major impact on the implementation of workflow 
technologies.  

In [10], researchers examined BPMS and presented a help 
in conditional structures such as if, switch, and while. They 
made a comparison between implementation of common 
conditional structures. This comparison relied on their 
workflow management systems via case studies, as well as 
discusses capabilities of each system.  

In [11], the authors leaded to a BPMS research study. They 
discussed some details about workflow-related concepts and 
their typologies, references of some BPMS and current 
research trends and hotspots. 

B. Blockchain-Technology  

The blockchain [12, 13, and 14] is an original invention 
that can’t be denied known by the pseudonym, Satoshi 
Nakamoto. A blockchain technology generated the backbone 
of a new type of internet. Bitcoin is an original digital 
concurrency which is based on blockchain technology. 
Blockchain [15] relies on four attributes and concepts: 
distributed shared leger, cryptography, consensus, smart 
contracts.  

Blockchain came from the fact of its chained list of blocks 
as data structure. This chain of blocks distributes over a peer-
to-peer network, in which every node maintains the latest 
version of it. Blocks can contain information about 
transactions. Blockchain, the technology implicit Bitcoin, is a 
kind of Distributed Ledger Technology that has been known as 
a ―distributed, shared, encrypted database that serves as an 
irreversible and incorruptible repository of information‖ [16].  

A block includes a header and the body. The header of each 
block contains:  

 Block version: refers to the rules of validation based on 
a set of blocks.   

 Parent block hash: contains a 256-bit hash rate.  

 Merkle tree root hash: the hash value of all the 
transactions in the block.  

 Timestamp: refers to the timestamp by seconds 
currently.  

 nBits: includes the existing hashing target in a compact 
format. 

 Nonce: a 4-byte field, which usually starts with 0 and 
increases for every hash calculation.  

Fig. 1 illustrates the blockchain structure and its 
components [17].  

 

Fig. 1. The Blockchain Structure 

The transaction counter and transactions are the two parts 
of the block body. The ultimate number of transactions for 
each block relies on the size of the block and the size of each 
transaction. A cryptography mechanism is used asymmetrically 
in blockchain to support and confirm the transactions’ 
authentication [11]. The Digital cryptographic signature is 
utilized in an untrustworthy environment [12]. 

 In the moment of the entered information, it could not be 
erased or updated. Blockchain is both the network and database 
in security and the data integration [13]. 

According to, the blockchain is a software communicator 
that can support making explicitly important architectural 
considerations on the resulting performance and quality 
attributes of the system. The authors’ research [14] supported 
the architectural decision on whether to appoint a decentralized 
blockchain as opposed to other software solutions, such as 
traditional shared data storage. Additionally, they examined 
specific implications of the usage of blockchain as a software 

https://en.wikipedia.org/wiki/Satoshi_Nakamoto
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connector containing design trade-offs regarding quality 
attributes. 

A semantic layer built upon a basic blockchain 
infrastructure would join the benefits of flexible 
resource/service discovery and validation by consensus. The 
researchers presented a novel Service-oriented Architecture 
(SOA) semantically [15]. 

The authors present BLOCKBENCH which is considered a 
benchmarking framework for performance perception of 
private blockchains versus data processing workloads. A study 
made a comprehensive evaluation of three major blockchain 
systems according to BLOCKBENCH [21] is entitled 
Ethereum, Parity and Hyperledger Fabric. The results are 
illustrated several trade-offs in the design space, as high- 
performance gaps between blockchain and database systems. 
Drawing from design principles of database systems, they were 
examined several research directions for bringing blockchain 
performance closer to the realm of databases [16]. 

C. Business Processes Improvement by using Blockchain 

Technology  

Blockchain is like as a service that enables a business to 
leverage all the advantages of cloud computing while the 
blockchain assessment and implementation:  flexibility, agility, 
capex-free, compliance, scalability, pay as you go, allowing 
business to deal with decentralized blockchain network 
concurrently. A time can be saved in creating blocks, managing 
a blockchain network, designing the network, and the 
developing applications, swiftly pool and validate use cases. 
Rapidly scale and roll out blockchain based services. 

1) Blockchain Levels 
There are three levels of Blockchain [17]: Storage for 

digital records, Exchanging digital assets, and Implementing 
the smart contracts requires knowing the basic rules, and 
understanding terms, properties and conditions recorded for the 
implemented code. Distributed network performs contract & 
monitors compliance. The results are evaluated without the 
third party automatically.  

2) Blockchain Types  
The types of blockchain include three formative 

mechanisms as in Fig. 2:  

a) Public: Everyone can check the transaction and 

verify it. 

b) Consortium: It refers to the node that had authority 

can be chosen in advance, usually has partnerships like 

business to business, the data in blockchain can be open or 

private, can be seen as Partly Decentralized.as Hyperledger. 

c) Private: it refers to not every node can participate, 

maybe one or more restricted in the constructed blockchain. 

That interpretation of the firm authority for the access of data 

management. 

 

Fig. 2. Types of Blockchain  

3) Blockchain & BPM Applications 
In addition, a private-public key mechanism coupled with 

powerful cryptographic algorithms keep everything 
secure. Blockchain applications damage conventional thinking 
and conventional ways according to the processing of data, 
handling, and storage. 

The inter-organizational processes used blockchain 
represent [2]: the control flow as a big part in blockchain and 
business logic of its processes can be executed from the 
process models into the blockchain smart contracts. That is 
known trigger components allowed connecting these inter-
organizational process implementations to Web services and 
internal process implementations. These triggers can build a 
bridge between the enterprise applications and the technology 
of blockchain. The cryptocurrency basic can enable the 
selective implementation of conditional payment and built-in 
escrow management at defined points within the process, 
where this is required and feasible to clarify these capabilities. 
This may very well be a basis for misunderstandings and 
shifting blame in cases of conflict [2, 3].  

The technical realization of this advance is still nascent at 
this stage, although some early efforts can be found in the 
literature. For example, smart contracts that implement the trust 
execution process from BPMN process models [2] and from 
domain-dependent [18]. Further, the evaluation of 
optimizations costs is presented by [3].  

The previous examples presented that blockchain 
technology and how to apply on BPM application. It is 
important to pass the real technical issues blend with promising 
application scenarios; early implementations mix with 
unanticipated challenges.  

D. Blockchain in IoT and Blockchain Applications 

Internet of things (IoT) [5] is considered a worldwide 
network of interconnected objects and human beings, which 
through singular addressing schemes are able to interact with 
each other and participate with their neighbors to reach 
common targets [19].  

The primary purpose of IoT is to share objects and entities 
information that examines the manufacture, transportation, and 
other specifics of people’s life. Through the Iot information, it 
could produce a preferable cognitive and environment. But the 
development of the IoT is still slowly these years. IoT has a 
lifecycle for applying in any domain, as in the following: 

https://blockchain.cioreview.com/news/evolution-of-blockchain-as-the-next-big-thing-nid-25588-cid-176.html?utm_source=clicktrack&utm_medium=hyperlink&utm_campaign=linkinnews
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This lifecycle is faced several problems in blockchain 
technology. That may be affected on the time and confide-
ability. Because when the blockchain applies that required 
approved from all blocks to any updates.  

One important reason is that the high costs of the 
deployment. The security and privacy of Internet of Things 
(IoT) exist major challenge because of the big scale and 
distributed nature of IoT networks. The approaches of 
blockchain technology serve the decentralized security and 
support the privacy.  So far, they comprise significant energy, 
delay, and overhead that is not appropriate for most resource-
constrained IoT devices. 

The essential logistics basics are traceability and 
transparency. IBM Blockchain makes optimization business 
transactions and trading relationships with substantially secure 
business networks on blockchain—both at scale and globally. 

Blockchain companies attracted $ 525 million in 2015, 
largely as a result of a peak in investments in the first quarter 
of 2015. Investments then decreased until the fourth quarter of 
2015 when only $ 45 million was invested 67% of the 
fundraising activities carried out between January 1, 2015 and 
February 18, 2016 concern companies specializing in 
Blockchain infrastructure and applications. The remaining 33% 
are companies specialized in bitcoin [20]. Fig. 3 illustrates the 
finical sectors percentage using blockchain technology.    

 
Fig. 3. Financial Sectors used Blockchain Distributions  

This section discusses applications and examples for using 
blockchain in IoT.  

1) Electric Power Microgrids: 
Electric power can be used blockchain in different block 

sizes as big or small. Smart contracts are being used for 
redistributing excess power from solar panels. The Transactive 
Grid is an application running on blockchain to monitor and 
redistribute energy in a neighborhood microgrid. The program 
presented saving costs and reducing pollution through buy and 

sell processes automatically. The technology for running the 
program is the Ethereum platform, designed for building smart 
contracts of any kind [21]. 

2) Cold Chain Monitoring 
Food and pharmaceutical products mostly want a specific 

pilling. Also, enterprises also see the value in sharing 
warehouses and distribution centers, instead of each one paying 
for its own. Sensors on sensitive products can record 
temperature, humidity, vibration, and other items of interest. 

These readings can then be stored on blockchain. They are 
permanent and tamperproof. If a storage condition deviates 
from what has been agreed, each member of the blockchain 
will see it. A smart contract can trigger an action to correct the 
situation. Depending on the size of the deviation, this action 
may be to simply adjust the storage. However, it could also 
extend to changing ―use-by‖ dates, declaring products unfit, or 
applying penalties [22]. 

3) Meat Traceability 
Product status at each stage of production can be recorded 

using blockchain. The records are permanent and inalterable. 
They also allow the tracing of each product to its source. 
Global retailer Walmart uses blockchain to track sales of pork 
meat in China. Its system lets the company see where each 
piece of meat comes from, its processing and storage, and sell-
by date. In the event of product recall, the company can also 
see which batches are concerned and who bought them [23]. 

4) Automotive Supplier Payments 
Blockchain allows the transfer of funds anywhere in the 

world. Bitcoin transfers specifically also offer lower fees. 
Australian vehicle manufacturer Tomcar uses bitcoin to pay 
suppliers. The advantage is in the cost savings. On the other 
hand, the firm is careful to avoid hanging onto too much 
bitcoin. While bitcoin is international by nature, some national 
governments see it as a way for companies to make an 
investment. Companies with bitcoin holdings may, therefore, 
be taxed accordingly [24]. 

They presented [25] a lightweight instantiation of a BC 
particularly geared for use in IoT by eliminating the Proof of 
Work (POW) and the concept of coins. The authors’ research 
was exemplified in a smart home setting and consists of three 
main tiers namely: cloud storage, overlay, and smart home. 
They presented that Blockchain smart home system is secure 
by thoroughly analyzing its security. They introduced results of 
their simulation and the overheads.  

III. COMPERHENSIVE STUDY 

This paper presents a comprehensive study between ten 
research papers about blockchain related to business process 
management (BPM) and Internet-of –things (IoT) as in Table I. 

IV. BLOCKCHAIN-BASED IN BPM AND IOT  

There are also challenges and opportunities for BPM and 
blockchain technology beyond the classical BPM lifecycle. We 
refer to the BPM strengths [26] beyond the methodological 
support we reflected above, including strategy, governance, 
information technology, people, and culture.   
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TABLE I. THE COMPREHENSIVE STUDY BETWEEN TEN RESEARCHES RELATED TO BLOCKCHAIN AND BUSINESS PROCESS   

Paper No. BP challenge   Technique used Domain  Goal   

[4] 

Risk of centralized data is the security of 

taking footprint and requires centralized 
trust in a single authority   

Block chain in three 

algorithms: 
Creating blocks 

Proof of interoperability  

Miner election. 
 

Health  

Describe an approach to 
effectively and securely share 

healthcare information 

within a data sharing network 

[26] Risk Adaptations  

The companies Study 

works on blockchain 
technology based  

Financial  

Study improvement of blockchain 

in business as Bitcoin 

concurrency efficiency   as Visa, 
Mastercard, Banks, NASDAQ, 

etc., are investing in exploring 

application of current business 

models on Blockchain. 

 

[27] 

-T capabilities and Infrastructure 

-Information and cyber security 
-Integration and collaboration  

 

Supply chain  Delphi study’s expert 

portraying the emerging transition 
trend from a digital business 

environment, the presented 

Delphi study findings contribute 
to extant knowledge by 

identifying 43 opportunities and 

challenges linked 
to the emergence of Big Data 

Analytics from a corporate and 

supply chain perspective 
 

[13] 
Scalability problems: 
storage optimization of blockchain 

re-designing blockchain 

Blockchain testing could 

be separated into two 
phases: standardization 

phase and testing 

phase 

Organization  

They presented a 

Comprehensive survey on 
blockchain including blockchain 

architecture and key 

characteristics of blockchain. 

[21] 
Performance evaluation , bridging 
Database Design into data model layer for 

BC, and Scalability  

BlockBench 
 

YCSB small bank 

BlockBench measures overall and 

component-wise performance 

regarding throughput, latency, 
scalability, and fault-tolerance 

[16] 
the adoption of blockchain in the supply 

chain and logistics 

Financial and non- 

financial spheres 

 

Industries  

Consider the possible adoption of 

blockchain-based application, 

created by the Finnish company 
Kouvola Innovation. 

 

[20] 
Performance evaluation for semantic-

enhanced blockchain 

Logistics , industry, Utility 

markets , Public sector, 
Financial services  

several domains of 
smart cities and 

communities 

 

Improve performance for 

Semantic based blockchain 
enhancement in different domain 

[23] 
the unambiguous and correct specification 
of smart contracts 

the structure of Nested 
ADICO (nADICO)  

domain-specific 
language 

It can automate the translation of 

institutional constructs into 
codified machine-readable 

contractual rules. 

[15] 

Scalability and performance of The main 

bottlenecks in Hyperledger and Ethereum 
are the consensus protocols 

 

BLOCKBENCH 
a domain name 
registrar 

Improving blockchain 
performance  

[6]  blockchain-IoT combination   
distributed peer-to-peer 

systems 
Several industries  

It makes blockchain-IoT 

combination to facilitate the 

sharing of services and resources  
 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

    447 | P a g e  

www.ijacsa.thesai.org 

And the strengths [28], if we use blockchain in IoT, are low 
cost, Flexible system, higher Security, Systematic, and high 
efficiency. We find the new role to can combine between the 
two concepts of BPM and IoT, how to enter IoT in blockchain 
lifecycle according to manage a business process. 

  
Fig. 4. The relationship between blockchain to BPM & IoT. 

This relationship will reflect on blockchain lifecycle and 
differs in the processes sequences or importance. Blockchain 
technology raises another relevant perspective for estimating 
high-level processes in terms of the implied strengths, 
weaknesses, opportunities, and threats.  

The proposed lifecycle merges between the main 
characteristics and how to affect each process in the next 
process in business process management. As a result of the 
Fig. 4, IoT can serve in management systems and be a system 
high secure, that shows the relationship between blockchain to 
BPM and IoT. This lifecycle has several challenges as 
scalability, security, complexity, confidentiality, and domain 
dependent.  

A. The Blockchain Lifecycle 

The blockchain lifecycle includes 7 processes. These 
processes are: 

1) The Analysis: is concerned to acquisition insights into 

issues relating to the way a business process currently 

operates. Each organization can apply the blockchain 

processes analysis shared internally and externally by 

stakeholders [28] 

2) IoT security people: Blockchain Enforces rules BPM-

related information technology subsumes all systems that 

support process execution, such as process-aware information 

systems and business process management systems. These 

systems typically assume central control over the process. 

Blockchain technology might modify governance to be more 

externally depending on smart contracts [29].  

3) Design [30, 31]: which refers to the identification and 

distribution of the blocks on the network. It also determines 

network type (private, public or hybrid models). And the 

security and authority for each block through the network. 
       Fig. 5 illustrates the proposed lifecycle of relationship 

in blockchain and BPM & IoT 4.  

 

Fig. 5. The proposed lifecycle of relationship in blockchain and BPM & IoT. 

4) Execution: that is keen on the instantiation [32, 33]of 

individual cases and their information-technological 

processing. Recently, it is important to aware each process in 

the information systems and in the management systems [34]. 

The essential challenge of the implantation engineering level 

is the identification and definition of abstractions for the 

design of blockchain and processes execution. 

5) Implementation: refers to the procedure of 

transforming a to-be model into software components 

executing the business process [34]. In this context, the 

question is how can the involved parties make sure that the 

implementation that they deploy on the blockchain supports 

their process as desired. Some of the challenges regarding the 

transformation of a process model to blockchain artifacts are 

discussed by [35].  

6) Monitoring Process: is supportive events for 

implementing and executing way, and triggering alerts to 

identify strange behavior [36]. 

B.  Organizational knowledge 

Organizational knowledge is defined by the collective 
values of a group of people in an organization [13]. Currently, 
BPM is discussed in relation to organizational culture [37] 
from a perspective that emphasizes an affinity for clan and 
hierarchy culture.  

Blockchain privacy and Governance refers to appropriate 
and transparent accountability in terms of roles, 
responsibilities, and decision processes for different BPM-
related programs, projects, and operations [3]. Currently, BPM 
can define the roles of BPM and properties in each 
organization internally.  Blockchain technology provides a 
governance model orientation. Research on corporate 
governance investigates agency problems and mechanisms to 
provide effective incentives for intended behavior. Smart 
contracts can be used to establish new governance models as 
exemplified by The Decentralized Autonomous Organization 
(The DAO). 

Business process 
management  

Blockchain 
technology 

Internet of 
things 

Analysis 

IoT Security 
people  

Design 

Strategy 

Execution 

Implementatio
n 

Security   
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V. BLOCKCHAIN TECHNOLOGY ADVANTGES  

The blockchain can improve the security and transparency 
through all kinds of transactions, put the probabilistic of the 
possibilities. It also can represent at the supply chain [16]. This 
technology enhances in the tasks: 

 Recording the quantity and transfer of assets - like 
pallets, trailers, containers, etc. – as the nodes 
movement of supply chain.  

 Tracking purchase orders, change orders, receipts, 
shipment notifications, or other trade-related documents 

 Assigning or verifying certifications or certain 
properties of physical products; for example 
determining if a food product is an organic or fair trade. 

 Linking physical goods with digitalizing numbers or 
codes. 

 Sharing information. 

 
Blockchain offers shippers the following advantages: 

 Improved Transparency. Documented products  

 Greater Scalability. Virtually any number of 
participants, accessing from any number of touchpoints, 
is possible. 

 Better Security. it can share the data in ledger to audit 
the requirements and support company internally.  

 Increased Innovation. Opportunities abound to create 
new, specialized uses for the technology as a result of 
the decentralized architecture. 

 Confidant-Ability 

 Data integrity 

VI. BLOCKCHAIN TECHNOLOGY CHALLNEGES   

There are several challenges [38, 39] in blockchain but this 
paper focuses on the challenges when blockchain mechanism 
intervenes in BPM and IoT concepts. The proposed lifecycle 
faces challenges when anyone tries to build it. These 
challenges are shown as scalability, security, complexity, speed 
cost and domain dependent. 

1) Scalability Blockchains: This refers to the big size of 

blockchain network and grows continuously. That may cause 

of several attacks on this network. So that requires often 

distributed management systems and powerful network to 

harvest any problem on the network. 

2) Trade-off Transaction Costs and Network Speed: 

According to several political aspects when using bitcoin, 

there is a problem of store information and how to get miners 

the information or rerecord them. 

3) The blockchain Complexity: It has made cryptography 

more mainstream. The recent researches support several types 

of glossaries and searching indexes to make it easy to 

understand. 

4)  Confidentiality: Mute information in a circle and do 

not change it to protect the data. 

5) Based on specific-Domain: Each blockchain relies on 

one structure of domain with basic rules and conditions of it. 

No one till now can enter several data about different topics to 

cover different topics in each block. That is a problem in 

management data and resources.       

6) Security: The still open research problem insecurity 

illustrates in the lying or rumor review. If more than a number 

of half working persons on the network say one lying that will 

be a true fact. 
For this reason, the mining of bitcoin pools are 

demonstrated carefully by the community, to guarantee no 
strange people on the network. That means the Politics in 
blockchain: the protocols of the blockchain present a chance to 
digitize governance models. Another reason, miners are 
ultimately forming another kind of incentivized governance 
model, there have been ample chances for public collisions 
between various community strips. 

There are other challenges to deal with the blockchain 
technically:    

1) Mindset: Blockchain was targeted for the decentralized 

research. There is still a problem in mind thinking in the idea 

of the centralization for the most students or researchers in 

blockchain orientation.  

2) Human Error: If a blockchain is used as a database, the 

information going into the database needs to be of high 

quality. The blockchain stores data unstructured, so that 

requires to evidence when registering the data correctly in first 

computer/block.  

3) Technology And Know-How: Blockchain programming 

takes a mix of software skills. It also helps to understand 

economies and businesses, especially your business. You may 

have to train staff or hire new people with these skills. The 

development of blockchain outsourcing that can support the 

third party.  

VII. EXPERIMENT STUDY 

If executed using smart contracts on a proposed life cycle 
of blockchain, typical barriers complicating the deployment of 
smart-city. 

 The blockchain supports a fixed public ledger so the 
entrants can trust the history writing messages to define 
the error source.  

 Smart contracts can monitor the independent process 
globally. That interparty only predicated messages are 
agreeable. 

 The data will be encrypted for visible in public 
blockchain network. These capabilities examine the 
useful blockchains for communities and organizations 
to perform the business and organizations’ boundaries.  

This is an essential improvement, because the blockchain 
core uses to provide enterprise collaborations going far beyond 
asset management, raise safety or sharing the personal smart 
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city records in purchase (home) block providers as in the 
following, which we propose this algorithm. 

In this experiment, we design small simulation architecture 
in smart cities. That targets higher security system for each 
owner/ node in the city and easier to sell and buy process from 
the trusted owners. Fig. 6 shows the proposed experiment of 
Blockchain in smart city. 

Blockchain also can control automated systems for several 
owners/ users in each building. Blockchain technology relies 
on distributed decentralized ledgers. The simulation works on 
thirty-eight computers and virtual computers (distributed 
devices and databases) in a lab to test the blockchain concept.     

 

Fig. 6. Blockchain in Smart city 

1) Contract Signing Stage 
Contracts are signed by electronic data interchange (EDI) 

in traditional E-business [40], and digital signature is used to 
guarantee the legal effect. Other insurance measures include 
negotiation logs and files. This electronic evidence can be used 
to arbitrate the legal dispute in the transaction. But these 
evidences have to be kept in a server that is managed by a third 
party. 

2) Contract Fulfillment Stage 
This stage starts after both the buyer and seller have 

completed all the procedure of the contract. In the classical E-
business, the seller should be ready for customers’ 
requirements in goods and issues by the evidence, insurance 
and available credit then the delivery process for goods with 
transporting an organization to finish rest tasks as packing, 
shipping and transportation. The buyer should transmit the 
money of goods through banks accounts after confirming 
buying process of these goods. Even if these smart contracts 
are preserved by some companies or organizations, there is no 
guarantee that the content of them will not be modified or 
delete by someone. Therefore, we need to publish the smart 
contract into the Blockchain. Here are two transaction styles in 
IoT E-business. One is the payment, the other is the exchange. 
The formal one can be applied to the purchase of the 
commodities and services on the IoT.  

Table II presents the proposed Blockchain Algorithm in 
Smart City. In other words, this table can discuss the smart 
housing for Building City Internally. For example, one people 

want to buy commodities from a DAC. For example, B want to 
buy a car from A. First, Smart contract includes the exact terms 
of the transaction. Second, both sides confirm this contract and 
publish it into the Blockchain. Lastly, the contract will take 
effect and both sides will get what they need. 

TABLE II. THE PROPOSED BLOCKCHAIN ALGORITHM IN SMART CITY 

(SMART HOUSING FOR BUILDING CITY INTERNALLY) 

1. Function PurchaseBuilding (id) 

2.      if msg.value == (Vid)        Vid valide building 
3.      if customer  == Tid           Tid trusted customer 

4.               customer= Trust  

5.             bdata =GetBuildling data (BuildingUrl) 
6.      if bdata exist and bdata is valid then  

7.              send value to customer  

8.               return bdata 
9.        if (customerAccount > =bdata) && (customerCase=―oK‖)   ok 

accept to purchase  

10.                   send bitcoins to ownerAccount 
11.                     return ―purchase successfully‖ 

12.        else (customerAccount >=! bdata) && (customerCase=―oK‖)  
13.                    return ―Account not allowed‖ 

14.       else  

15.                    return ―Not interested to buy‖ 
16. else   

17.         Send value to owner 

18.         return ―Building data is invalid‖ 
19. end if 

20. end if 

21. end if 
22. end function 

VIII. CONCLUSION AND FUTURE WORK 

This paper presents a comprehensive study of blockchain 
technology and its effect in business process management and 
Internet-of-thing. It presents IoT life cycle and its relation 
between BPM lifecycle. It also proposes a solution for higher 
security in blockchain in a smart-city. Blockchain can 
transform supply chains, industries and ecosystems. Smart 
contracts can save time and cost and eliminate any delay. So 
that make the chain is faster and more intelligent and higher 
security of supply chain.  
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Abstract—The demand for distributed and complex business 

applications in the enterprise requires error-free and high-

quality application systems. Unfortunately, most of the developed 

software contains certain defects which cause failure of a system. 

Such failures are unacceptable for the development in the critical 

or sensitive applications. This makes the development of high 

quality and defect free software extremely important in software 

development. It is important to better understand and compute 

the association among software defects and its failures for the 

effective prediction and elimination of these defects to decline the 

failure and improve software quality. This paper presents a 

review of software defects prediction and its prevention 

approaches for the quality software development. It also focuses 

a review on the potential and constraints of those mechanisms in 

quality product development and maintenance. 

Keywords—Software; defects; predictions; preventions; 

software development 

I. INTRODUCTION 

The software is a single entity that has a strong impact on 
all characteristics of software development for different 
domains that includes defense, medicine, science, transport, 
telecommunications and others. The activities of all these 
domain sectors constantly require high-quality software for 
their exact needs for the performance [1]. Software quality 
means being an error-free product that produces predictable 
results and can be delivered within a time and cost constraints 
[2, 3]. As a result, it very important to have appropriate 
approaches to develop high-quality software that can meet the 
increasing needs in today's business world's. The past studies 
suggest that no single defect detection technology can solve all 
types of defects detection problems. So, this review focuses on 
the effectiveness and efficiency of the defect detection process 
to meet the quality enhancement and cost reduction. 

A “defect” is some fault or imperfection in the operation of 
a software product or process as a result of an error, fault, or 
failure. The paradigm defines the term "error" as a human 
action that leads to inappropriate results, and a "defect" as an 
erroneous decision that results in inaccurate results for a 
solution to a problem. A single error can result in one or more 
failures, and multiple failures can cause a failure. To avoid 
such failures in software products, defect detection activities 
are performed at each stage of the SDLC, depending on the 
needs and criticalities of the development. 

Software defect identifications models [2] are very weak 
because they have not been able to overcome the unknown 
relationship between the defects and failures. The relationships 
understanding among them are very difficult due to the 
diversity of defects and failures.  The "Simplified assumptions" 
and "heuristics” methods are frequently utilized because of the 
associated failures associated with failures that lead to difficult 
tasks for the prediction. Therefore, having an accurate defect 
prediction model or process in software development can able 
to reduce high failures and advance the eminence of the 
software development [4, 5]. The main cause of software 
failures due to its design flaws which mostly caused by the 
software engineers due to the misunderstanding of the 
requirement specifications or developing a defective code. A 
review study on the various domain system failure estimation 
suggests that 90% of the failure is due to system defects [6, 7, 
21]. 

The approaches of defect prevention are the process for 
improving software quality, the core objective of that is to 
identify frequent causes of defects and to amend the process to 
avoid this kind of the defect from importunate [8]. The purpose 
of preventing defects is to identify them at the commencement 
of the life cycle and avoid them from happening again so that 
the defects no longer occur. Based on defect analysis, it has 
established to be a constructive mechanism for detecting and 
preventing defect requirements at the beginning phase of the 
software lifecycle. By analyzing the general classified defects 
taxonomy and past errors it can be better prevented and reliable 
high performing systems can be developed [11]. In terms of 
performance and reliability requirements, a smaller number of 
failures in the software requirement will affect in improved 
secure and quality software systems. The scope of this paper is 
to present an insightful exploration of the mechanisms of 
defect detection and defect prevention approaches that can be 
pursued for the quality system development processes. 

The following paper presents the importance of defect 
prediction in Section 2 and it approaches in Section 3. In the 
Section 4 it presents defect prevention methodology, and 
Section 5 discuss its importance. Section 6 concludes and 
summarizes the paper. 
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II. IMPORTANCE OF DEFECT PREDICTIONS 

In literature many empirical studies and tools [1, 5, 7, 8, 18] 
are designed to identify the defects for the quality software 
development. But these approaches can be executed at multiple 
points during development, not testing, which usually only 
happens after the executable software module is produced. A 
key indicates in considerate the prospective value of evaluation 
is that it is approximated that defects that escape from one 
phase of the SDLC to another, it could take an instruction for 
the extent to restore in the next phase. As a result, the 
development cost, quality, and time of the software will be 
significantly impacted because it is implemented at the early of 
the development cycle. 

The software defects observed in IBM operating system 
depend on the field data is presented in [8], which is being 
classified into 408 types of defects using an "Orthogonal 
Defect Classification (ODC)" [16]. This classification approach 
is to quantify the defect, failure relation and the accuracy of 
prediction, 668 defects are injected over 12-open source 
projects. The major goal of this quantification is to show a 
complex relationship between software defects and failure 
disabilities through identifying the availability of the multiple 
task, such as events, conditions, etc., but the ODC approach 
does not allow for multiple events or conditions analysis so, 
user must fix it manually. 

TABLE I.  A SUMMARIZATION OF MERIT AND DEMERITS OF EXISISTING DEFECT PREDICTION APPROACHES 

REF#  Approach Merits Demerits 

[13] 

This paper has proposed seven 

test effort allocation strategies 

utilizing the complexity measure 

for Fault Prediction. 

 

1. A software test simulation model based on defect prediction 

results for evaluating the cost-effectiveness of a test work 

distribution strategy. 
2. The simulation model estimates the number of discoverable 

defects in relation to a given test resource, allocation strategy 

and a group of test modules for defect prediction. 
3. The strategy with the best defect prediction model, test effort 

might be reduced by 25%, but still detected many of the defects 

commonly found in the test, but the company needed about 6% 
testing effort to collect metrics, organize data, and modeling. 

1. This strategy shows the best failure 

prediction model but requires a 

high amount of test effort. 
2. The results show that only the 

suitable test strategy with 

adequately high defect prediction 
accuracy can reduce the test 

workload through defect 

prediction. 

[14] 

Analysis of the Exception 

handling through patterns process 

modeling 

1. It shows that in many cases, there are some abstract patterns to 

detect the relationship between exception handling functions 
and the specification process. 

2. Emphasis is placed on the exception handling patterns observed 

in process modelling over the years and described using three 
types’ process modelling notations. 

1. It has found that the exception 

handling pattern described here is 

useful for increasing the level of 
abstraction of the process model. It 

provides a way to access exception 

handling by providing a 
framework of questions. 

[15] 
Defect and Failure data analysis. 

 

1. This solution analyses the defect and failure data of real-system 

case studies. 

2. Exclusively discuss the causes of software failures using other 

defects due to localization and distribution of defects. 
3. The results show that entity faults are often reasoned for many 

faults spread all over the system. 

 

1. It reveals the nature of defects and 
failures, and defects-defects are 

very beneficial. 

[19] 

It proposed a Specification-Based 

Inspection approach for the 

programs verification. 

1. Systematic and rigorous inspection methods are available to 

take advantage of formal specifications and analysis. 

2. The purpose of this method is to utilize checks to establish if 

each functional solution described in the specification is 
correctly executed by a group of program paths to contributes 

certain functional aspects of the specification. 

3. The results show that this method perhaps more valuable at 
detecting "function-related faults" than PBR but may be 

somewhat ineffective in detecting implementation-related 

faults. 

1. It does not provide evaluation 
support for powerful features 

related to testing, such as reading 

computer instructions, managing 

scans, and subsequent scans for 

code modifications. 

[20] 

Utilize the machine learning 

classifiers based on multi-

function selection techniques and 

implement a classification-based 
bug prediction method using 

"Naive Bayes" and "Support 

Vector Machine (SVM)" 
classifiers for bug forecasting. 

1. The research is generally applicable to a diversity of "feature 

selection techniques" based on classification-based error 
prediction methods. 

2. Several feature selection techniques are studied, which are 

commonly used for classification-based defect prediction. 
3. These techniques reject fewer essential features before 

achieving most constructive classification. The complete 

features utilized for training is significantly decreased below 
10% of the original functionality. 

4. Performance analysis of different numbers of features shows 

that even 1% of the original features can achieve powerful 
performance. 

1. These techniques discard less 

important functions for achieving 
optimal classification performance. 

2. A basic limitation of historically 

based error predictions, as there 
possibly recent types of errors that 

are not so far included in the 

training data. 
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In past years, several software technologies have been 
developed for the integration of state-of-the-art collection 
technologies that manipulate and model log-based error 
analysis and log data; for example, "MEADEP" [35], "NOW" 
[36], and "SEC" [37, 38]. However, since the log-based 
investigation is not supported by fully automated procedures, 
the processing load on most analysis loads is inadequate 
knowledge of the system. For example, a complex algorithm is 
defined for rebooting the OS in the log to identify based on 
sequential analysis of log messages. In addition, an error that 
activates multiple messages in the log causes considerable 
effort to use the entries for the same results of the error 
manifestation. Preprocessing tasks are crucial for accurate error 
analysis [6, 22, 27, 36]. 

A. Monden et al. [13] proposed a simulation model for 
software testing by means of defect prediction outcomes to 
measure the cost-effectiveness of the test assignment strategy. 
The proposed model assessment and resource allocation 
strategy, various qualified defects associated with a set of 
modules and defect prediction results. In a case study of the 
small failure prediction system recognition analysis in the 
telecommunications domain, the outcomes of the simulation 
model shows that the effective scheme is to make the test 
workload proportional to many failures likely in the module. 
Through using this strategy of the failure prediction model, the 
test work is reduced by 25%, while detecting defects that are 
usually found in the testing. 

The merits and demerits of most relevant defect prediction 
approaches have been summarized in Table I. 

III. ANALYSIS OF DEFECT PREDICTION APPROACHES 

In this section, we discuss the various approaches and 
methods for defect prediction. Most of the approaches utilize 
machine learning and classification methodology to perform 
the prediction. 

A. Defect Prediction based on Patterns 

The Pattern-based detection is also based on classifiers but 
using a unique iterative pattern for classifying sequential data 
[11], software trace analysis is used for defect detection. A 
group of distinctive features captures a repeating sequence of 
actions from the program implementation trajectory that is 
executed first. Subsequently, the best attributes for 
classification are selected. Using those feature sets to train the 
classifier model, which will be used to identify defects. The 
pattern processing models allow the investigation and 
enhancement of processes together besides that working to 
coordinate multiple defects and tools to execute tasks. This 
kind of modeling usually focuses on the specification process, 
that is, how every work should execute as needed. 
Unfortunately, the real-world processes are rarely going well 
according to the need. A more comprehensive analysis of this 
kind of process still requires detailed information on the 
process model and their actions that should be taken in the 
event in case of failure. 

B. S. Lerner et al. [14] have revealed that in numerous 
cases for the software defect handling, there are some abstract 
patterns that can detect the relationship between defect 
handling functions and specification procedures. As in an 

"object-oriented design patterns" makes the possibility of the 
"development", "documentation", and "maintenance of object-
oriented programs", it can be considered that process patterns 
can assist the enhancement and maintenance of the process 
models. It focuses on the defect handling patterns which have 
observed in process modeling for many years. They also 
illustrate these patterns by means of three process modeling 
symbols with the "UML 2.0 Activity Diagram" [17], "BPMN" 
and "Little-JIL" [18]. It presents an abstract construction of the 
pattern, in addition to examples of usage patterns. It also 
discusses some preliminary statistics to support the arguments 
that are common in these models and represent their ability to 
use these patterns to consider the comparative merits among 
the symbols. 

B. Defect Prediction based on Graph Mining 

The methodology of Graphics mining is based on dynamic 
control flow that helps identify defects that might not crash a 
system [34]. Its functions as a simple processing through graph 
nodes calls to reduce the processing overhead during 
execution. A graph node characterizes a function and a 
function call to another function which is represented by an 
edge. The influence of everyone edge of a node is computed 
based on their calling frequency. The high variation in the 
frequency call and changes in the node structure of the graph 
may be the cause of the failure. If there is a problem with the 
data being reassigned between the methods, it may also affect 
the named graph because of its functional impact. 

C. Defect Prediction based on ASA 

The process of “Automatic Static Analysis (ASA)" [22], 
[27] based prediction is primarily used for physical code 
analysis, which is one of the oldest traditions still practiced, but 
automation tools are increasingly utilized for fundamental 
difficulty associated with "non-observance failures", "probable 
memory leaks", "variable usage", etc. They occupy an essential 
position in the development phase because they save effort and 
critical re-defect leak test cycles. There are many such tools 
which are commonly being used as, "Findbugs", "CheckStyle", 
and "PMD" based on Java technology. Even though this 
participates as a significant function in the development cycle, 
it is not widely used for the defect prediction in the 
maintenance cycle. However, systems with compatible sources 
for automated static analysis can be utilized as clean aspects for 
excellent detection mechanisms, because the errors introduced 
in the executing field scan are very expensive. The 
maintenance cycle of the ASA prediction tool does not find 
many defects that may perhaps guide to the failure. Research 
analysis for the efficiency of ASA detection tools over the 
open source code represents show < 3% of failures. 

S. Liu et al. [19] have presented the solution to the 
problems of the statistical analysis system, which are generally 
utilized for defect detection, and suffering due to the 
requirement of rigidity. It sustains a methodical and strict 
inspection method that takes advantage of "formal-
specification analysis". The intention of the process is to 
describe the specification of a group of routes from every tasks 
base program and the route specification of the program, where 
the program contribute to the execution of an appropriately 
implemented functional environment to determine whether to 
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use the inspection or not. A systematic, auto-generated list of 
functional scenarios to obtain program paths, where each path 
has connected to scenarios and an inspection report generated. 

C. F. Kemerer et al. [21] have studied the effects of 
inspection rates on software quality and studied the controller 
for a wide-ranging of a group of features that could influence 
the analysis. This data comes from the" personal software 
process (PSP)", performs inspections and performs 
development group activities. Specifically, the speed of the 
PSP design and code review corresponds to the preparation of 
the test. 

J. Zhang et al. [22] has presented an enhancement to the 
automated static analysis which can help provide high-quality 
products in economic production, and they perform static 
analysis and check for errors and customer reports on three 
major sectors of the development of industrial software 
systems for "Nortel Networks analysis". This data shows an 
"automated static analysis (ASA)"for an appropriate means of 
detecting software errors. The automated static analysis using 
"Orthogonal Defective Classification “schemes is effective in 
identifying and mapping error probes so that subsequent 
software creation steps can target on more difficult, functional, 
and algorithmic errors. Most of the flaws that appear to be 
determined by automated static analysis are generated by some 
major type of programming error, and some of these types are 
likely to cause security vulnerabilities. The "Statistical analysis 
(SA)" outcome indicates that many automated SA errors can be 
effective in identifying module problems. Results analysis 
Static analysis tools show that it complements other error 
detection technologies to produce economical, high-quality 
software products. 

D. Defect Prediction using Classifiers 

A classifier based on a "clustering algorithm" and a 
"decision tree" or "neural network “are being utilized to 
recognize anomalous events of detected common incidents for 
the prediction [11], [12]. If a defect is found, the classifier 
labels the defect path to systematize the classifier. Some 
classification criteria generally use "NaiveBayes" and 
"Bagging”. The Bayesian classification is a "supervised 
learning method" and is a "statistical method" for classification 
[12]. It represents a basic probability model that can capture 
uncertainty in a model of reason that determines the probability 
of a result. A recent study [7], [8], [10], [12] in this province is 
proposed without a secondary supervisory model to capture the 
regular code of behavioral probability distributions in each 
region to recognize incidents when they behave abnormally. 
This information is utilized to filter more than the labeling 
gives to the positioning algorithm to focus on abnormal 
observations. 

The prediction classifiers utilizing machine learning 
techniques [40] are recently introduced for the defects 
prediction in source files. A classifier is primary trained in the 
defects of software development and then used to prediction if 
the defect vision changes it will also cause errors. A 
disadvantage of the existing classifier-based defect prediction 
technique is that it does not have enough control for actual 
utilization due to the various machine learning functions and 
the prediction time is slow. 

T. Mende et al. [23] has suggested that assessing the efforts 
consciously can measure the accuracy of defect prediction. The 
traditional evaluation methods such as "recall", "precision", 
"Alberg chart" and "ROC curve" ignore quality assurance 
costs, but the action is expected to be approximately 
proportional to the audit or review of the module. They took 
advantage of the measurement to the bottom to find that the 
required measurement accuracy was needed for the actual test. 

S. Shivaji et al. [24] has typically considers numerous 
attribute collection techniques for classification-based error 
prediction methods that use "Naive Bayes" and "Support 
Vector Machine (SVM)" classifiers. This technology discards 
less significant functions in anticipation of the most 
constructive classification result to be achieved. The complete 
functions utilized in construction is considerably decreased, 
often down to below 10% of the original. Both "Naive Bayes" 
and "SVM" through attribute selection [9] present significant 
improvements in comparison to the F-measure of the 
classification in the failure prediction and results compared to 
those proposed in [25]. 

Although many case studies on failure prediction in 
industry record applications [28], [29], [30] few studies have 
been estimated by early failure detection to reduce test effort or 
improve software quality. P. L. Li et al. [26] reported on ABB's 
experience in applying field failure prediction. Their 
experience is about how to decide the precise modeling method 
and how to evaluate the actual accuracy of predictions for 
several versions of the time-period. They assessed the 
usefulness of the forecast depends on the professional view. 
They identified the module as vulnerable by an expert because 
it identified the top four error-prone errors that identify 
modules in the predictive model. In addition, the module 
priority results have been reported by the test team to be used 
to reveal additional errors that are probable to reason a low 
error in the module. Unfortunately, there is no quantitative 
information on the effort to further test and the number of 
additional leaks needed. 

IV. DEFECT PREVENTION 

During software development, many defects occurred 
during the period of the development process. It is a defect 
considering that defect which is injected at the early stage of a 
cycle and eliminates in respite of the development process 
[16], [31]. Therefore, error prevention is an essential element in 
enhancing the excellence of software processes. 

Defect prevention is a quality improvement process aimed 
at identifying ordinary reasons of defects and altering related 
processes to prevent the type of error recurrence. It also 
improves the eminence of software products and reduces 
overall costs, time and resources. This allows the project to 
maintain a good balance of "time", "cost" and "quality". The 
intention of defect prevention is to recognize defects at the 
inauguration of the SDLC and prevent them from reoccurring 
so that defects do not reappear. 

A. Methodology for Defect Prevention 

Defect prevention is an important activity of SDLC. Most 
software project teams focus on defect detection and 
correction. Therefore, error prevention is often an ignored 
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component. It is, therefore, appropriate to take steps to prevent 
defects from being commenced into the product at an early 
stage in the project. These measures are inexpensive and the 
total cost savings achieved by benefiting from the stage later 
are significantly higher than the cost of defect remediation. 
This saves costs and resources in the initial phases of defect 
analysis. The "Error injection methods" and processes facilitate 
knowledge of error prevention. After practicing this 
knowledge, quality has improved. It also improves overall 
productivity. The methodology for the defect prevention 
includes three phases as follows: 

1) Identification of the defects: The identification of the 

defects can be pre-structured and designed according to the 

activities of specific failure defects being observed. Typically, 

defects can be identified in design reviews, code reviews, GUI 

reviews, functional and unit testing activities performed at 

different stages of the SDLC. In case of a defect is identified, 

the designed classifier classifies the defect utilizing the 

defined defect knowledge base. In case of having a vast defect 

knowledge base, it is important to analyze the failure defects 

through a continuous learning process to have an effective 

classification approach. 

A model to examine software quality factors, such as a list 
of future defect density modules are proposed by 
T.Khoshgovar and E. Allen [31, 32]. The input to the model is 
a measure of "software complexity", such as LOC, the number, 
and complexity of distinctive operators. Then perform a 
stepwise regression to find the weight of each factor. L. C. 
Briand et al. [33] utilized "object-oriented metrics" to predict 
defect classes that might contain errors and used "PCA with 
logistic regression" to predict defect classes that are prone to 
errors. S. Morasca et al. [39] utilized a "rough set theory" and 
"logistic regression" to predict the possibility of the modules 
failure in commercial software. 

2) Analysis of the Defects: The analysis of the defects is a 

continuous process for improving learning quality using defect 

or error data. Defect analysis generally categorized based on 

the process dependencies and condition process activities for 

the improvisation of defect identification and its possible 

cause for the prevention. The "Root cause analysis (RCA)" 

approach is an effective software defect analysis mechanism 

which is very useful in understanding the problems of a 

failure. The goal of the RCA is to recognize the root reason of 

defects and initiate the action of defects removal from the 

sources by analyzing each individual defect precisely. The 

qualitative analysis is inadequate only by the limitations of 

human investigation capabilities. This ultimately improves the 

quality and productivity of software organizations that provide 

feedback to developers. 

3) Classification of the Defects: Defect classification can 

be done using common "Orthogonal Defect Classification 

(ODC)" techniques [16] to find defect groups and types. The 

ODC technology classifies defects when they occur first and 

when the defects are fixed. The ODC methodologies for 

specific technologies and some management characteristics 

and for each defect orthogonal can mutually exclude. These 

attributes provide access to all the information that comes 

from the root cause, pattern, and data through a tremendous 

amount of data that can be analyzed. A high-quality action 

preparation and tracking can reduce failures and enable high 

levels of learning. 

In case of critical and large projects, it must be deeply 
classified to analyze and understand defects, and in the small 
projects, it can be classified as defects up to the initial level of 
the ODC to preserve time and effort. It classifies various types 
of defects at diverse phases of development requirements, such 
as specification collection, logical design, testing, and 
documentation. 

Defect prevention has been encountered in the past to 
analyze future defects and to prevent these types of 
occurrences including special operations. Defect prevention 
software processes can be applied to improve the quality of one 
or more phases of the SDLC. From the beginning phases of the 
project, to prevent defects from being presented into the 
product, measurements are appropriate. Even these measures 
are low cost, and the total cost savings achieved due to the 
profit at the end of the phase are quite high compared to the 
cost of a fixed failure. Therefore, analyzing the time needed for 
failures at an early stage reduces costs and resources. The 
defect injection method and the process can realize defect 
prevention knowledge. After the practice, this knowledge 
improves the quality. It also increases overall productivity. 

B. Importance of Defect Prevention 

Defect mitigation strategies exist but reflect the most cost-
effective expenditures reflecting the high-level test maturity 
principles associated with testing efforts. To detect defect 
errors in the development lifecycle for implementing code 
specifications in your design, you should avoid errors. 
Therefore, test strategies can be categorized into two 
categories: defect detection technology and defect prevention 
technology. 

Defect prevention during application development can save 
significant cost and time. It is therefore also important to 
decrease the number of rebuild failures resulting in cost 
reductions, ease of maintenance of ports and reuse. 
Organizations must also develop high-quality systems and 
provide resources to make systems reliable in less time. 
Determining defects increases productivity precautions and can 
be traced back to the fact that these defects have been injected 
into the lifecycle phase. 

The benefits of analysis software failures and defects are 
well known. However, there is little-detailed research based on 
concrete data. M. Hamill et al. [15] analyzes the defect and 
failure data of a two big real-time system case studies. They 
specifically discuss the causes of software defects by localizing 
and distributing defects and using other errors. The results 
show that individual failures occur frequently through multiple 
failures in the overall system. This inspection is significant 
because it does not sustain multiple-use heuristics and 
hypothesis about the precedent. Moreover, finding and fixing 
errors such as software errors that result in large, complex 
systems is often done despite the difficult and difficult 
development of software development. 
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Due to the lack of specific domain knowledge, the new and 
different domain software should be developed and 
implemented. In many cases, the appropriate quality 
requirements are not initially specified. Inspection work is 
labor intensive and requires a high level of skill. Sometimes a 
well-developed quality measurement may not have been 
identified at design time. 

No software defect detection technology can solve all the 
problems in error detection. Similar software reviews and tests, 
static analysis tools (or automated static analysis) can be used 
to eliminate defects before the software product is released. 
Inspection, prototyping, testing, and proof of correctness are 
several ways to identify defects. Formal inspections to identify 
failures in the initial phases of developing the most efficient 
and expensive quality assurance techniques. The adoption of 
several required prototypes clearly helps to overcome the 
perceived deficiencies. Testing is one of the least efficient 
techniques. It may be possible to evade detection at an early 
stage, which is the culprit and can be found in time. Especially 
the accuracy at the coding level proves to be a good detection 
method. Create the most accurate and economical way to build 
software. 

V. CONCLUSION 

Nowadays, intrinsic demands for software reliability are 
growing, and high defect tolerance systems are attracting 
attention. This paper has discussed several defect detection 
mechanisms and defect prevention mechanisms in relation to 
recent trends in the latest technologies. This paper presented 
review of the importance of defect prediction and their various 
approaches. Although there are several methods and 
technologies that are used to analyze for defect detection in a 
software system, but not all technologies are suitable for all 
systems. This paper has discussed defect prediction based on 
patterns, graph mining, ASA, and using the classifiers. Defect 
prevention methodology through defect identification, analysis 
and classification and its importance in reducing the system 
failure have also been discussed. This paper concludes that 
selection of defect prediction and prevention should be based 
on the system size and its complexity to provide a more 
adaptable and reliable solution for defect handling and provide 
high-quality software. 
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Abstract—During the last years, the distinctive feature of our 

society has been the rapid pace of technological change. In the 

Moroccan context, universities have put digital learning at the 

heart of their projects of development thanks to a wide range of 

hybrid training devices, Small Private Online Course (SPOC) 

and Massive Open Online Courses (MOOCs) via Virtual Work 

Environment (ENT, Environnement Numérique de Travail ). On 

the one hand, the purpose of using these devices consist in 

helping improve their performance and in enhancing their 

attractiveness. On the other hand, is aimed at meeting the 

increasingly diverse student’s needs, thanks to the 

infrastructures reorganization and a renovated pedagogy. Also, 

extensive use of information and communication technologies at 

different universities exposes them to a problem related to 

information system (IS) risks in general and e-learning in 

particular. The risk assessment is quite complicated and 

multidimensional. It must take into account many components, 

including assets, threats, vulnerabilities, controls already in place 

and analyses. In this work, we first propose the methods of risk 

management. We then present the risk analysis related to the 

Moodle platform. 

Keywords—Risk management; e-learning; mehari; platform 

I. INTRODUCTION 

The universities of today have at their disposal an 
exceptional potential to exploit: collaborative platforms, the 
blockchain, deep learning, serious games, rapid learning, 
virtual classes/video conferencing, mobile learning, MOOCs 
all tools accessible and navigable from all devices with 
improved ergonomics [1]. These new practices also concern 
Big Data, learning analytics and performance management. 
However, the rapid evolution of these technologies is 
increasing the risks related to digital learning in particular and 
information systems in general (risks related to the storage and 
transmission of data, etc.) [2]. The risk is an integral part of the 
management of a digital project. Hence, it is essential to have a 
risk management plan of at an early stage of the projects. Risk 
management then becomes a strategic function, an integral part 
of the university's operational and strategic management 
process. Thus, IS risk management defined as a mechanism for 

identifying and analyzing risks to information systems, to 
determine security objectives and implement security measures 
to achieve these objectives. However, the absence of an IS risk 
management strategy favours the appearance of many facets of 
risk. Currently, several standards and methods are available 
internationally are working to sustain a high level of protection 
and performance for the IS. Risk management can be applied 
across the organization, in all areas and at all levels, at any 
time, as well as to specific functions, projects and activities. 
So, what are the risks related to the digital device? Moreover, 
what are the standards and IT standards used to manage risks 
related to e-learning? In the first part of this article, we discuss 
the methods of risk management. The second part is devoted to 
a case study, and in the third part, we present an application 
dedicated to risk management about online platforms. 

II. AVAILABLE RISK MANAGEMENT METHODS AND TOOLS 

Currently, universities are evolving in a complex, uncertain 
and changing environment. The Moroccan university, for 
instance, Hassan II University of Casablanca (UH2C), should 
face the emergence of more and more diversified risks. For this 
reason, the UH2C has set up, since 2013, a Directorate General 
of Information Systems Security (DGISS). Faced with this 
environment of "less and less predictable," it is becoming 
increasingly urgent for all institutions to put in place a risk 
management system that will identify, assess and manage both 
actual and potential risks. Several methods of risk analysis are 
currently available, and the primary concern of decision-
makers is to choose the most appropriate method in the context 
of their organizations. This section provides an overview of 
existing risk management methodologies and tools. Table I 
lists the main well-known methods and associated tools. 

Before investing in one method or another, it is essential 
that the chosen method meet the requirements of the 
organization. Also, a risk management method is an analytical 
tool for identifying risks and by proposing solutions to address 
it. Risk management methods are based on different analysis 
strategies. Methods exist for covering différent perspectives in 
risk management, for example, EBIOS, MEHARI and 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

459 | P a g e  

www.ijacsa.thesai.org 

OCTAVE. It should note that, while there are concepts familiar 
to all these methods, each method has a different way of 
performing an information system risk assessment. Among 
these tools, we propose an integrated use of ISO27005 and 
Mehari for the implementation of an e-learning risk 
management platform (PGRE, platform de Gestion des 
Risques en e-learning ) (see Fig. 1). 

TABLE I. RISK MANAGEMENT METHODOLOGIES AND TOOLS 

AVAILABLE 

Available risk management methodologies 

Au IT Security 

Handbook 
Cramm A&K Analysis Ebios 

ISAMM ISF Methods 
SP800 30 

(NIST) 
ISO/IEC 27005 

Mehari MIGRA Octave 
Risksafe 

Assesment 

                               Available risk management tools 

Gstool  Cramm  MetricStream Ebios  

Callio  Riskwatch  ISAMM Mehari  

vsRisk Risicare 
CCS Risk 

Manager  
Cobra  

MIGRA Tool  
Modulo Risk 

Manager 
Proteus  Octave 

 
Fig. 1. PGRE Platform. 

The reason for ISO 27005 is to give rules to information 
security risk management. It bolsters the general concepts 
indicated in ISO 27001 and is intended to assist the satisfactory 
implementation of information security based on a risk 
management approach. [3]. It does not indicate, prescribe or 
even name any specific risk analysis method, although it 
specifies a structured, systematic and rigorous process from 
analyzing risks to creating the risk treatment plan [4]. 
MEHARI is agreeable to ISO 13335 risk management 
standard. It allows the stakeholder to develop security plans, 
based on a list of vulnerability control points and an accurate 
monitoring process to achieve a continual improvement cycle. 

III. CASE STUDY: RISK MANAGEMENT OF THE MOODLE 

PLATFORM 

The information system of the UH2C is composed of 
several applications, for example, APOGEE: Application for 
the management of students and teaching mainly the 
administrative and pedagogical management of schooling, a 
platform dedicated to MOOCs and Moodle: e-learning 
platform intended for distance education. For our case study, 
we will focus on the study of risks related to the latest 

application, namely the Moodle platform. The educational 
platform of the UH2C is accessible from the ENT (see Fig. 2). 

 

Fig. 2. Moodle Platform-UH2C. 

The educational platform (Moodle) is a teaching/learning 
environment. It is made available to teachers to enrich and 
accompany classroom teaching. This study, therefore, concerns 
the analysis of the risks that such a platform may experience 
when used in the service of distance education. 

 
Fig. 3. Risks Related to the Moodle. 

The risk assessment is quite complicated and multi-
dimensional. It is a question of categorizing the goods, the 
processes and the activities of the organization, to identify the 
perimeters of the risks, to define the risks and to establish the 
typology of the latter for example, there are the economic risks 
and financial (hosting), environmental risks Energy 
consumption (data center), technical risks (data loss, migration 
of data from existing courses on a platform to a new platform). 
Legal risks (copyright, disclosure, legislation and regulations) 
and Risks related to new pedagogical approaches integrating 
new technologies (not available online tutors/neglect of the 
interactivity aspect of the learning process). To evaluate the 
risks related to the Moodle platform (see Fig. 3), the auditor of 
the information system aims to: 

 constitute a database 

 inventory all identified risks 

 evaluate the criticality of these risks (gravities and 
frequency) 

 propose corrective actions 

 define the aspects to be strengthened about the control 
structures (organization, attributions and functioning of 
these entities, training and competent human resources, 
methods and tools for work ) 

 propose an action plan and audits to programme in the 
next five years. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

460 | P a g e  

www.ijacsa.thesai.org 

These steps have integrated into the platform (PGRE) (see 
Fig. 4). 

 
Fig. 4. Risk Assessment Process at the PGRE Platform. 

The application executes an input questionnaire, which 
utilized for asset impact evaluation. Risk values are computed, 
and in light of threats, assets and risks, suitable measures 
proposed by the system. By these attributes, the manager can 
choose to implement them or not. At last, the system produces 
a study summary report and an action plan suggesting the 
manager countermeasures to implement. This section discusses 
its components. 

A. Risk Identification 

Risk identification is a process that can necessarily be done 
from a knowledge base. MEHARI proposes a knowledge base 
of risk scenarios that can be used by the vast majority of 
organizations. Nevertheless, it is possible to develop variants, 
to complete this base, or to develop new ones, relying on a 
specific guide. We will then work on the MEHARI 2010 
knowledge base. The MEHARI 2010 knowledge base contains 
nearly 800 standard risk scenarios [5]. Of all these scenarios, 
some may be genuinely critical and deserve detailed 
consideration, while others may not be relevant to the entity or 
deserve attention. It may, therefore, be considered desirable to 
make a selection of scenarios before addressing a detailed 
assessment of their severity and a risk treatment plan. 

We will present in the following paragraph some risk 
categories related to the Moodle platform. The significant 
threats are as follows : 

 Economic and financial risks: Hosting internally 
inducing very high costs. 

 Environmental risks: excessive storage volume 
increase, in the absence of an outsourcing policy, 
leading to an increase in energy consumption by adding 
database servers. 

 Technical risks: 

Inoperative features: Business interruption of local network 
services, due to a long-term absence of (internal) staff. 

The hijacking of application data files in operation, by an 
unauthorized third party, connecting from outside to the local 
network. 

The obligation to leave the platform for further 
investigation, through the search engines, to locate the titles of 
the appropriate short. 

 Legal risks: Non-compliance with legislation or 

regulations relating to the protection of intellectual 

property due to non-application of procedures, by lack 

of knowledge. 

 Risks related to new pedagogical approaches 

integrating new technologies:  

Risks of business as usual (Neglect of the interactivity 

aspect of the learning process). 

Not available online tutors (Keeping online tutors 

unsatisfied) [7]. 

B. Risk estimation (Impact * probability) 

The manager must select the threats and indicate its 
frequency. The frequency of the threat is never exact. The 
manager should be based on specific information such as 
attacks and incidents detected on the threat that the 
organization is facing. By using these parameters, the manager 
can provide a rough estimate of the frequency of a particular 
threat. Risk Estimation handles the execution of the impact and 
the probability calculation. 

C. Risk Evaluation 

Risk Evaluation has the part of characterizing the risk given 
the ISO27005 risk assessment matrix.  This part is to classify 
risk levels according to different levels of gravity. Using this 
matrix, the manager has an on-screen overview of all risks and 
their classifications. 

D. Risk Treatment 

Risk Treatment presents all the threats to each asset. Each 
line of the application also contains the level of risk and a drop-
down menu offering the following options [6]: attenuate, 
transfer, accept and avoid : 

 Risk mitigation: If the manager chose to mitigate the 
risk, the system suggests administrative controls, 
technical or physical to be applied within the Moodle 
platform according to their effectiveness and cost of 
implementation. 

 Risk avoidance: Decide to avoid the risk by eliminating 
the risk situation by structural measures. 

 Risk acceptance: the manager accepts the risk as it is.  

 For any risk accepted or reduced causing residual risks 
after the traditional preventive measures will be 
transferred after that to other organizations able to 
better manage these risks (Risk transfer). 

Users of the Moodle platform of UH2C face different risks 
or threats, as indicated in the paragraph above. The following 
measures are proposed by the application (PGRE) to minimize 
these risks: 

 Remedies of economic and financial risks: 
Outsourcing hosting 

 Remedies of environmental risks: the implementation 
of ventilation devices and more efficient cooling 
systems the server room must be well ventilated;  Free 
cooling of Datacenter. 
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 Remedies of technical risks: Replacement by a 
resource person whose presence is sustainable ; Install 
debugger programs to help programmers detect bugs 
and send them later ; Reduce the size of the Moodle 
platform exposed to hackers by adding a proxy server 
upstream ; Raise awareness about the use of internal 
search engines. 

 Remedies of legal risks: User awareness of current 
legislation at the start of registration and all stages of 
training. 

 Remedies of risks related to new pedagogical 
approaches integrating new technologies: 
Pedagogical re-engineering is taking into account the 
aspect of interactivity internally. 

IV. ANALYSIS AND DISCUSSION 

The contribution of our work consists in proposing a risk 
management tool PGRE in e-learning (PGRE, the platform of 
risk management in e-learning) adapted to university 
establishment based on international methods and standards. 
This tool covers the entire methodology of risk analysis from 
assessment to risk management. In this article, we have 
detailed the components of the PGRE platform. 

The experimentation with the tool constituted the first 
phase of the deployment of our platform. We did the first 
experiment via the Moodle application. Also, this phase of 
experimentation allowed us to realize the modalities of the 
concrete use of the tool and to reveal the contributions and the 
limits. Also, the experimentation of the PGRE platform has 
encountered many difficulties: 

Forgetting a risk: One of the issues of recurring concern is 
the fear of having forgotten a risk or of having made an error of 
appreciation in the analysis. The causes of error are many: lack 
of a critical element in the inventory of assets related to e-
learning, the problem of identification of threats and error in 
the valuation of an asset. 

Lack of monitoring of the implementation of security 
measures: Experience shows that once a project is completed, 
the risk assessment that has been carried out during the project 
is classified, with no updating work planned. 

Lack of communication: Communication in the field of risk 
management in academic institutions remains delicate and is 
often hampered by a number of problems : Communication is 
often hampered by the geographical dispersion of university 
campuses (for example the University Hassan II of Casablanca 
(UH2C) contains 18 educational establishments spread over 6 
university campuses) and the breakdown of the interveners 
within the directorates or services that can hinder or prevent the 
holding meetings. 

In perspective, we are continuing our work to finalize the 
experimental PGRE platform, adding a measurement 
evaluation module after their implementation and follow-up. 
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V. CONCLUSION 

In this paper, we introduced the application components 
(PGRE) to manage the risks of the Moodle platform. This 
particularity of our approach is that integrated use of ISO27005 
and Mehari to design a comprehensive Information Security 
Risk Management Tool. The system applied to a concrete 
example (case of the Moodle platform of Hassan II University 
of Casablanca). Future work consists in testing the risk 
management platform related to e-learning (PGRE) on other 
distance learning devices, for example, MOOCs based on the 
Open EDx platform, SPOC to overcome obstacles and achieve 
the goals of distance education. 
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Abstract—Weather forecasting is a natural phenomenon 

which has some chaotic changes happening with the passage of 

time. It has become an essential topic of research due to some 

abrupt scenarios of weather. As the data of forecast is nonlinear 

and follows some irregular trends and patterns, there are many 

traditional techniques (the literature like nonlinear statistics) to 

work on the efficiency of models to make prediction better than 

previous models. However, Artificial Neural Network (ANN) has 

so far evolved out to be as a better way to improve the accuracy 

and reliability. The ANN is one of the most fastest growing 

technique of machine learning considered as non-linear 

predictive models to perform classification and prediction 

weather forecasts maximum temperature for the whole days 

(365) of the year. Therefore, a multi-layered neural network is 

designed and trained with the existing dataset and obtained a 

relationship between the existing non-linear parameters of 

weather. Eleven weather features were used to perform 

classification of weather into four types. Furthermore, twenty 

training examples from 1997-2015 were used to predict eleven 

weather features. The results revealed that by increasing the 

number of hidden layers, the trained neural network can classify 

and predict the weather variables with less error. 

Keywords—Weather forecasting; artificial neural network; 

classification; prediction; backpropagation; hidden layers 

I. INTRODUCTION 

Due to sudden changes happens in the nature and weather 
conditions, the massive amount of power is always required to 
manage and keep the balance for the atmosphere. Weather 
forecasts the natural phenomena, involved the vague 
understanding of atmosphere processes due to the time 
difference. Weather forecast is a process of rapidly changing 
conditions like humidity, rainfall, wind speed, directions, 
temperature, etc. It is used to collect this data with some 
defined tools like, meteorological satellites, radars, wireless 
sensor and high-speed computers to perform computation. The 
data which is recorded through satellites are always available 
in the form of an images to get the whole idea of abrupt 
changes happened in the environment. Apparently, weather is 
an intensive, chaotic and dynamic process makes it a fierce 
challenge. 

As whole it is considered, as an important matter to be 
focused on all over the world, because the weather prediction 
can have expressive impact on variant parts of the world. This 
prediction activity is particularly handled by individuals to 
improve the efficiency of operations performed on daily basis. 
It is one of the most essential and in demand responsibility 
taking over by meteorological services. And all the decisions 
are taken under the uncertain situation associated with local 
and global climate variables. Different researchers and 
scientists are performing research since 1920‟s to predict the 
disasters and changes in climate conditions. The most 
important factor that varies is time series. It involves a 
combination of observation, trends and patterns both for 
regional and global. So far, researchers are trying to predict the 
weather forecasting by different means which increase the 
computational power.  As we are talking about prediction 
which means to determine something going to happen in 
future. In a past few decades, the excessive increment in a 
computational power has forced to design and develop the 
complex systems having the ability to deal with the hardness of 
power systems to perform calculations. Machine learning and 
data mining [13, 14, 16] are commonly used fields for this 
research as these are actively used to improve the 
computational power. For weather forecast most of the systems 
depends on conditions to adjust to prevent the loss or damage 
to some extent. 

The weather forecast systems need to be intelligent that 
they can easily read the statistical data to generate patterns and 
rules to study and based on past data predict the future. Recent 
study [15] has shown that numerical weather prediction model 
could be introduced to represent the global importance of 
forecast. They simulated the sub grid lakes in global forecasts 
for reduction at high latitude in forecast errors especially in 
spring and summer. Although, above described tools like 
radars, wireless sensors and satellites are more enough for 
handling conditions of weather but these improvements and 
enhancement are result of betterment for future time. And the 
better observation under computational techniques. Since, 
many researchers have made efforts to identify the well-
defined forecasting models which includes linear, non-linear 
and hybrid techniques to improve accuracy. It has been 
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observed from recent studies that in some cases the hybrid 
computational models [17,18] results in decomposition of 
linear and nonlinear forms and considered as efficient approach 
comparative to single or individual techniques. It also has less 
number of chances to produce errors. On contrary some of 
studies claims that hybrid or combination of models not proved 
to be efficient. Such kind of uncertainties in this case always 
open the door for new opportunities to make models more 
precise. Even due to high penalty of imbalance systems relying 
always on meteorological forecast is not a good option. 

This research is focused to propose an efficient model 
based on ANN to improve the computational power to make 
future prediction more efficient. The selected features to 
perform the experiments for actual weather is sunny, foggy, 
thunderstorm and rainy for the course period of 20 years (7000 
days). 

The study is categorized as: section II represents the study 
done previously, section III show the methodology has been 
used for this research, section IV demonstrated the results 
along with discussion and at last conclusion of the study is 
presented. 

II. LITERATURE REVIEW 

Most of the work have been done on different weather 
forecasting applications by using prediction techniques 
especially in machine learning field. Some of the work is 
summarized in this section. 

Authors in [1] focused on reduction of random and 
numerical errors with the post processing of Numerical 
weather predictions (NWP) models to propose the best error 
free model which will be used for weather forecasts purposes. 
They had used most inspiring the Kalman filter to perform 
analog forecast in an ordered form. Along with it, adapted the 
weighing strategy to verify the forecast analog for specific time 
and location. With this new approach, they have successfully 
achieved the improvement in comparison of other algorithms. 
With the strong combination of both, NWP altogether and 
analog by producing the hybrid of these two models with 
logistic regression as a preprocessing [2]. Authors had cover up 
the probabilistically 2 m weather forecast with their efficient 
hybrid technique as shown to outperform comparatively others. 
Somehow this is not performing good for 10 m speed (wind). 
They considered, the representative NWP for long term 
purpose to overcome the wind speed factors involved like 
ambient temperature, atmospheric pressure, local terrain, etc. 
[3] Authors included the machine learning by joining the 
neural networks with NWP to assess the wind speed which 
offered a satisfying improvement in performance. They have 
proposed the new method with the use of feed forward 
artificial neural network for weather prediction which is proved 
to be a better approach as compared to traditional approaches 
[4]. Different datamining techniques has also been used for 
classification of weather parameters such as, the C5 decision 
tree with the consideration of some basic factors like min and 
max temperature, wind speed and rainfall prediction for a 
specific month or year [5]. These techniques been observed in 
the months by giving enough data to influence the weather 
prediction with some expected changes in identified climate 
patterns. Authors used a combination of TLFN neural network 

and RNN architectures to make ANN models through observe 
pattern variables to detect the relationships for future 
predictions. At the same time, their prediction analysis was 
performed with linear regression to achieve the better results of 
prediction with great number of accuracy [8]. Multi 
classification is proved to be great in their research by 
considering the large number of features. According to given 
results, their model is particularly providing an efficient 
prediction. The classification techniques are a possible solution 
of severe occurrences like socio economic or environmental 
[6]. However, the large number of meteorological data makes it 
difficult or somehow impossible to perform analysis for 
weather prediction. By considering the classification approach 
of ANN we can conclude that their approach is far better than 
traditional to identify associated patterns for consecutive 
events. 

Consecutively, there are more complex strategies to 
leverage the load forecasting by using hierarchy patterns in 
distributions network for small area [7]. It is used for parameter 
optimization to make innovative forecast. Authors proposed a 
new approach named Dilation erosion perceptron with a fusion 
of modified genetic algorithm which is based on a complete 
theory of mathematical morphology for weather prediction [9]. 
They have also considered to remove the temporal distortions 
in weather forecasting by proposing a method the automatic 
phase fix procedure. And their evolutionary process model 
demonstrated the good results. In [10] somehow, we find it 
difficult to figure out the prediction patterns because of some 
consistencies happened in characteristics of weather. Authors 
targeted the occurrence of changes specifically conducting in a 
huge region of Bangladesh. Their model shows reliable 
prediction for this seasonal change. Classification is commonly 
encountered as a more powerful decision-making idea in ANN 
[11]. Even appeared as an evolutionary task in data mining and 
machine learning fields. Neural Networks are being applied for 
different mathematical and optimization purposes such as 
forecasting, image processing, object recognition, 
classification, prediction, processing of signals, etc. Authors 
considered an important factor to perform some operations for 
solar online power forecasting, with the selection of advanced 
statistical methods. Their online solar power application got 
trained for operational planning of system. One of the benefit 
could be noticed of ANN based photovoltaic system is that it 
could handle the abrupt circumstances or variations by this 
system. Proposed radial based function network makes 
prediction for 24 hours. They have proved that given model 
worked with 90% reliability for crystal clear sky on the other 
hand 80% for unclear sky condition as the weather 
uncertainties always led to great errors. In this research, the 
authors proposed two ANN based approached one of them is 
used d to predict the rainfall rate for 2001 to 2013 period 
through sensitivity analysis [12]. However only one model is 
proved to be efficient as compared to other one. 

III. METHODOLOGY 

This section introduces the methodology being used and the 
analysis performed. In this research, basically two things are 
considered; weather classification and weather prediction. 
Further, the weather data is classified into four types 
thunderstorm, Rainy, Foggy, and sunny then predicts weather 
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features for next year after training on 20 years on ANN. And 
the 20 training examples are the data acquired for the year 
1997 – 2015. There are 11 prediction features have been taken 
into account which are MaxDewpoint, MaxHumidity, 
MaxPressure, MaxTemperatue, MaxVisibility, 
MeanWindSpeed, MinDewpoint, MinHumidity, MinPressure, 
MinTemperatue, MinVisibility. 

A. Artificial Neural Networks 

ANN has been used since 1943 and inspired from human 
brain reactions. Just like human brain needs several neurons to 
transmit information and perform the actions just like that 
ANN needs neurons to perform the action in hidden layers. The 
general architectural diagram of ANN has been shown in 
Fig. 1. They are capable enough to train or learn more complex 
functions. It consists of input layer, hidden layer and output 
layer. The number of neurons is equal to the number of input 
variables present. The complexity of model always depends on 
the scenario to perform action iteratively. If you want your 
model to perform better and efficient activities, you need to 
pass it to large number of data and number of hidden layers. 
Then some activation functions like hyperbolic, tangent, 
sigmoid, SoftMax, etc. makes the work easier to accommodate 
the model they evaluate the values passed to it to compute error 
value. It has multiple types of neural networks. A neural 
network which is made up of processing units has a natural 
ability to store knowledge. Knowledge in network is acquired 
from the environment through given learning process. And the 
weights are the strengths of neurons to store the knowledge. 

 

Fig. 1. General Architecture of ANN. 

B. Architecture of ANN based Model 

Our proposed architectural model is shown in Fig. 2. This 
diagram represents that increased number of neurons in hidden 
layers always raise the ability of network to perform efficiently 
by getting data from input nodes. It is also called as fully 
connected network; if every single node of one layer is 
connected to every other node in adjacent layer. The theta 
values in the network represents the weights as they stores the 
processing information of neurons attached with the layers. 
After training the data the network hidden layers conclude the 
desired output for a set of previously unseen input data. The 
model is closely prepared to process the information through 
neurons. The data is gathered from what the project predicted 
and what the actual weather was. The mathematically general 
model is explained step by step below. The parameters have 
been used in the algorithm are: 

 backPropClassifier – has the classification algorithm 
through back propagation 

 backPropPredictor – has the prediction algorithm 
through back propagation 

 forwardPropClassifier – has the classification 
algorithm through forward propagation 

 forwardPropPredictor – has the prediction algorithm 
through forward propagation 

 Classifier – has the main classification algorithm. 

1) Load a file and save it in a variable „X‟. All files of 

weather data are gathered from the period „1997-

2015‟ are loaded. 

2) Number of features (total 11 features+5 bias units) = 

Number of features (Max humidity, Mean wind 

speed,etc.) +bias units. 

3) Y=X (:, Number of features]) classes of weather are 

extracted from X; such as „: represents 16 column in 

Y. 

4) X (:, Number of features])= [ ]  16 column of X  is 

emptied. 

5) Weather classes in Y are bit mapped  they are bit 

mapped is because it is easy to match numerical 

output. 

6) This is how we get [X Y] array. such as X is an input 

and Y is output. 

7) Now we will define some variables: - 

 IEPSILON = 1 (weight)  Initial theta of 

each layer 

 LAMBDA = 0.01 Regulation parameter  

 NUMBER OF FEATURES  Number of 

weather features 

 M  Number of training examples  

 K   Number of output classification 

 m = 365  DAYS IN A YEAR 
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Fig. 2. Proposed Model of ANN Architectural Diagram. 

8) Then we choose initial theta matrix for layer 1 and 

layer 2 of Neural Network through formula: - 

 ITheta1 = 2 * IEPSILON * rand (Number of 

features-1, Number of features) - IEPSILON 

* ones (Number of features - 1, Number of 

features)   

9) „Predictor‟ is called to train Neural Network: 

 It takes array X, ITheta1, ITheta2, LAMBDA 

as input. 

 Few variables are already defined assigned to 

new ones: - 

 E = M-m; 

 x = X(:, 1) 

 y = X(:, 366) 

 A loop is executed to separate 365 values of 

a single feature. 

 ITheta1 & ITheta2 are placed inside thetavec. 

 Lost function is minimized through 

„prediction cost function‟  

 Optimset  create structures for 

optimization functions 

 Fminuc  tries to minimize a 

function. 

 Steps:  

1) Reshape thetavc & get ITheta1 and 

ITheta2 from it. 

2) Apply forward propagation:  

1. Input x, theta1, theta2 

2. output a1, a2,a3 

3) Computing error  

1. sqrError= sum(sum((a3-

y). ^2)) 

2. sqrError = ∑(∑(a3-y)^2) 

4) Computing cost function 

1. Jval = (1/(2*e)) * (sqrError+ 

LAMBDA*sum(thetavc.*2)) 

2. Jval = 

1/2e(sqrError+LAMBDA(∑ 

thetavc^2)) 

5) Apply backpropagation through 

„backpropPredictor‟ 

1. Input  a1, a2, a3, theta1, theta2, y, e, lambda 

2. Output   [gradient vector] 

 Reshape optimal theta vector into matrices for layer 1 

and layer 2 

 Apply forward propagation to make final predictions. 

1. input x, optTheta1, optTtheta2 

10) Alpha is specified (0.75)  learning rate 

11) Classifier is called to train neural network 

1 It takes input: array „X‟, classification of outputs, 

alpha, IEPSILON. 

2 It specifies some variables 
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 THETA1 = 0 

 THETA2 = 0 

 THETA3 = 0 

 FC = 0 

 J = 0 

3 A function “nn” is called. 

 It takes (X, Y, THETA1,THETA2, 

THETA3,IEPSILON,initw(initial state), 

alpha, J, FC) as input  

 Thetas are calculated through following 

formula: -  

 THETA1 = 2*IEPSILON* rand (K, number 

of features) – IEPSILON  

 THETA2 = 2*IEPSILON* rand (K, K+1) – 

IEPSILON  

 THETA3 = 2*IEPSILON* rand (K, K+1) – 

IEPSILON  

 In a loop forward propagation is applied and 

if it is the „500‟ iteration then some 

calculations are done. 

 1. This forward propagation takes input X, 

THETA1 THETA2, THETA3. 

 Then in the same loop back propagation is 

done through function 

“backpropclassification” 

1. InputY, A3,A2, α, N 

THETA3,THETA2. 

2. Output  DELTA1, DELTA2, 

DELTA3. 

 Then in the same loop new theta values 

are calculated: -  

THETA1_NEW = THETA1- 

(alpha*DELTA1) 

THETA2_NEW = THETA2 – 

(alpha*DELTA2) 

THETA3_NEW = THETA3 – 

(alpha*DELTA3) 

12) Test month  Testing results to make future 

predictions about weather features 

13) Save yearly predicted data into text files. 

14) Plot graphs for weather features of 20 years. 

IV. RESULTS AND DISCUSSION 

After designing and training the multi-layered neural 
network with the existing dataset, we have obtained a 
relationship between the existing non-linear parameters of 
weather. The result reveals that by increasing the number of 
hidden layers, the trained neural network can classify and 
predict the weather variables with less error. This could even 
be possible to predict aforementioned weather parameters on 

monthly bases, and daily bases. Due to the increasing number 
of figures in a single study, we have focused only on the 
classification of weather parameters and yearly based 
prediction of weather parameters. We have obtained the 
analytical results through above described methodology and 
these results are explained with detailed description along with 
each diagram. Each diagram illustrates the actual and predicted 
results for one year. Due to the increasing number of hidden 
layers, trained neural network can classify and predict the 
weather variables with less error. 

Fig. 3 graph, shows actual weather (sunny, foggy, 
thunderstorm, and rainy) and weather specified after 
classification by neural network over the course of 20 years 
(7000 days). Fig. 4 graph, shows actual and predicted mean 
wind speed over the course of 20 years (7000 days). 

 

Fig. 3. Weather Event Classification. 

 
Fig. 4. Actual and Predicted Minimum Wind Speed. 

 
Fig. 5. Actual and Predicted Minimum Visibility. 
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Fig. 6. Actual and Predicted Maximum Visibility. 

Fig. 5 graph shows actual and predicted min visibility over 
the course of 20 years (7000 days). Fig. 6 graph that shows 
actual and predicted max visibility over the course of 20 years 
(7000 days). 

Fig. 7 graph that shows actual and predicted min pressure 
over the course of 20 years (7000 days). Fig. 8 graph that 
shows actual and predicted max pressure over the course of 20 
years (7000 days). 

 
Fig. 7. Actual and Predicted Minimum Pressure. 

 
Fig. 8. Actual and Predicted Maximum Pressure. 

 
Fig. 9. Actual and Predicted Minimum Humidity. 

 

Fig. 10. Actual and Predicted Maximum Humidity. 

Fig. 9 graph shows actual and predicted min humidity over 
the course of 20 years (7000 days). Fig. 10 graph shows actual 
and predicted max humidity over the course of 20 years (7000 
days). 

 

Fig. 11. Actual and Predicted Minimum Dewpoint. 

 

Fig. 12. Actual and Predicted Maximum Dewpoint. 
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Fig. 11 graph that shows actual and predicted min dewpoint 
over the course of 20 years (7000 days). Fig. 12 graph that 
shows actual and predicted max dewpoint over the course of 20 
years (7000 days). 

Fig. 13 graph that shows actual and predicted min 
temperature over the course of 20 years (7000 days). Fig. 14 
graph that shows actual and predicted max temperature over 
the course of 20 years (7000 days). 

 
Fig. 13. Actual and Predicted Minimum Temperature. 

 
Fig. 14. Actual and Predicted Maximum Temperature. 

 
Fig. 15. Weather event Classification for One Month. 

 
Fig. 16. Mean Wind Speed in Month Jan 2016. 

Fig. 15 graph of classification of weather into rainy, 
thunderstorm, foggy, sunny (here these categories are 
converted to numbers and then categorized. The classification 
is done through the neural network which is trained by 20 years 
of data) in year 2016 over the course of 365 days. Fig. 16 graph 
of prediction of mean wind speed in year 2016 over the course 
of 365 days. 

Fig. 17 graph of prediction of min visibility in year 2016 
over the course of 365 days. Fig. 18 graph of prediction of max 
visibility in year 2016 over the course of 365 days. 

 
Fig. 17. Min Visibility in Month Jan 2016. 

 

Fig. 18. Max Visibility in Month Jan 2016. 
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Fig. 19. Min Pressure in Month Jan 2016. 

 
Fig. 20. Max Pressure in Month Jan 2016. 

Fig. 19 graph of prediction of min pressure in year 2016 
over the course of 365 days. Fig. 20 graph of prediction of max 
pressure in year 2016 over the course of 365 days. 

 
Fig. 21. Min Humidity in Month Jan 2016. 

 

Fig. 22. Max Humidity in Month Jan 2016. 

Fig. 21 graph of prediction of min humidity in year 2016 
over the course of 365 days. Fig. 22 graph of prediction of max 
humidity in year 2016 over the course of 365 days. 

 

Fig. 23. Min DewPoint in Month Jan 2016. 

 
Fig. 24. Max DwePoint in Month Jan 2016. 

Fig. 23 graph of prediction of min dewpoint in year 2016 
over the course of 365 days. Fig. 24 graph of prediction of max 
Dewpoint in year 2016 over the course of 365 days. 

 
Fig. 25. Min Temperature in Month Jan 2016. 
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Fig. 26. Max Temperature in Month Jan 2016. 

Fig. 25 graph of prediction of min temperature in year 2016 
over the course of 365 days. Fig. 26 graph of prediction of max 
temperature in year 2016 over the course of 365 days. 

V. CONCLUSION 

In this paper, a most powerful prediction algorithm called 
back propagation algorithm was used to predict and classify the 
weather forecast standard dataset. Eleven weather features 
were used to perform classification of weather into four types. 
Furthermore, twenty training examples from 1997-2015 were 
used to predict eleven weather features. The prediction was 
calculated for weather forecast basic factors like humidity, 
speed, etc. A Multi-layered neural network is designed and 
trained with the existing dataset and obtained a relationship 
between the existing non-linear parameters of weather. The 
overall behavior of our model has been concluded is that by 
increasing the number of hidden layers, the trained neural 
network can classify and predict the weather variables with less 
error. In upcommig paper, we will try to predict 
aforementioned weather parameters on monthly bases, and 
daily bases. Due to increasing number of figures in a single 
study, we have focused only on two objectives, i.e, 
classification and year based prediction. Additionally, a 
comparative analysis of several ANN techniques will be made 
so that we can emphasis our results broadly. 
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Abstract—Statistical machine translation (SMT) refers to 

using probabilistic methods of learning translation process 

primarily from the parallel text. In SMT, the linguistic 

information such as morphology and syntax can be added to the 

parallel text for improved results. However, adding such 

linguistic matter is costly, in terms of time and expert effort. 

Here, we introduce a technique that can learn better shapes 

(morphological process) and more appropriate positioning 

(syntactic realization) of target words, without linguistic 

annotations. Our method improves result iteratively over 

multiple passes of translation. Our experiments showed better 

accuracy of translation, using a well-known scoring tool. There is 

no language specific step in this technique. 

Keywords—Statistical machine translation; incremental 

learning algorithm; English; Urdu 

I. INTRODUCTION 

Recent trend in machine translation is mostly towards data-
driven methods including Statistical Machine Translation 
(SMT), which uses parallel text. This approach learns 
translation through phrase alignments [1] which are based on 
word alignments. In SMT, the morphological information 
improves learnability for realizing the correct shape of words, 
especially for morphologically rich languages like Arabic and 
Urdu. Similarly, the syntactic information improves 
positioning of words in the given context, especially when 
source and target pair has different positions for grammatical 
relations (Subject, Object, etc.) like English versus Urdu. An 
intuitive way of algorithmic evaluation of translation output is 
based on the number of matching sequences and subsequences 
of words in comparison with human translation. We have used 
BLEU [2] for an automatic evaluation of progress in translation 
improvement. A freely available toolkit for training and 
decoding of SMT systems, Moses [3] is used in our 
experiments, along with the supportive tools [4] for 
intermediate tasks like text alignment. Open source tools [5] 
are used for English (the source side of parallel text), and 
locally developed morphology analyzer [6] and POS tagger [7] 
of Urdu (target side of parallel text) are used for morpho-
syntactic experiment. The experiments for baseline and 
proposed technique, both, use plain parallel text. 

In the proposed method, the system gradually learns these 
linguistic elements (shapes and orders of words, etc.) from the 
surface forms of the target side, without any explicit 
knowledge, hint and tagging. There is no need of mono-lingual 
resources either, in addition to the parallel text. We have 

improved the shapes and arrangements of words on the target 
side by using the SMT process iteratively, to incrementally 
learn such information from simply the parallel text itself. 

The rest of this paper has been organized in the following 
sections. Section II gives a review of the existing work on the 
statistical machine translation and the incremental learning. 
Section III details the methodology of the proposed algorithm. 
Section IV describes the data, experimental setup, and results. 
Section V discusses the proposed technique in the light of 
obtained results. 

II. LITERATURE REVIEW 

Statistical machine translation [8], being a machine 
learning approach towards translation [9], is used in the 
proposed work. A more detailed and updated record of 
statistical machine translation may be found in [8]. The 
proposed work considers linguistic knowledge (morphology, 
syntax, and word sense) to be “hidden” elements and uses the 
iterations of machine translation in the form of expectation 
maximization algorithm [10] without any external knowledge, 
to reach a better output. Words in our output are better in terms 
of correctness of shapes, sequences, and senses. The proposed 
work considers the intermediate translation of source as a pivot 
language [11], which is then used to improve the model to 
gradually reach the target language, by utilizing the power of 
incremental learning [12; 13; 14]. Gradual learning in several 
iterations reduces the impact of noise and irrelevant attributes 
[15] for automatically learning the word mappings to generate 
more correct sentences as output of translation. 

The approach of incremental machine translation [16] uses 
the knowledge of human translator for enhancing the 
confidence of correct translations, and using that confidence 
for future translations. The proposed work uses the same idea 
of enhanced confidence with the help of an automatic tool, 
BLEU, for evaluation of translated output of one pass to be 
used as input for translation of next pass. Daybelge and Cicekli 
[17] have used a similar approach of using BLEU score as a 
measure of incremental learning and reported improvement in 
the translation quality using example based machine 
translation. Quality of translation does not depend only on the 
syntax and morphology but also on the sense of the source 
word [18; 19]. Using the translation of phrases observed 
previously increases the translation correctness when they 
occur subsequently [20; 21]. This is another view of 
“incremental” learning in which already observed high 
probability mappings help improving the mappings of other 
translation units in subsequent passes of learning. We have 
successfully experimented and introduced a technique that 
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gradually learns the linguistic information from parallel text in 
several iterations of translation, which is detailed in the next 
section. 

 

Fig. 1. Algorithm for Incremental Learning. 

III. ALGORITHM FOR INCREMENTAL LEARNING 

Fig. 1 shows the complete algorithm of incremental 
learning. The labels and variables used in the following 
algorithm are defined as: BScorei means BLEU Score of ith 
iteration; Diff means the difference of two consecutive BScore 
values to be compared with the Threshold (that is x); Modeli is 
the SMT model learnt in ith iteration; when i=1 then TTi-1 
(TT0) means Training Text which is source side, and TTi (TT1) 
means translation of source side, same goes for all values of i; 
TTn means the target side for learning next SMT model; 
THOT0 is the source side of held-out text, THOTi denotes the 
ith translated version of the source side of held-out text; and 
THOTn denotes target side of held-out text. 

Line 1 and 2 initialize the variables x and Diff to 0. 

Line 3 initializes the iteration counter i to 1. Line 4 

initializes the BLEU score variable BScore0 to 0, which means 
BScore for 0

th
 iteration is 0. This variable will be used to 

compute the improvement in the translation for comparison 
with the BScore of i 

th
 iteration for measuring the threshold. 

Line 6 to 13 is a loop that will continue for the specific 

threshold. In this instance of the algorithm, the loop will stop 
when there is no improvement in the BScore, because the 
threshold testing variable x is kept 0. 

Inside this loop, line 8 updates the SMT Model for i
th
 

iteration, between the TT i-1 and TT n. When i = 1, for first 
iteration, then TT 0 is the original training text on the source 
side of translation (English in our case, see section 4). When i 
> 1, for subsequent iterations, then TT 1 , TT 2 , and so on, are 
the i 

th
 translated versions of source training text; thus termed 

as translated text. TT n is always the original training text on 
the target side of translation (Urdu in our case, see section 4). 
Hence, in the first iteration we obtain Model1 which is trained 
SMT model for translation from English into Urdu. In line 

9, the original held-out text on the source side (THOT0) is 

translated using Model1 thus generating the translated version 
of held-out text (THOT1), when i = 1. When i > 1 then every 
THOTi is the translated version of THOTi-1 using Modeli. The 

line 10 computes the BLEU score between translated 

version and the target side of the held-out data. Line 11 

subtracts the BLEU score of previous iteration (BScorei-1) from 
the BLEU score of current iteration (BScorei). When i = 1 then 
BScore0 is 0 and BScore1 is the BLEU score of first iteration. 
Thus, TH holds the difference between BScorei and BScorei-1 
for every iteration. The processing of line 12 produces the 

translation of source side of training text which may have to be 
used in the subsequent iteration if the loop continues to next 
iteration. TT i is the translated version of TT i-1 using Modeli. 
When i = 1 then TT 1 is the translation of original source text 
TT 0. When i > 1 then every TT i is the translation of 
corresponding TT i-1. If there is no gain in the BScore then the 
value of TH remains equal to or less than 0 thus the loop 
terminates. As the final output of this algorithm we obtain 
SMT Models from Model1 to Modeli, from parallel training 
data. Our stopping criteria depends on the held-out data; and 
we use all these models in an incremental way to decode the 
evaluation data (test data). All these datasets are distinct for our 
experiment. 

IV. VERIFYING EXPERIMENT 

The baseline experiment is performed by learning simple 
phrase based machine translation (PBMT) [22] from plain 
parallel text. Next, we added POS tags and morphological 
annotations as factors in the factor based [23] PBMT, to see the 
improved result. Then we trained using our proposed model to 
achieve the best result. The data is described below in 
subsection A, and the experiments are detailed in subsection B, 
of this section. 

A. Data 

Text from two books is used in this study. The English and 
Urdu versions of these books are already aligned at topic level 
(containing one or more paragraphs). There are 497,354 words 
in 26,822 sentences on English side and 513,550 words in 
parallel Urdu translations. 

We partitioned our data into three disjoint segments: 75% 
as training data, 19% as held-out data, and 6% as evaluation 
data. Plain bi-text is used for baseline and for incremental 
learning. The lemma, morphological tags and POS on source 
side (English) are computed using open source tools [5]. 
Similar tools for the target side (Urdu) of the parallel corpus 
are developed locally. The finite state transducer [6; 24] is used 
for morphology, and TNT tagger [7; 25] is used for POS 
tagging. 

 
Fig. 2. Mapping of Factors. 

1 x  0 

2 Diff  0 

3 i  1 

4 BScore0  0 // considering that two texts  

5  // (source and target) are disjoint 

6 do 

7 { 

8  Modeli  SMT_Learner (TT i-1 , TT n) 

9  THOTi  SMT_Decoder (Modeli , THOTi-1) 

10  BScorei  BLEU_Score (THOTi , THOTn) 

11  Diff  BScorei – BScorei-1  

12  TT i  SMT_Decoder (Modeli , TT i-1) 

13 } while (Diff > x)  

Source (English) 

Target (Urdu) 

Morphology POS Lemma Word 
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Factored translation model is used for incorporating 
linguistic information at word level. Each such additional 
information attached to a word is termed as factor. These 
factors are used in a series of mapping stages or steps. The 
steps may be of two types: (a) translating the factors on input 
side to those on the output side, and (b) using the existing 
factors on output side to generate other factors on the same side 
for rendering the final shape of the word. Fig. 2 shows the 
mapping of factors. 

The following mapping of input/output factors is used: 

1) Lemma of input side is translated into the lemma on the 

output side. 

2) POS and morphological factors on the input side are 

also translated into the factors on the output side. 

3) Surface form on the output side is generated using the 

translated morpho-syntactic factors on the output side. 

B. Experiment and Result 

First of all, plain bi-text is used to obtain the baseline 
resuts. Then the same model is tuned for held-out data using 
minimum error rate training [26], which improved results from 
32.10 to 37.10. Then the morpho-syntactic model of translation 
is used for which words are annotated with lemma and POS tag 
factors. This experiment produced the BLEU score of 36.73. 

The proposed technique of incremental learning is designed 
to test if the un-annotated text can itself incrementally take the 
desired shapes and sequences of words induced by the implicit 
morpho-syntactic knowledge which is always present in the 
running text. The proposed algorithm is implemented in the 
following way: 

1) Executed the training model of baseline, i.e. Source-to-

Target Model (Model1), on the training set (TT0) itself (to 

prepare an intermediate train set TT1). The translation of held-

out data (THOT0) from Model1 is also saved and termed as 

THOT1 to be used in the next stage. 

2) Used that translated training part (TT1) to pair with the 

target side (TTn) of the corpora to learn a new model (Model2) 

to automatically learn the good mappings which were missed 

in the first pass (while learning the Model1). 

3) Used Model2 on THOT1 to obtain the next version of 

translated held-out data (THOT2), and found the improvement 

in the BLEU score by comparing between THOT2 and 

THOTn. 

4) Executed Model2 on the TT1 (to prepare another 

intermediate train set TT2) for next stage of learning. 

5) Then used that latest translated training part (TT2) to 

pair with the target side (TTn) of the corpora to learn another 

model (Model3) to further learn the good mappings which 

were missed even in the second pass. 

6) Then executed Model3 on THOT2 to obtain THOT3 and 

found the improvement in the BLEU score by comparing 

between THOT3 and THOTn. 

7) Finally, for the sake of evaluation on a data set which is 

kept separately (apart from training and held-out data sets), 

executed Model1 on original source side of the evaluation data 

(ET0) to obtain ET1. Then executed Model2 on ET1 to obtain 

ET2. Afterwards executed Model3 on ET2 to obtain ET3, which 

produced the highest BLEU score from ET3 versus ETn. The 

detail of this step is shown in Fig. 3. 

In Fig. 3, each rectangle represents the process, each 
parallelogram signifies an input/output of the process, each 
solid arrow shows the sequence of flow, and each dashed arrow 
denotes the SMT model used in the process. 

 
Fig. 3. Application of Three Models Learnt with Incremental Technique. 

V. DISCUSSION AND CONCLUSION 

The summary of results shown in Table I clearly shows that 
incremental learning proposed in this paper gives the highest 
BLEU score. One reason of unprecedentedly high score under 
proposed technique is the significant overlap of phrases in the 
data. However, it is also important to keep in mind that gain 
from this overlap could not be exploited without using the 
power [12; 13; 14; 15] of incremental learning. 

Since this approach involves no language-specific steps 
therefore it may be applied to any language pair. The technique 
of exploiting the overlapping in the training set, the held-out 
set and the evaluation set, may work well for translation of any 
other text that typically has significant overlap of phrases 
including user manuals, blogs, specific news genre, and 
research articles from a specific field. It may also be applied 
for word sense disambiguation [27] using parallel corpus, 
instead of using explicit linguistic knowledge to resolve the 
word sense. 
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TABLE I. RESULTS OF TRANSLATION OF EVALUATION SET 

Experiment BLEU 

Translation with Trained Model1 

Translation with Tuned Model1 

Translation with Morpho-Syntactic Model 

Translation with Model1..3 obtained 
from Incremental Technique 

32.10 

37.10 

30.73 

 
42.91 
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Abstract—Most of the text mining systems are based on 

statistical analysis of term frequency. The statistical analysis of 

term (phrase or word) frequency captures the importance of the 

term within a document, but the techniques that had been 

proposed by now still need to be improved in terms of their 

ability to detect the plagiarized parts, especially for capturing the 

importance of the term within a sentence. Two terms can have a 

same frequency in their documents, but one term pays more to 

the meaning of its sentences than the other term. In this paper, 

we want to discriminate between the important term and 

unimportant term in the meaning of the sentences in order to 

adopt for idea plagiarism detection. This paper introduces an 

idea plagiarism detection based on semantic meaning frequency 

of important terms in the sentences. The suggested method 

analyses and compares text based on a semantic allocation for 

each term inside the sentence. SRL offers significant advantages 

when generating arguments for each sentence semantically.  

Promising experimental has been applied on the CS11 dataset 

and results revealed that the proposed technique's performance 

surpasses its recent peer methods of plagiarism detection in 

terms of Recall, Precision and F-measure. 

Keywords—Plagiarism detection; semantic similarity; semantic 

role; term frequency; idea 

I. INTRODUCTION 

Given the bigness of the online, plagiarism, or the intended 
use of somebody else’s original data while not acknowledge its 
supply, has been a heavy drawback in areas like Literature, 
Science, and Education. The convenience of access to 
proprietary contents has become an issue of concern 
additionally for scholars. The challenge is exacerbated when 
the suspected text generated semantically, which is known as 
idea plagiarism. It is not solely the extra problem of manually 
capturing the concept or idea performed, however additionally 
the people’s lack of information concerning writing ethical 
issues and text paraphrasing. The different categories of 
plagiarism are cut-and-paste, ideas plagiarism, semantic 
plagiarism and paraphrasing, style plagiarism, authorship and 
citation plagiarism [1]. Several works had been done in text 
plagiarism detection based on the lexical and syntactic 
structure of the writing and failed to detect the semantic and 
idea plagiarism. However, most of these methods are created 
for verbatim duplicates, and similarity performance is 
decreased when dealing with plagiarism with heavy cases [2], 
due to paraphrasing and semantic similarity cases. Recently, 
different studies tried to develop and improve the accurate 
methods in semantic and idea text plagiarism detection domain 

such as [3-6] Alzahrani et al. [7]; Maurer et al. [4]; Gupta and 
Deep [6]; 2016; Vani  and Gupta [5]; Juan D. Velásquez and et 
al. [8]; Weber-Wulff [9]). 

The rest of the paper is ordered as follows: related work 
and Literature review in different type of plagiarism detection 
is considered in Section 2. In Section 3, a suggested proposed 
solution is presented. Section 4 discussed a full depiction of the 
idea plagiarism detection and role-based similarity that 
formulated in the proposed method. Corpus and experimental 
design that conducted in the suggested method is described in 
Section 5. In Section 6, output results and discussion is 
provided, whereas Section 7 is devoted to the conclusion. 

II. MATERIAL AND METHODS 

Several studies have discussed plagiarism in academia filed 
[4, 10, 11], and demonstrated different categories of available 
plagiarism detection techniques. For instance, Vani and 
Gupta[5] proposed an idea plagiarism detection method based 
on semantic syntax concept extraction. The extracting of the 
concepts was generated using a genetic algorithm.  Their 
method detects the idea plagiarism based on two level 
Document level and word level.  They tried to combine the 
similarity measure that employs the semantic concept 
extraction and then used for passage stage matching [5]. 

Palkovskii, Belov and Muzika [12] presented Exploring 
Fingerprinting as an outside plagiarism identification strategy 
to PAN-PC-2010. Their framework was initially created as a 
component of the proposal stockpiling framework utilized by 
the Zhytomyr State University. Palkovskii, Belov, and Muzika 
depended on fingerprinting and hash look techniques for 
finding likenesses between reports. 

Osman and et al. [1] proposed a detection scheme based on 
SRL and concept extraction. The SRL used for extracting the 
roles and arguments for each sentence and the wordNet used to 
extract the sense of each term inside the sentence. The 
proposed method can use in different type of detection such as 
copy and paste, semantic and paraphrasing, structure 
plagiarism [1]. 

Palkovskii, Belov, and Muzyka, [13] likewise returned 
contenders. Like Encoplot, they proposed a WordNet-based 
semantic similitude estimation for the outside counterfeiting 
identification shown in PAN-PC-09 and was enhanced for 
PAN-PC-2010. For PAN-PC-2011, they exhibited a gauge for 
further review by demonstrating unmistakably characterized 
corpus measurements, for example, outside and inherent, 

http://www.sciencedirect.com/science/article/pii/S1568494612000087#sec0010
http://www.sciencedirect.com/science/article/pii/S1568494612000087#sec0055
http://www.sciencedirect.com/science/article/pii/S1568494612000087#sec0100
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confusion techniques, point coordinate, case length and report 
length. They demonstrated that an immediate connection could 
be made between the complication technique and accomplished 
execution. 

Sheffield University spoke to by Parth, Sameeer and 
Majumdar, [14] thought of a framework that was intended to 
identify extraneous counterfeiting. They utilized a three-
organize technique for pre-preparing; record choice utilizing 
term n-grams and their last examination utilized a Running 
Karp-Rabin Greedy String Tiling string coordinating method. 
Their framework was granted a score of 0.20 for general 
execution with scores of 1.21 for Granularity, 0.16 for the 
Recall measure and 0.4 for Precision. 

Chong Specia and Mitkov [15], proposed another system 
for unoriginality location given the string coordinating and 
Naïve-Bayes classifier. Guileless Naïve-Bayes algorithm is a 
straightforward classifier given the Bayes' hypothesis. The 
technique is accustomed to creating a probabilistic framework 
of the plagiarism short answer questions dataset. The point of a 
Naïve-Bayes algorithm is to take on their framework to order 
different cases given the dataset classes (cut-and-paste, light, 
heavy, and non-plagiarized). The strategy chose the 
arrangement of "best components" and utilized them to take in 
their framework to group a given potential plagiarism record as 
having a place with one of the plagiarism classes. 

We show through the previous studies a various works has 
been done to detect and capture the text plagiarism. However, 
these approaches that have been introduced still need to be 
enhanced to finding the academic and scientific plagiarized 
idea, mainly in semantic structure part. 

III. PROPOSED METHOD 

It’s very significant to note that exploiting relationship 
between terms roles and their verbs in the same text has 
promising possible for understanding the idea of the text. The 
ordinary method of text mining is to capture term frequency. In 
this paper, Semantic Role-based model for text similarity and 
idea plagiarism detection will be introduced. The main concept 
of the suggested technique is capturing the meaning 
construction of sentence terms within a text and documents; 
capturing and role terms frequency; and capturing the idea 
similarity based on semantic structure and role terms frequency 
together. The proposed method compromise of different phases 
starting from the preprocessing steps such as sentences 
chunking and stop term removal. Then, the semantic role 
labeling technique will be utilized to exploit the roles of all 
terms inside the sentences. The last steps are text similarity and 
idea extraction based on role frequency and role term 
similarity. The main framework of the suggested technique is 
shown in Fig. 1. 

Every one of these means will be further talked about in the 
accompanying segments: 

 

Fig. 1. Proposed Framework. 
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A. Semantic-Role Labeling (SRL) 

Semantic constructions or linguistics frames were 
suggested by Fillmore [16]   wherever general frames were 
utilized for general themes and roles such as and PropBank 
introduced by Palmer et al. [17]. FrameNet suggested by Baker 
et al. [18]. A statistical scheme is learned on the data from the 
FrameNet project to mechanically assign linguistics roles  [17].  
Pradhan et al.[19], Surdeanu et al. [20], and Xue and Palmer 
[21] followed this method by enhancing sets of data mining 
approaches. Barnickel et al. [22] proposed a large scale system 
based on SRL and neural network for extracting relation from 
biomedical data. This technique essentially used SENNA tool 
that is utilized in different text processing system. The SENNA 
tool can exploit the terms roles for each sentence based on the 
neural network technique whereas they modified this tool to 
exploit the relations among the biomedical terms semantically. 

SRL is a procedure to the idea and terms roles in a text 
document. The main concept is that the subject and object roles 
in the text document are determined based on analysis of each 
sentence semantically. It can be produced to the categorization 

of actions such as determination of “who” did “what” to 

“whom”, “where”, “how”, and “when”.  A verb is 

usually used as clause predicate begins “what” took place, 

and other fragments of the sentence definite the other roles of 

the sentence (such as “when” and “who”). The main 

function of SRL is to define the semantic relations between a 
predicate and its share properties or participants, with these 
relationships drawn from a predefined list of potential semantic 
roles for the class of predicate or the predicate itself. The 
dataset set that mainly used in the SRL and the SENNA tools is 
called Proposition Bank (Propbank) corpus. 

In this study, role frequency of semantic-part marking in 
view of the sentence-based was suggested as a new technique 
for idea plagiarism identification. SRL intends to identify the 
game plan likeness among the ideas of the reports and 
conceivable semantic closeness among both records. This 
progression in the review utilized the part marks of the ideas 
for the text-documents and gathered them as clusters. The 
cluster that was utilized as a part of this technique gave a 
snappy manual for capturing the associated part with the text. 

B. Text Preprocessing 

In this phase, the text preprocessing stage contained three 
sub-stages which were text chunk, and stop words withdrawal. 
A text chunk partitioned a text archive into sub-sentences. 
Several studies concentrate on text preparing strategies in 
various fields, incorporate intrusion detection [23]. The step of 
stop terms removal for erasing meaningless terms was utilized. 
This progression separated the critical terms from the text and 
disregarded the rest of the terms. This may have unfavourably 
influenced the comparability between texts. 

A basic prepreparing includes isolating the text into 
important parts and is defined text chunking. Text can be 
separated into words, themes, or sentences. The chunking is 
conducted by limit recognition and isolating a text into sub-
sentences. By and large, an outcry stamp (!), a question mark 
(?), or a period (.) is the typical signs that show a sentences 
limit Mikheev [24]. This study utilized the sentence based text 

chunking as the initial phase in the suggested approach, where 
the first and suspected documents will be isolated into sentence 
pieces. This technique was picked on the grounds that our 
proposed strategy intends to contrast a speculated text and 
unique text in light of the sentence matching methodology. 

Stop Terms are the Terms that every now and again happen 
in archives. They are Terms, for example, "a", "and" and "the". 
These terms don't provide any indication qualities or 
implications to the substance of the records, henceforth, they 
are dispensed with from the arrangement of file words [25]. 
The proposed strategy dispensed with all the stop terms in the 
documents to accelerate the system procedure. The introduced 
strategy utilized the list of the Buckley stop terms [26] that was 
utilized as a part of the SMART data recovery framework at 
Cornell University. 

C. Term and Role Frequency 

Term frequency is a one of the information retrieval 
process for highlighting the important terms within the text. 
Several page ranking techniques are working based on the term 
frequency to sort and rank the retrieved information based on 
the similarity and term frequency with the user query. Some 
retrieved documents can be similar and contribute more than 
other documents but will not be selected as relevant due to less 
term frequency between the query and the corpus. The idea of 
these documents can be identical semantically, but the 
similarity techniques ant not able to capture the similar pattern 
and meaning due to the lexical and character matching 
approached that was used in their techniques. This one of the 
main issues will be solved by the proposed method. 

This research proposes a role frequency rather than term 
frequency to capture the idea of the documents. It was noticed 
that form the introduced technique the frequency of the term 
role can contribute more than the term frequency in some 
documents spatially when the people plagiarized the document 
idea by changing the structure of the sentences and reword the 
terms if text with their synonyms. The term can be either a verb 
or a role; either a word or phrase and the role can a labeled 
term. 

A Verb argument structure is a useful example of semantic 
structure extraction and role term frequency capturing: 

Martin eats the banana 

eats: the verb 

Martin & the banana: roles of the verb “eats”, Label: 
assigned to a role, Martin: subject, the banana: object. 

TABLE I. ARGUMENTS SORTS AND THEIR PORTRAYALS [1] 

Argument 

Type 

Argument 

Description 
Argument 

Type 

Argument 

Description 

NEG Negation Marker Arg(0) Agent 

LOC Location Arg(1)  Object 

PNC Purpose Arg(2 t0 5) Not-fixed 
MOD Modal-verb V Verb  
DIR Direction MNR Manner 
EXIT Exit TMP Time 
DIS Discourse connectives ADV General purpose 
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The meaning of the arguments types illustrates in Table I. 

Table I demonstrates the sorts of arguments that were 
utilized as a part of the analyses and their depiction or 
significance. 

Analysis of the text document based on the term role of 
each sentence in the document is one of the main steps of the 
introduced method. Initially, the terms roles are extracting 
using the semantic role labeling NLP technique. The function 
of the SRL is to exploit roles and roles for all terms inside the 
sentence. The SRL used the analysis of the paragraph and 
sentence based on the sentence predicate (Subject, Verb, and 
Object) to define each the role of each term in the sentence and 
paragraph semantically using the PropBank dataset [17].  The 
verb argument plays an important role of the proposed method 
by extracting the semantic structure and the term frequency. 
The role term frequency (rtf) defined as the occurrence times of 
role term r in verb role structures of paragraphs. The role term 
(r) can be a word or phrase. The rtf of term (r) in document (d) 
can have various rtf parameters in a different paragraph in 
document (d), these parameters formulated as: 

      
∑       
   

  
               (1) 

Where    is the number of paragraphs or sentences that 
hold role term   in text document (d). 

IV. IDEA PLAGIARISM DETECTION 

Theft and copy of ideas are considered one of the 
intelligent types of text plagiarism, especially in the scientific 
text and articles. The essential idea from the originals text is 
manipulated, exploited and represented in the suspicious text as 
a novel or new. Within a text, the idea can be presented in 
sentences, paragraphs, or phrases. The method developed 
extracts semantic ideas within a text based on term role 
frequency. The plagiarism detection is conducted based on two 
levels; Sentence level detection, and paragraph level detection. 
In the sentence detection level, the SRL explores sentences in 
the document based on the role of each term inside the 
sentences. Then, the frequency of extracted roles calculated 
and considered as important semantically. These roles 
frequencies are then utilized in capturing the similarity in both 
sentence level and paragraph level. On the other hand, the 
paragraph level detection is conducted based on the semantic 
meaning of the group of the roles terms frequencies that were 
extracted from the sentences level detection. Fig. 2 illustrates 
the idea extraction from the document. 

The idea of the sentences extracts by focusing on the terms 
that have contributed more than other terms in the each 
paragraph. The term that has one frequency will be ignored and 
the terms that have a more frequency will be considered as 
significant terms. Finally, the ideas will be categorized into 
roles and arguments. The main idea of the paragraph is equal 
the group of sentences ideas in that paragraph. Typically, the 
main idea of the original and suspected documents is equal the 
group of paragraph ideas in that document and the title idea 
accordingly. An example of how the idea extracted based on 
term role frequency demonstrates in following original and 
suspected sentences: 

 

Fig. 2. Idea Extraction from the Document. 

Example 1 supported by Shehataand et al. [27]: 

Original sentence: 

Texas and Australia researchers have created industry-
ready sheets of materials made from nanotubes that could lead 
to the development of artificial muscles. 

Suspected sentence: 

The industry-ready sheets that were created by Malaysia 
and China researchers from resources made from nanotubes 
that could lead to the development of artificial muscles. 

We noted from the example some important pints that 
should be the focus: 

 Each Term has one frequency, 

 What are the Important Terms? 

 What is the term that has contributed more than the 
other terms? 

The SRL analysis of calculating rtf of example 1 
demonstrates as: 

Original sentence: 

First, the SRL will be employed to extract the verbs the 
sentence. In this example, three target words (verbs) is 
extracted as a verb argument structures: 

 created 

 made 

 Lead 

Fig. 3, 4, 5 and 6 illustrates the SRL analysis of the original 
sentence verbs [18] [33]. 
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Fig. 3. Analysis the Original Sentence using SRL. 

 
Fig. 4. Calculating rtf of the Created Verb Argument Structure. 
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Fig. 5. Calculating rtf of the Made Verb Argument Structure. 

 
Fig. 6. Calculating rtf of the Lead Verb Argument Structure. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

481 | P a g e  

www.ijacsa.thesai.org 

TABLE II. TERM ROLE FREQUENCY OF THE ORIGINAL SENTENCE 

Role term 

Frequency 

Individual-

Role-Term 

Role 

NO 

Role 

Frequency 
Role-Term 

Role 

NO 

1 - Texas  

1 1 

-Texas-and-

Australia-

Researchers 
1 1 -Australia 

1 Researchers- 

1  2 1 Created- 2 

1 -Industry 

3 1 

-Industry-

rely-sheets 

materials-
made-

nanotubes-

lead-
development 

artificial-

muscles 

3 
1 -rely 

1 -sheets 

1  4 1 Materials- 4 

3 Development- 

5 1 

nanotubes-

lead-

development 

artificial-
muscles 

5 

3 Artificial- 

 - 6 3 Nanotubes- 6 

 - 7 3 -lead 7 

3 -muscles 8 3 

-

development 

artificial-
muscles 

8 

Argument (1) is (Texas and Australia researchers), the 
TARGET is made, and Argument (2) is (industry-ready sheets 
of materials made from nanotubes that could lead to the 
development of artificial muscles). 

Argument (1) is (nanotubes), the TARGET is lead, and 
Argument (2) is (to the development of artificial muscles). The 
terms roles frequency at the first chunk of the original sentence 
in this example is calculating in both, phrase term and 
individual role term. Table II illustrates the term role frequency 
of the original sentence. 

The Idea of the original sentence is “development artificial 
muscles” because the terms (development, artificial, and 
muscles) has a high role frequency and contribute more than 
other terms. 

Suspected sentence: 

The industry-ready sheets that were created by Malaysia 
and China researchers from resources made from nanotubes 
that could lead to the development of artificial muscles. 

Three target words (verbs) for is also extracted from the 
suspected sentence. The extracted verb argument structures of 
this example are: 

 created 

 made 

 Lead 

We employed the same process that was used in the 
original sentence by extracting the argument structure of the 
verb mad, and lead is: 

The verb (Made): 

 Argument (1) is (materials), the TARGET is made, and 
Argument (2) is (nanotubes that could lead to the 
development of artificial muscles). 

The verb (Lead): 

Argument (1) is (nanotubes), the TARGET is lead, and 
Argument (2) is (to the development of artificial muscles). 
Table III illustrates the term role frequency of the suspected 
sentence 

The Idea of the suspected sentence is “development 
artificial muscles” because the terms (development, artificial, 
and muscles) has a high role frequency and contribute more 
than other terms. We noted from calculating the rtf that it is 
possible two frequent terms have the same occurrence in their 
document, but one pays more to the meaning of its sentence 
than the counter one. This can occur when the people 
plagiarize the main idea of the documents with changing the 
structure of the documents or performing semantic plagiarism. 
This type called idea plagiarism. Additionally, we noted that 
the rtf could assist for capturing the similarly between the 
documents by extracting the main document idea. 

TABLE III. TERM ROLE FREQUENCY OF THE SUSPECTED SENTENCE 

Role-

term-

Frequenc

y 

Individual-

Role-Term 

Role

-No 

Role-

Frequenc

y 

Role-Term 
Role

-No 

1 -Industry 

1 1 
Industry-

rely-sheets- 
1 1 -rely 

1 -sheets 

-  2 1 Created- 2 

1 -Malaysia 

3 1 

-Malaysia-

China-
researchers-

resources-

made-from-
nanotubes-

lead-

development
-artificial-

muscles.- 

 

3 

1 -China 

1 -resources 

- - 4 2 -resources 4 

3 
Development

- 

5 2 

nanotubes-

lead-

development

-artificial-
muscles 

5 

3 Artificial- 

- - 6-  3 Nanotubes- 6 

- - 7 3 -lead 7 

3 -muscles 8 3 

-

development
-artificial-

muscles 

8 
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V. EXPERIMENTAL DESIGN 

A. Corpus and Dataset 

The CS11 dataset comprises 100 human short answer 
questions samples of plagiarized text collected by Clough and 
Stevenson [2]. It offers cases of plagiarized short texts made in 
various plagiarism levels. The benefit of the CS11 dataset is 
that it is simulated and developed by a human; wherein the 
behaviour situation of plagiarized peoples is natural not 
artificial.  The dataset involves of a 100 text 95 suspected short 
texts and 5 articles collected from Wikipedia website as the 
original documents. Non-native and native scholars to response 
five questions interrelated to the original articles wrote the 
suspicious texts.  The responses were excepting for non-
plagiarized samples based on  the  original  documents  with 
varied similarity,  as well as the  instructions are specified  by  
the  dataset  inventers.  The average terms in the short texts 
were among (200 - 300).  Around 57 cases were noticeable: out 
of which 19 is heavy revision, 19 were nearby copy, and 
additional 19 marked as light  revision samples; while   the 
resting 38 cases were free plagiarized texts. The various kinds 
of suspected texts are defined as: 

1) Near copy: this type focuses on a copy and paste from 

the original text; 

2) Light revision: minor alteration of the original 

documents by substituting terms with their synonyms and 

giving a little linguistic modifications; 

3) Heavy revision: rewriting and major alteration with 

rephrasing and restructuring in original documents; 

4) Non-plagiarism: revised texts without any alteration in 

the original documents based on contributors’ own terms. 

B. Experimental Design 

The experiments of the proposed method used the 
Clough09 Corpus for detecting the plagiarized idea. This is 
because of semantic characteristics imitation for plagiarism 
samples such as text rephrasing. To examine the proposed 
methods in, we utilized the CS11 dataset that was designed 
because of the PAN-PC dataset limitations. The limitations are 
that the common of the plagiarized samples were produced 
artificially. The experiments examined the amount of detecting 
plagiarized sentences from the original documents based on the 
Clough09 plagiarism Corpus. The suggested technique analysis 
the source and suspected documents based on the SRL. The 
analyzed sentences are then used to calculate the rtf from each 
sentence in the corpus. The idea extracted based on the rtf from 
the sources and suspected documents. The similarity between 
the ideas in the both documents is calculates based on the 
proposed role-based similarity metrics.  The rft-based 
similarity metrics is adopted to detect the matching between 
the texts based on sentences and documents levels. To adopt 
the rtf-based similarity a role term-based analysis will be 
structured and formulated. This analysis considers two main 
issues; Similarity measure based on rtf, tf and df of matched 
role terms, and matched role terms (role terms that exist in two 
or more documents). 

The Role Term-Based Similarity measure between two-text 
documents d1, d2, used factors: 

 m: number of matching role terms between d1 and d2 

 sn: the gross number of sentences hold similar role 
term ri in every text document d 

 li: length of each role term in the verb role construction 
in very text document d 

 Lvi: length of very verb role construction which holds 
the similar role term ri. 

 N: gross number of text documents in the dataset 

The similarity measure between two document d1, d2 is 
calculated as: 

            ∑    (
   

    
 
   

    
)                   
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)     (

 

   

)                      (3) 

         =document level;           = Sentence level 

Where weighti denotes the weight of the role term i in text 
document d. 

The tfweight and rtfweight are normalized by length of 
document vector 
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            (4) 
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             (5) 

Where cn: the gross number of role terms which has a 
terms frequency values in text document d. 

C. Performance Measures 

This unit deliberates evaluation measures of plagiarism 
detection methods.  The Precision and Recall factor is a 
common evaluation measure that normally used to assist the 
plagiarism detection.  Potthast et al., [28-30] suggested a 
macro-averaged and a micro-averaged variant.  The granularity 
or F-measure factor is an additional significant measure that 
was utilized in plagiarism detection performance 
[31][30][31][31][31](Potthast et al., 2010b), (Potthast et al., 
2010b), (Potthast et al., 2010b),   and (Potthast et al., 2010b).  
We use the micro-averaged Recall and Precision for evaluating 
our proposed method. The Precision and Recall of R under S 
are identified as follows: 

                    
|⋃                 |

|⋃     |
             (6) 

Where, S and R present sets of plagiarized samples and 
detections, s denote plagiarized passage in a plagiarized 
documents, r denote associates a supposedly plagiarized 
passage in documents. 

                 
|⋃                 |

|⋃     |
            (7) 

Where 

    {
                      
                      

              (8) 
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The granularity is the harmonic mean of recall and 
precision and computed based on the following formula: 

              
                  

                
            (9) 

VI. RESULTS AND DISCUSSION 

The results of the matching computation in the precision, 
recall, and granularity are specified in Fig. 7, 8, and 9 for 
different plagiarism classes Heavy, Light, and, Cut-and-paste 
respectively. The results of our proposed method are compared 
with other method reported by Chong [15]. It utilizing Naïve 
Bayes classifier with an arrangement of all elements, best 
components, and Ferret Baseline method [32]. These 
techniques were talked about before in Section 2. We select 
these techniques for correlation since it utilizes the CS11 
human short answers question corpus. The aftereffects of the 
correlations show additionally in Fig. 7, 8, and 9. 

 
Fig. 7. CS11 Heavy Plagiarized Samples. 

 
Fig. 8. CS11 Light Plagiarized Samples. 

 
Fig. 9. CS11 Cut-and-Paste Plagiarized Samples. 

Fig. 7 showed the correlation comes about between the 
suggested technique and different strategies based on Heavy 
copyright infringement class. We noticed that the suggested 
strategy accomplished high scores in term of Recall (0.723), 
Precision (0.743), and Granularity (0.733). 

Fig. 8 showed the examination comes about between the 
suggested technique and different strategies based on light 
unoriginality class. We noticed that the suggested technique 
accomplished best scores in term of Recall (0.758), Precision 
(0.709), and Granularity (0.733). 

Fig. 9 shown the cut-and-paste results in term of Recall, 
Precision, and Granularity with (0.751), (0.738), and (0.744) 
respectively. 

The experimental output showed that the idea similarity 
crosses the CS11 corpus proved that the general performance 
in the precision, recall, and Granularity are achieved better 
results for capturing the main idea between the source texts and 
suspicion texts in the dataset.  The proposed method tested 
with the different types of plagiarism in the CS11 corpus such 
as heavy, light, and copy-and-paste. Through the results, we 
observed that the suggested technique obtained good results 
compared with Naïve Bayes method with an arrangement of all 
elements, best components, and Ferret Baseline technique [32]. 

VII. CONCLUSION AND FUTURE WORK 

In this research, an idea plagiarism detection system using 
term role frequency is suggested and explained.  The suggested 
method analyzed and compared the idea of the text based on 
role based-similarity and the frequency for each term in a text.  
It is possible that two frequent words have the identical 
occurrence in their document, but one pays more to the 
semantic of its sentence than the counter one. These documents 
can also have the same idea, but the main structure of the idea 
presentation totally differs spatially in the structure and 
semantic meaning. Semantic Role Labeling obtained 
significant benefits when it originated to produce meaning 
roles for every sentence individually. The utilization is to 
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detect the semantic matching among the passages. The main 
contributions and idea of the documents can be extracts by 
calculating the important roles using role term frequency. The 
results of the similarity performed and calculated cross the 
CS11 corpus and proved that the general performance of the 
suggested method is succeeded to capture the main idea 
between the source documents and suspicion documents in the 
dataset.  The proposed method examined with samples of 
plagiarized text in diverse levels of plagiarism such as cut and 
paste, minor modification (light), and major rephrasing in 
source texts (Heavy).  The results of the term role frequency 
discovered the benefits of the role-based term similarity for 
detecting the plagiarized idea between the source and 
suspected documents. In the future, the suggested method will 
be combining with optimization technique to improve the 
performance results.  Another dataset using PAN-10 to PAN-
12 will be tested and examined. 
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Abstract—New generation networks (NGN) use an IP base to 

transmit their services as well as voice, video and other services. 

The IP Multimedia Subsystem (IMS) which represents the 

network core, allowed controls and accesses into various services 

through a set of signalling protocols, the most common of which 

is Session Initiation Protocol (SIP). After securing the most 

vulnerable interfaces in the core of the NGN: IMS architecture. 

The idea is to improve QoS in SIP signalling, especially in 

authentication and registration that represent the first step to 

access. The proposed approach is used as encryption asymmetry 

in the SIP registration process and study the performance of the 

system in terms of QoS parameters. 

Keywords—Quality of Service (QoS); Security; New Generation 

Network (NGN); IP Multimedia Subsystem (IMS); Session 

Initiation Protocol (SIP) 

I. INTRODUCTION 

The Next Generation Network (NGN) enables [1] the 
deployment of independent access services over fixed and 
mobile networks with agnostic convergence. NGN is based on 
packet switching and uses IP to transport different types of 
traffic (voice, video, data and signalling). The specifications 
were agreed that the EPC (Evolved Packet Core) would no 
longer have a circuit-switched domain and that the EPC should 
be an evolution of the packet switching architecture used in 
GPRS / UMTS. Indeed, this decision had consequences on the 
architecture itself but also on the way services were provided. 
Security in NGN is important, the main goal is to choose a 
sensitive scenario to deal with. According to security analysis 
and modelling, NGN can be divided into 3 boxes or boxes with 
their communication interfaces. The risk analysis with EBIOS 
(Expression of Needs and Identification of Security Objectives) 
designates three boxes: Client, IMS, and Server, the 
communication between these boxes is made by standard 
protocols signalling or service according to the customer need. 
The most commonly used services with the IMS is recording, 
calls, videos, messages. etc. The primary service performed by 
each connection is the registration, this operation is important 
also sensitive to faults that are related to the use or inherited 
from the packet switching network and others attached to the 
SIP signalling protocol. Our approach to remedy this 
registration problem is reinforced security in SIP before using 
the regular methods of IP (SSH, TLS). The approach is based 
on the Register scenario study as well as SDL (Specification 
and Description Language) modelling and finally demonstrates 
its theoretical and practical reliability in a test network. 

Security issues in the IMS network is an important 
challenge as it includes a wide variety of services, protocols 
and components. This complexity enhances the number of 
vulnerabilities and risk for the IMS users and the ISP (Internet 
Service Provider). Some of these vulnerabilities are inherent on 
one hand to protocols and services used and others are induced 
by the context of the IMS like users mobility. On the other 
hand, QoS is also big challenge in any IMS network as this 
network is designed to offer time sensitive application like 
video, videoconferencing and so on. The main idea in this 
paper is to secure IMS services and evaluate the impact on QoS 
as well as [2][3]. 

In this work we will first present the IMS network 
architecture and we propose a state of the art of the IMS 
network. Second, we present our approach to secure the SIP 
registration after having identifying interfaces and sensitive 
entities in the architecture. Finally, we will analyse 
experimentally the operational of primordial protocols as SIP 
proposed compared to security standards to highlight all 
associated loopholes. 

II. PRESENTATION OF THE NGN ARCHITECTURE 

As Fig. 1, the 4G / LTE (Long Term Evolution) [4] 
network benefits from a large flow evolution and thus services 
that have a direct impact on topology and structure. A user 
(UE) connects via eNodeB, EPC and the IP Multimedia 
Subsystem (IMS). The EPC is combined with E-UTRAN 
(Evolved Terrestrial Radio Access Network) it is the 
communication part of a mobile network, these composite 
entities to form Evolved Packet System (EPS). The EPC 
contains the following components: Serving Gateway (S-GW), 
Mobile Management Entity (MME), Policy Control and 
RulesFunction (PCRF), and PDN Gateway (P-GW). 

The integration of new features such as SDN and 
virtualization into the current EPC is a complex task that 
involves carefully evaluating 3rd Generation Partnership 
Project (3GPP) standardizations. The most important challenge 
is to preserve LTE (Long-Term Evolution) functionality in a 
new, flexible and centralized EPC architecture based on new 
features. The proposed architecture is to redefine the main 
procedures for control and data plans by relying on new 
techniques such as SDN and virtualization functions. First, 
firstly, the challenges of this new architecture are discussed and 
the proposed solutions are presented. Secondly, the possible 
improvements are studied in terms of flexibility, complexity 
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and technology-based performance that could possibly 
optimize the design of the proposed system. 

The proposed architecture aims at slightly modifying the 
existing 3GPP architecture in order to integrate existing core 
components, especially in the EPC and in the transport layer in 
order to integrate SDN [5] and OpenFlow [6] controller, also in 
the Service layer in order to perform changes to improve the 
performance of certain services with the principle of 
virtualization by complying with SLA (Service Level 
Agreement) constraints.  The main basic interfaces: the S1-
MME, S1-U, S6a and Gx functionalities are maintained, as 
well as 3GPP intra-3GPP authentication, authorization and 
mobility management by Mobility Management Entity 
(MME). The current Service Gateway (SGW) / Packet Data 
Network Gateway (PGW) selection mechanism based on the 
Domain Name System (DNS) has been changed. The MME 
queries the OpenFlow controller through the NorthBound 
interface (representation state transfer API) that can install 
transfer rules in OpenFlow switches. 

 

Fig. 1. IMS avec LTE-Evolved Packet Core [5]. 

A. SIP Security in NGN 

The proposed new approach begins with an analysis of the 
IMS architecture to secure the communication interfaces. To 
this end, a study is made with the useful EBIOS to explore the 
main network entities as well as their communications 
interfaces (Fig. 2) [7]. 

 
Fig. 2. Modelling of NGN / IMS Entities and their Communication 

Interfaces. 

The resulting model consists of three entities: 

 IMS-Client BOX: Represents the end user connected to 
the IMS to access network services. The IMS-Client 
can access it either through a packet or circuit network. 

  IMS-BOX: represents the core of the IMS network 
with its different internal components with a direct and 
secure connection. The box represents an abstraction of 
the details of the communications and the different 
operations that take place at the heart.  

 Service-BOX: Represents the service platforms 
provided by IMS for clients. 

 The components communicate via 3 interfaces: 

  C-I interface: Between the client and the IMS-BOX. 
The interface transports all signalling and access control 
traffic between the client and the IMS network. the 
most used protocol is SIP.  

 I-S interface: An interface between the Service-BOX 
service platforms and the IMS-BOX IMS. It comprises, 
on the one hand, the signals that make it possible to 
verify that the service platform is authenticated and 
authorized to provide the service via the IMS network 
and, on the other hand, that the communication between 
a server and a client by the request for service access to 
a service. The I-S interface is based on the SIP protocol. 

  C-S interface: Between the client and the service 
platforms, the interface contains the traffic of the 
service requested by the client. Multi-form traffic is 
VoIP communication, video conferencing, etc. The 
protocols used on this interface are related to the types 
of services. 

The study proved that the communication between IMS 
core entities such as CSCF and HSS is very secure, since the 
communication link is direct as well as the security mechanism 
uses certificates with Diameter protocol, these assets ensure 
confidentiality, integrity and authentication. Nevertheless, the 
traffic or the flow of information, which circulates between the 
client and the IMS core or between the application server and 
the IMS core, remain vulnerable since they cross different 
others network entities. These communication interfaces have a 
critical degree of severity that classifies the risks on these 
interfaces as an operator security violation that must be 
handled first, in relation to the services that it may be SIP, 
HTTP, RTP, FTP traffic, or others [7]. 

TABLE I. PROTOCOLS AND COMMUNICATIONS INTERFACES IN NGN FOR 

VOLTE 

Interfaces  Protocols  Security Mechanism 

C-I 

SIP 

DHCP 

DNS 

IPsec 

TLS 

C-S 
RTP 

SIP 

sRTP 

IPsec 

I-S SIP 
IPsec 

TLS 
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3GPP's proposals for security in NGN / IMS architecture 
have difficulties and limitations, hence the need for 
convergence to other solutions to improve and enhance 
security in the three communication interfaces. The first step is 
to identify and analyse the traffic passing between the three 
components. Table I provides an overview of the set of 
signalling protocols and services in NGN as well as the 
security mechanisms recommended by the 3GPP and RFC 
standards. 

The signalling protocols always carry out the services, for 
this it is necessary to secure these protocols upstream and 
downstream. SIP is the primary signalling protocol that will be 
our goal in the IMS context. Indeed, SIP is a signalling 
protocol that specifies the exchange of information to manage 
multimedia sessions in the IMS. The protocol describes the 
power to establish, modify and terminate a multimedia 
session [8]. 

The IMS benefits from RFC specifications and uses 
mechanisms to provide communication between these 
Client/Server/Proxy entities. The text-based SIP and uses 
HTTPDigest for authentication and user registration, also to 
secure TLS, S/MIME and IPsec signalling. On the other hand, 
these solutions guarantee a security on a domain or on a link 
but not on the whole of an end-to-end communication [8]. 

Before accessing the various services of the IMS, it is 
necessary to go through the first step which is essential 
authentication. The operation of authenticating a user is based 
on a simple challenge / response that contain several risks [9]. 

The TLS or S / MIME solutions guarantee security but 
require an intervention with certificates, which is not possible 
in the IMS infrastructures. As well as HTTPDigest remains 
simple, to the opposition of specifications of 3G with AKA 
[10] which impose that an authentication must be mutual 
systematically. Our contribution is to strengthen authentication 
at the signalling level either by decreasing the vulnerabilities of 
simple authentication, or by offering another form of mutual 
authentication with HTTP Digest [11]. 

B. Approach to securing SIP Authentication 

The problem exists in IMS resides in the REGISTER 
method of the SIP protocol especially in the sensitive parts in 
the authentication messages, so our objective is to reinforce the 
mutual security between the two communicating parties 
without modifying the communication via the SIP protocol as 
well as infrastructural interoperability, while minimizing the 
impact on QoS. The proposed solution makes it possible to 
hide the sensitive fields in the SIP messages, the asymmetric 
encryption guarantees mutual reliable communication between 
the two parties (Client / Server). A partial or radical change in 
an existing protocol requires behavioral and static modelling to 
keep the properties of it. The modeling is followed by a 
verification test to ensure no changes in the content and SIP 
message only the content. 

Firstly, our objective is to propose a solution to reinforce 
the security with a mutual authentication, what follows is to 
integrate the solution in the SIP protocol, secondly it is the 
integration in the NGN network and finally to measure the 

impact on the QoS. Integration is a difficult operation 
considering its composition of a set of processes resulting from 
modeling followed by a formal validation with SDL 
(Specification Description Language) [12], and also by a 
behavioral validation with the use of the MSC (Message 
Sequence Chart) to validate the interactions of approach [13], 
while respecting the IMS network components. 

The user must be subscribed to an IMS network before 
starting any service offered by the network providers. As much 
as a control subsystem, IMS following an internal 
communication registration procedure between CSCF and 
HSS, and with the EU external user. 

By focusing only on the signalling exchanged with UE, 
since the internal communications are direct and secure by a 
kernel. Communication between the EU and the IMS takes into 
account 4 messages (Fig. 3): 

1) A Registration Request with Register Is Sent Contains 

EU Identity. 

2) The IMS responds with a 401Unauthorized message 

with a random nonce value. 

3) The client sends a response that contains Response, 

after a key calculation. 

4) The IMS server responds with OK 200 if the answer is 

correct. 

The method used in the registration is challenge / response 
authentication with HTTPDigest. In the challenge phase, a 
sensitive field "WWW-Authenticate is clear in the form of a 
"NONCE" [13]. Then, the UE generates a response based on 
the previous information in two "Authorization" fields with a 
response value in the SIP message in the form: 

response = H (username || realm || password) || ness || H 

(METHOD || Request-URI))            (1) 

A simple catch can expose SIP messages that are text-based 
and clearly accessible, sensitive information such as nonce 
values, and the response generated by the client during 
recording appear clearly during the communication. Indeed, the 
knowledge of these values can generate dictionary type attacks 
to easily calculate the shared secret value between UE and 
IMS. Therefore, it is necessary to secure the communication 
between EU and IMS on the one hand and on the other hand to 
strengthen the registration between the two parties. Our idea is 
to generate a significant value of nonce instead of a random 
value. The value of nonce generated depends on the value 
CallID, realm, URI, secret key and Timing [14]. 

The approach is without change in the procedure, it adds 
additional functions next to Server and SIP Client (encryption / 
decryption). 

The reinforcement scenario is illustrated in Fig. 4. This 
scenario, which consists of different phases, is the same as the 
old one. 

The main idea is the generation of the new value of "nonce" 
with a significant value. The generated nonce is random and 
invisible according to the specifications [15], the elaboration of 
the "nonce" is the following one: 
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Fig. 3. Classical Registration in the IMS Network. 

 

Fig. 4. Enhanced Registration in the IMS. 

The registration process offers several advantages, the most 
important is the mutual authentication, to ensure the integrity 
and confidentiality of the information exchanged during the 
registration phase between the client and the server. This 
procedure also enhances security and prevents attacks that can 
exploit sensitive information: nonxe, call-ID, domain and 
response. Note that the communication architecture and 
messages remain as they were before [16]. 

C. Modelling the New Approach 

The specialization of a language (SDL) follows a three-step 
methodology: specification, design and implementation with 
code generation. The first step concerns the expression of 

constraints and needs by the specification. At this level several 
languages can be used as UML, SDL. The second step 
concerns the definition of the execution model it is the design 
stage. At this level, languages like SDL-RT, LACATRE, 
UML-RT can be used. 

The methodology must follow four essential steps: 

a) Definition of constraints and specifications 

b) Definition of the Structural model 

c) Definition of the Behavioral Model 

d) Verification and Validation 
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Fig. 5. All Blocks and Sub-Blocks of System. 

The objective is to first enhance security by validating the 
registration process approach of the REGISTER SIP method. 

The specifications of SDL must take into consideration all 
the compositional structures and links in the NGN and 
especially the IMS, it allows to give a concrete view in the 
implementation of an external operation launched by a 
customer such as registration or service request. In this 
formalism, two resulting processes: a block for the IMS 
network with all these components, and the second block is the 
client with all its activities. Likewise, each block is subdivided 
into three blocks relating to the authentication operation 
processed. The IMS block contains a master block with the 
functions (CSCF) of the IMS with two sub-blocks for the 
encryption and decryption of sensitive information. The client 
block has a sub-block to simulate the functionality of a client in 
terms of registration, the other two block aims to encrypt / 
decrypt information. The blocks in Fig. 5 and the sub-blocks 
communicate with each other via interfaces and messages [11]. 

The structural model is a static view, which represents the 
relationship between modelled entities, their interfaces, and 
attributes according to SDL. The communication channels 
between the different block instances specify the signals as SIP 
messages between the clients and the IMS core. Blocks and 
processes are used to represent entity types such as client and 
core IMS with the Cinderella tool. The two main IMS entities 
according to the definition of constraints and specifications are 
shown in Fig. 6. 

 

Fig. 6. System Interaction between ClientIMS and CoreIMS. 

The model contains the elements: 

 IMS Client Block 

 Block Core IMS 

 4 signals: outenv, inenv, reply and request 

 2 interfaces env1 and clientIMS: to ensure 
communication between the entities and their 
environment. 

The system contains mainly four sub-blocks, these blocks 
are detailed according to their communication and their role of 
each sub-block: 

 Client Block: This system block represents all IMS 
clients, these clients communicate with their 
environment by signals that activate processes within 
the block. To register in the IMS network, the block 
sends a signal to the Client block to activate the 
process. After a phase of external exchanges, the client 
process informs the environment of the result received 
from the IMS core. The process inside the client block 
contains the different communication interfaces and the 
signals between this process and the external 
environment. 

 Block CoreIMS: The block is very important for the 
IMS, it includes all the functionalities of the entities: P-
CSCF, I-CSCF, S-CSCF and HSS. The signals and the 
behaviors of each entity are taken into consideration in 
order to give a better modeling of the block. The block 
contains only a single process inside it is the process 
"IMS_process" which ensures the task of recording as 
well as the interactions between the 4 IMS core entities. 
The "CI_pr" interface ensures communication between 
the process and the external environment (Client or 
Application Server). 

 Block encryption function:  Asymmetric encryption is 
a communication protocol based on asymmetric 
mathematical functions with private keys. These 
mechanisms make it possible to obtain functionalities: 
confidential data protection, a digital signature or the 
exchange of secrets [16]. In an RSA crypto-system, 
each IMS client element and IMS core must build its 
own RSA module like [17]: 

Algorithm 1: Module Manufacturing 

Input : A size t for the RSA cryptosystem module. 

Output : An RSA N module of size t. 

1: Take a first random number p in the range  , 
 

   
   

 -, 

2: Take a random prime number q in the meantime  , 
 

   
   

 -, 
3: If p = q  

4:      Next step 2. 

5: Else if 

6:      N = pq. 

7: Fi 

p and q are in the meantime   , 
 

   
   

 -, so we have  

           

Which shows that       is size t. 
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After having made an RSA module, each of the participants 
must prepare a secret key d and a public key e: 

In some cases, specific values may be taken for the public 
key for example:      ou         . In this case, steps 2 
to 5 of algorithm 2 are not executed. 

The function   plays a central role in the RSA 
cryptosystem and is called the Euler function. 
Definition of the function of Euler: Let n be an integer. The 
indicator function (2) of Euler is: 

 ( )   * |            (   )   +          (2) 

Algorithm 2: Key Making 

Input : Two prime numbers p and q. 

Output : A private key d and a public key e 

1: Calculate  ( )  (   )(   ). 
2: Prendre un nombre aléatoire e dans l'intervalle [1; Ø(N)]. 

3: If pgcd(e,Ø(N))≠1  

4:     Next step 2. 

5: Ifelse 

6:     Calculate      (     ( )) 
7: Fi 

The function is defined for any integer n≥2. If the 
decomposition into primitive factors is  

  ∏  
  

 

   

 

So we have   ( )   ∏   
   

   (     ) 

Algorithm 3: Encrypting a message 

Entry: a clear message and the public key. (  ,  ). 

Output: An encrypted message C  

1: Transform the message into an integer M of the interval 

[2,  ] 

2: Calculate      (      )  
3: Send the message C 

 Block decryption function: If the IMS receives an 
encrypted message C from the client. Then the 
decryption in message B is done using its secret key    
as in this algorithm: 

Algorithm 4: Decrypting a message 

Entry: an encrypted message C and the private key (     ). 

Output: A clear message M. 

1: Calculate      (      ) 
2: Transform the number M into a clear message. 

III. IMPLEMENTATION 

A. Description of Testbed 

The test bench contains four layers of NGN and 
implements open source solutions (Fig. 7). 

1) Service layer: The layer contains control entities to 

access IMS services (CSCF) with open source OpenIMSCore 

[18]; this layer can expose two types of service, the IMS 

service with VoD AS [19] - UCT IP TV the IMS server. 

Video on Demand (VoD) services allow users to watch video 

content of their choice at a time. And another traditional Web 

server Iperf [20], Iperf and an open source performance 

measurement tool used to test the bandwidth, the bit rate 

between two hosts so that one host acts as a server and the 

other as a client. Performance parameters can be measured 

with either TCP or UDP packets. 

2) Control layer: This layer exposes control services with 

the HSS database, as well as the two QoS political entities 

(PCRF, PCEF) implemented in java code called UCT Policy 

Control Framework PCRF [21]. The layer also contains a 

controller that allows QoS management in SDN. We choose 

Floodlight [22] is a range of the Beacon Controller, a Java-

based OpenFlow Controller with Apache license. FloodLight 

is chosen as the OpenFlow controller to be used to coordinate 

stream inputs and the NGN / IMS architecture. This controller 

is chosen because it is a robust and powerful controller. 

 

Fig. 7. TestBed Architecture. 

3) Transport layer: This layer contains a set of switches 

that provide the interconnection with the two access and 

service layers. The topology is created with Mininet [23]. 

Mininet is used in this project to emulate the topology and to 

test traffic flows. A Python script is used to create the 

topology in Mininet, and traffic streams are received from a 

remote OpenFlow controller. In this layer, we defined two 

types of core and edge switches to implement DiffServ. The 

edge switch provides classification, measurement, queuing 

and scheduling operations; The core switch, at the input, 

performs a class flow and applies the PerHop Behavior (PHB). 

The TC traffic control tool [24] is used to show and 

manipulate traffic control settings. The queues are deployed in 

TC to ensure that each queue receives the level of service 

required for its class. A set of queue disciplines is 

implemented: First-In-First-Out (FIFO), pending class (CBQ) 

[24], HTB [25]. And iptables to classify all packages. 

4) Access layer: The layer contains ordinary clients and an 

IMS client, the latter is UCT IMS Client [26] - The IMS 

client. The UCT IMS client support VoD / IPTV services. Our 

objective in this test bed is to secure client WiFi access to 
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server via IMS network. For that we have to perform two 

actions: 

 The Wi-Fi Client/User authentication: we use a 
centralized authentication server RADIUS [27] with 
EAP/TLS. 

 Secure Client\Server communication: basically, SIP and 
RTP flows. 

The Confidentiality, the integrity and the mutual 
authentication are the services we need to achieve our goal. We 
chose to use IPsec tunnel because it’s the best advantage of 
securing all applications data and media transparently in IP 
layer. The test bed implements IPsec on tunnel mode with ESP 
as security protocol, AES-128 as algorithm for confidentiality, 
SHA-1 as algorithm for integrity, and pre-shared key for 
mutual authentication. And also, our solution proposed is 
integrated into OpenIMScore and Clients. 

B. Experience & Test 

The objective of the test is to verify the impact of the SIP 
enhancement solution in the authentication operation, although 
check the correct integration in the IMS opensource solution. 
According to the test the authentication is done correctly with 
our new method, it remains to check the direct impact of the 
authentication mechanism on the response time as key of QoS. 

For this it was necessary to highlight the platform response 
for a consistent number of users with several security solutions 
proposed which gives Fig. 8. The graph represents the response 
time or registration delay is represented in tree case: None, 
IPsec, TLS, and finally with SIP_Renforced which is represent 
our proposition for enforcing security in SIP. 

 
Fig. 8. Registration Delay in IMS: None, TLS, IPsec and SIP_Renforced. 

The measured time is End-to-End between the client and 
the platform. The solutions proposed with TLS and IPsec 
contain security problems as well as a significant delay relative 
to the SIP protocol. On the other hand, the delay is less 
important in SIP authentication, especially with our solution 
that is close to values without the use of a security mechanism. 

IV. CONCLUSION 

Registration with an NGN is a sensitive and necessary 
operation before the request for any services. The new 4G or 
5G generation offers SIP, because of its simplicity, as a 
primary signalling protocol. Nevertheless, in the basic 
registration operation, the same vulnerabilities exist with 

security solutions like IPsec or TLS for SIPs, these 
mechanisms have an impact not only by the lack of total 
security but also on the QoS and especially the time of reply. 

In our work, instead of using traditional solutions like IPsec 
and TLS, we do an analysis of the NGN architecture as well as 
the registration procedure with SIP. The study shows that it is 
possible to modify the key supply principle (private and public) 
without changing the exchange messages or the protocol 
followed by authentication. After the analysis, comes the 
modelling step that we used SDL to integrate our solution with 
test bed to first test the feasibility and actual operation of our 
proposal and second to know the impact of direct on the 
response time. 

The integration is done without problem as well as the 
measurement results show that the delay is close to what 
existed before. Our next research jobs focus on other type of 
signalling and other SIP message or other usual service in 
NGN (5G). The security aspect is still a persistent problem in 
the IP world. 
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Abstract—To evaluate Information System Quality (ISQ) 

quantitatively, a model was constructed based on sub-models 

related to the five Information System (IS) components, namely, 

Human Resources, Hardware, Software and application, 

Procedure and Data, and all IS players perspectives are 

considered who are: Managers, Technical Staff, Functional Staff 

and Users. This paper focuses on the survey designed for 

managers in order to form the variable indicators from variable 

questions, via appropriate formulas in the first place, and to 

analyze data collected from IS managers of the Moroccan 

universities in the second one. This approach will allow 

diagnosing precisely the malfunctioning areas on ISQ by 

emphasizing on the components with less quality level. It will also 

enable making comparison of ISQ on different organizations 

with the mean of standardized values. 

Keywords—Information system; quality; managers; 

measurement indicator; university 

I. INTRODUCTION 

The first thing one think about when approaching ISQ 
field is software quality with all its inherent models and 
practices, characteristics and sub-characteristics, factors and 
criteria, metric and measure,[5; 6; 9; 12; 13; 14; 15; 19]. 
However, IS is defined as an organized set of resources 
(human, software, hardware, procedures and data) which 
allow to collect, sort, classify, treat and transmit information 
on working environment, therefore, IS quality should be a 
reflection of the quality level of all its components [22]. 

The literature review on the field of ISQ shows a variety of 
models that treat this problem; each one is focusing on a 
number of features with a multitude of metrics. However a 
common limitation rises, firstly, all models mix up ISQ with 
Software and Application Quality (SAQ), secondly, the 
surveys used to collect data are designed basically for 
technical staff only. 

On previous work [1], a global model was defined and 
named ISysQ with a set of measuring indicators covering all 
IS attributes for each component (Fig. 1) and customized 
surveys were constructed and adapted to the respective IS 
intervening (IS managers, technical staff, functional staff and 
users). The global model contains 25 indicators as mentioned 
in Fig. 1, but not all these indicators concern at the same time 
every IS player. 

The focus of this study is the managers‘ survey [20] and 
their perspectives about ISQ [11]. The IS managers are the 
party who is meant to ensure quality of IS in any organization. 
In fact, manager is by definition ―An individual who is in 
charge of a certain group of tasks, or a certain subset of a 

company. A manager often has a staff of people who report to 
him or her. Certain departments within a company designate 
their managers to be line managers, while others are known as 
staff managers, depending upon the function of the 
department. (http://www.businessdictionary.com.). The 
definition of quality by ISO 8402-1986 standard is "the 
totality of features and characteristics of a product or service 
that bears its ability to satisfy stated or implied needs".  
Crossing these definitions with the one of IS, it will be implied 
that IS managers are the players who are supposed to have 
inclusive information about ISQ. 

This study aims to give numerical values instead of 
qualitative description to IS indicators and components [2]. 
The numerical values attributed to variable questions that 
constitute the survey are aggregated in variable indicators [16] 
by component, giving rise to summary values of ISQ 
components. This approach allows to highlight strengths and 
weaknesses of each IS component in order to provide later 
corrective measures. ISQ quantification will allow thereby an 
objective comparison of several organizations [7] in detailed 
way by going down to the lowest level of the hierarchical 
structure of ISysQ which are indicators. 

The ISysQ model have five dimensions related to the five 
IS components. In this contribution, a particular focus will be 
on the Human Resources Quality and Data Quality 
dimensions. The same approach can be applied to the other 
ones. 

In the following sections, first the theoretical model of ISQ 
with 25 indicators is developed. Then, the specification of the 
model adapted for IS Managers is performed. After that, a 
presentation of the research methodology including the 
description and implementation of the study on one hand and 
the aggregation of the variables questions into variable 
indicators on the other hand is realized. Next, the analysis and 
results of the data collected is presented. Finally, the paper 
concludes with a discussion of the findings and directions for 
future research. 

II. THEORETICAL BACKGROUND AND CONTEXT OF IS 

QUALIFICATION 

The literature review in the field of IS quality has shown a 
major deficiency related to the IS components other than 
software and applications [10; 19], while having an IS quality 
means that all its components have a certain quality level. 

The hybrid model adopted [1] is composed of five sub-
models as shown in Fig. 1. 
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Fig. 1. IS Quality Model Indicators. 

Among the 25 indicators that constitute the ISQ model, 22 
are related to the IS Managers as mentioned in Fig. 2, reaching 
thereby the maximum of indicators that can have an IS 
intervening sub-model. 

The indicators (gathered by IS component) which don‘t 
concern IS Managers are: 

 HRQ: User competency (UC). 

 HQ: Average duration of life (ADL) 

 SAQ: Complexity (Cx) 

The reason why these indicators are excluded from the IS 
Managers sub model is that they can‘t answer corresponding 
questions. Information that is purely technical e.g. ADL and 
Cx or relative to Users e.g. UC, is to be eliminated from the IS 
Managers survey [8]. On the other hand, IS Managers give 
relevant and precise information about their expertise areas 
such as budget allocated to hardware, documentation quality 
or details about the staff involved in IS. 

 
Fig. 2. Indicators Relative to IS Managers. 

III. RESEARCH METHODOLOGY 

A. Study Description 

The surveys are designed in order to be adapted for each 
type of the questioned: IS Managers, technical staff, functional 
staff and users. The survey first part, regardless of type, helps 
to make a profile picture of the respondent, the second part 
deal with IS generalities, e.g. the IS department size, in 
numbers and staff skills or qualification. The third part 
emphasizes the relationship between the respondent and other 
IS contributors, like the difficulty met when detailing 
technical requirements by managers for developers. The last 
part of the survey is about measuring indicators concerning 
software/application and hardware utilization in order to see if 
there is a way to optimize available resources, beside software 
and application impact on reduction time on performing a 
given task and on IS contributors‘ efficiency. The structure 
above is common to the four types of surveys; nevertheless 
every survey has its own distinctive feature specific to the 
different kind of staff, subject of the inquiry. 

The survey addressed to IS manager focuses on the 
governance side of information system like the allocated 
budget for IS structure, the global strategies or orientations of 
the firm. 

B. Study Implementation 

The case study is Moroccan public universities where the 
surveys were distributed to the IS managers and a group of 
technical staff during a national meeting organized within the 
project TEMPUS1 MISSION2 on October 29

th
 and 30

th
 2015 in 

Agadir Morocco. In such a context, the respondents are 
naturally engaged and the collected data are reliable. Data 
from other IS intervening were collected from each university 
via the IS manager and sent by email. The majority of 
questions contained on surveys return quantitative data, except 
a few questions which allow qualitative answers to help 
understanding and clarifying some subjects. A primary study 
and analyze of the surveys was presented during the closing 
meeting of the project on March 11

th
 2016 

(https://goo.gl/UArq4t), and data complement was collected 
just shortly after by email. In the following, the aggregation of 
the survey questions into the model indicators will be pointed 
out and followed up with data analysis. 

C. Aggregation of Questions Into Indicators 

1) Human resources quality (HRQ) 

a) Manager Experience (MEx) 

The IS quality is directly affected by the IS manager 
experience [17]. Decisions and strategies adopted are 
determining for the whole IS intervening. This indicator is 
measured in term of years of experience on management and 
IS and aggregates the questions below: 

 How many years' experience on Management do you 
have? (ExM) 

                                                           
1 Trans-European Mobility Program for University Studies 
2 Establishment of a National Service of an Operational Information 

System 
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 How many years' experience on IS do you have? 
(ExSiM) 

The variable indicator is a mean of the two variables 
questions as mentioned on the formula below: 

    
           

 
 

The levels of each variable are described in Table II. 

b) Staff numbers involved in IS (StNI) 

This indicator returns the number of the staff involved in 
IS including every one that contributes directly or indirectly 
on IS development, categorized by profiles, which are 
competence degree and IT specialization. It aggregates the 
questions below: 

- What is the number of the following profiles composing 

the IS department? 

 IT specialist (EfInf) 

 Non IT specialist (EfNInf) 

 Executives (EfCdr) 

 Middle Execuives (EfCdrm) 

 Technician (EfTch) 

The indicator value is the mean of the weighted variables 
questions as indicated on the following formula: 

     
                                          

 
 

The variable questions above are subdivided on two 
groups, the first one divides the IS staff in two categories (IT 
specialist and Non IT specialist) and the second one divides 
the IS staff in three categories (Executives, Middle Executives 
and Technician). The weight of each variable question is equal 
to its importance degree on the group. 

c) IS staff experience (StEx) 

The experience accumulation of IS staff lead to a better 
quality of IS itself through avoiding frequent errors and 
reducing task‘s length. This indicator is measured in term of 
years of experience and competence degree of IS staff. It 
aggregates the questions below: 

- What is the number of the following profiles composing 

the IS department? 

 Staff with less than 2 years‘ experience (Ef2a) 

 Staff with experience between 2 and 5 years (Ef2a5a) 

 Staff with experience between 5 and 10 years 
(Ef5a10a) 

 Staff with more than 10 years‘ experience (Ef10a) 

- How do you evaluate the technical staff‘s skills? 

(CompTch) 

- What is the number of functional staff? (EffFct) 

- How many applications are developed by the technical 

staff? (NbDev) 

The formula relating these variable questions to the 
corresponding variable indicator is as following: 

     
 

 
                                   

                           

Since the indicator is by definition reflecting the 
experience degree of IS staff, the number of IS staff of each 
category is weighted by years of experience. The minus sign 
appears to conserve the logical order of the variables level 
(Table II). The formula above returns values included between 
3 and 10 as detailed in Table I. 

TABLE I. RELATING STEX COMPUTED VALUES WITH ANSWERS 

Variable Indicator Interval Value Answers 

StEx 

]3,4] 1 Inexperienced 

]4,6] 2 Less Experienced 

]6,8] 3 Averagely experienced 

]8,10] 4 Experienced 

d) Users implication degree (UID) 

This indicator is measured by the number of interactions 
with available applications and software [21; 23]. 

- Are there any unused applications? (ApNUt) 

- If yes, how many unused applications are there? 

(NbApNUt) 

    {
                   
                              

} 

e) Resistance to change of users (RCU) 

RCU measures the adherence degree of users facing the 
new practices related to IS [23]. This indicator is expressed on 
the survey by the question below and takes the same values as 
those of Ad (Table II). 

- What is the adherence degree of users to new information 

system practices? (Ad) 

2) Hardware quality (HQ) 

a) Rate of daily use 

The number of hours past at using IT equipment divided 
by the number of daily work hours. This indicator is sorted by 
hardware type (computer, printer, server…). The 
corresponding questions are as below: 

- What is the average number of hours per day spent on 

using hardware type i?  (RDU) 

 

b) Budget allocated to hardware (BAH) 

This indicator gives an indication of the budget allocated 
to hardware using the question below: 

- What is the portion of the budget allocated for hardware‘s 

purchase and maintenance? (BgAM) 
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The proportion is used instead of the real amount to allow 
later comparison between organizations. 

3) Software and application quality (SAQ) 

a) Ease of use (EoU) 

The exploitation rate of software and applications gives a 
numerical indication for the ease of use noted by the different 
players. For instance, as managers have an overview of all the 
software and applications available on the organization, they 
can answer this question thoroughly. 

- What is the exploitation rate of the existing software and 

applications? (TExp)  

b) The code development maintainability (CDM) 

Maintainability of the code development allows saving 
time and energy, and thereby contributes on improving the IS 
quality [18]. The questions corresponding to this indicator are: 

- Has the code been reused for other applications? (CdRut) 

- If yes, specify the original application and the destination 

one! (ApOr1, ApDst1, ApOr2, ApDst2, ApOr3, ApDst3). 

(The survey allows three possibilities for the question 
above). 

The formula relating these variable questions to the 
variable indicator is as following: 

    {

            

∑     

 

 

           
} 

The value of the indicator CDM is set to null when the 
answer is that the code is not reused for other applications and 
it takes the sum of reused code application if the answer is yes 
(Table III). 

c) Flexibility or adaptability (FAd) 

The ability of software and applications to satisfy similar 
needs to requirements originally specified. This indicator is 
reported on the survey by the question below: 

- Do you think that available software and applications can 

meet similar needs to those initially specified? (FAd) 

The values of this variable indicator are the same as those 
of the related variable question (Table III). 

d) Response time(RT) 

The duration between the time the request is executed and 
the response time, this indicator is reported on the survey by 
the question below: 

- How do you assess the software and applications response 

time?  

This indicator is measured qualitatively and its values vary 
from very slow to very fast (Table III). 

e) The application/software size (ASz) 

The size of an application can be measured in different 
ways, but the most appropriate way to find out from a 
manager is the total time spent on programming, formulated on 
the survey by the question below: 

- What is the total programming time for an application? 

(DurT) 

f) Friendly interfaces(Fit) 

The interfaces should be practical and intuitive according 
to user‘s opinion. This indicator is reported on the survey by 
the questions below: 

- Are the software/application interfaces friendly? (FIt) 

- If no, explain why! (FItN) 

The indicator takes the value of the first question and uses 
the answer of the second one as a clarification. 

g) Users specifications conformity (USC) 

Developed applications or software have to match with the 
requirements initially specified, this indicator is reported on 
the survey by the question below: 

- Are the developed applications compliant with the original 

specifications? (USC) 

The indicator takes the values: yes/ partly /no. 

h) Utility (Ut) 

The gap between the situations with and without the 
software, in terms of efficiency and work duration. This 
indicator is staggered from 1 ―no utility‖ to 5 ―very useful‖. 
The questions related to this indicator are: 

- How useful is the application / software in terms of 

working time? (UtTp) 

-  If the application / software have not induced any change 

in working time, explain why! (UtTpN) 

- How useful is the application / software in terms of 

efficiency? (UtEf) 

- If the application / software have not induced any change 

in efficiency, explain why! (UtEfN) 

The formula aggregating the variables question into 
variable indicator is as below: 

   
           

 
 

It is to be noted that the variables question UtTpN and 
UtEfN are qualitative and their roles is limited to enlighten 
why the introduction of software and applications didn‘t 
produce any positive impact  in terms of efficiency and work 
duration. 

i) Budget allocated to software and application (BAS) 

The proportion of the annual budget spent on new software 
and/or on application development. 

- How much software were acquired? (NbLog) 
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- What is the portion of the budget allocated for software‘s 

purchase? (BgLog) 

- What is the portion of the budget allocated for staff 

training involved on the Information system? (BgPSI) 

TABLE II. RELATING QUESTION VARIABLES ON MANAGERS SURVEY TO HUMAN RESOURCES  QUALITY INDICATOR VARIABLES 

Variables indicator Answers Values Variables question Answers Values 

MEX 

Inexperienced 1 

ExM 

Less than 2 years 1 

Between 2 and 5 years 2 

Less Experienced 2 
Between 5 and 10 years 3 

More than 10 years 4 

Averagely experienced 3 

ExSiM 

Less than 2 years 1 

Between 2 and 5 years 2 

Experienced 4 
Between 5 and 10 years 3 

More than 10 years 4 

StNI 

Small number 1 

EfInf 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

EfNInf 

Less than 5 persons 1 

Between 5 and 10 persons 2 

Average number 2 

More than 10 persons 3 

EfCdr 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

EfCdrm 

Less than 5 persons 1 

Sufficient number 3 

Between 5 and 10 persons 2 

More than 10 persons 3 

EfTch 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

StEx 

Inexperienced 1 

Ef2a 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

Ef2a5a 

Less than 5 persons 1 

Between 5 and 10 persons 2 

Less Experienced 2 

More than 10 persons 3 

Ef5a10a 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

CompTch 

High skills 1 

Average skills 2 

Averagely experienced 3 

Low skills 3 

EffFct 

Less than 5 persons 1 

Between 5 and 10 persons 2 

More than 10 persons 3 

Experienced 4 NbDev 

None 1 

Between 1 and 5 app 2 

Between 5 and 10 app 3 

More than 10 app 4 

UID 

No implication 1 
ApNUt 

Yes 1 

Low implication 2 No 2 

Average implication 3 
NbApNUt 

More than 10 1 

[5, 10[ 2 

High implication 4 [1, 5[ 3 

RCU 

No adherence 1 

Ad 

No adherence 1 

Low adherence 2 Low adherence 2 

Average adherence 3 Average adherence 3 

High adherence 4 High adherence 4 

The variable indicator is a mean of the three variables 
question above and its values are reported in Table III. 

    
                   

 
 

4) Procedures quality (PrQ) 

a) Documentation (Doc) 

Documentation quality on the literature review refers to 
the documentation accompanying a software development [3], 
whereas the indicator Doc in our model reflects one side of 
procedures quality. 

The indicator Doc is reported on the survey by the four 
questions below: 

- Does your organization have an information system  

blueprint? (SDSI) 
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- Are there procedures for information system in your 

organization?(PrSI) 

- Is there a specific documentation for IS procedures? 

(DocSI) 

- Is there an entity responsible for production, updating, 

archiving, etc. of this documentation? (EnDoc) 

    
                       

 
 

This indicator is staggered from ―compliant‖ when all the 
quality attributes exist to ―non-existent‖ where they are all 
absent (Table III). 

TABLE III. RELATING QUESTION VARIABLES ON MANAGER SURVEY TO SOFTWARE/APPLICATION,  PROCEDURE AND DATA QUALITY INDICATOR VARIABLES 

Variables indicator Answers Values Variables question Answers Values 

EoU 

Very difficult to use 0 

TExp 

[0%, 25%] 1 

Difficult to use 1 [25%, 50%] 2 

Moderately difficult 2 
[50%, 75%] 3 

Moderately easy 3 

Easy to use 4 
[75%, 100%] 4 

too easy to use 5 

CDM 

Not maintainable 0 
CdRut 

Yes 1 

Maintainable 1 1 No 2 

Maintainable 2 2 
ApOri 

Blank 0 

Maintainable 3 3 Filled 1 

FAd 
Yes 1 

FAd 
Yes 1 

No 2 No 2 

RT 

Very slow 1 

RT 

Very slow 1 

Slow 2 Slow 2 

Average 3 Average 3 

Fast 4 Fast 4 

Very fast 5 Very fast 5 

ASz 

Small 1 

DurT 

Small 1 

Medium 2 Medium 2 

Large 3 Large 3 

Very large 4 Very large 4 

FIt 

Yes 1 
FIt 

Yes 1 

No 2 
No 2 

FItN Qualitative 

Ut 

No utility 1 

UtTp 

No utility 1 

Low utility 2 

Low utility 2 
Average utility 3 

Useful 4 

Average utility 3 

Very Useful 5 

UtTpN Qualitative 

UtEf 

No utility 1 

Low utility 2 

Useful 4 
Average utility 3 

Useful 4 

Very Usful 5 
Very Usful 5 

UtEfN Qualitative 

BAS 

Insufficient 1 NbLog 

[0, 1] 1 

[1, 4] 2 

More than 5 3 

Moderate 2 BgLog 

Less than 0,1% 1 

]0,1%, 10%[ 2 

More than 10% 3 

Sufficient 3 BgPSI 

Less than 0,1% 1 

]0,1%, 10%[ 2 

More than 10% 3 

Doc Compliant 1 SDSI Yes 1 
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No 2 

PrSI 
Yes 1 

Non-compliant 2 
No 2 

DocSI 
Yes 1 

Non existent 3 

No 2 

EnDoc 
Yes 1 

No 2 

Apl 

Applicable 1 
AplPr 

Applicable 1 

Partly applicable 2 

Partly applicable 2 Not Applicable 3 

Not Applicable 3 PrRap 

Yes 1 

Partly 2 

No 3 

RI 

No relevance 1 

Ind 

0 1 

[1, 5[ 2 

Low relevance 2 
[5, 10[, 3 

More than 10 4 

Average relevance 3 

Res 

0 1 

[1, 5[ 2 

High relevance 4 
[5, 10[, 3 

More than 10 4 

b) Applicability (Apl) 

The quality of the procedures depends on their 
applicability by the IS intervening. This indicator is staggered 
from 1: ―applicable‖ to 3: ―not applicable‖ and aggregates the 
two questions below: 

- What is the applicability degree of the procedures by the 

Information System intervening? (AplPr)  

- Is there any tangible impact of the procedures on the speed 

of daily tasks? (PrRap) 

    
             

 
 

5) Data quality (DQ): The quality of data is a ‗‗multi-

dimensional  measure  of the suitability of data to fulfill the 

purpose bound in its acquisition/generation. This suitability 

may change over time as needs change‘‘[3; 4]. This underlines 

the subjective requirements for data quality in respective 

institutions and illustrates a possible dynamic data quality 

process. The definition makes it clear that ‗‗the quality of data 

depends on the time of the consideration and on the level of 

claims placed at the time on the data‘. 

a) Structure(Str) 

- Are the data stored in a DBMS? 

b) Updating and back up(UpBp) 

- What is the time interval between two backups? 

c) Lack of redundancy(LR) 

- Are there any data redundancies? 

d) Relevance (RI) 

- What is the number of indicators serving the objectives 

drawn by the University? (Ind) 

- What is the number of expected results from these 

indicators? (Res) 

   
         

 
 

IV. DATA ANALYSIS AND RESULTS 

Data analysis was performed through three phases. First, 
row data from the IS Managers survey were gathered by 
indicator. Second, the aggregation formulas were used to give 
the indicators numerical values. Third, a standardization of all 
values was performed in order to have summarized value for 
each component and to compare later between the universities 
subject of the study. It should be noted that because of length 
restriction, only HRQ and DQ dimensions will be analyzed on 
the following. 

A. Indicator Quantification 

The central objective of the model ISysQ is to have 
numerical values for every indicators, components and finally 
for the ISQ as a whole. Table IV gives indicator values 
computed from data collected via the survey designed for IS 
managers of Moroccan public universities, and then 
aggregated by the formulas defined previously. 

The range of the indicator Manager Experience (MEx) is 
from Inexperienced (coded as 1) to Experienced (coded as 4) 
(Table 5.1.), it‘s noted that UAE and UIT have the highest 
value concerning this indicator. 

Focusing on the remaining indicators of HRQ lead to a 
finding that for each one there is a different university that has 
the highest level, so it‘s not possible nor to compare 
Universities according to all HRQ indicators simultaneously 
and determine the university with the highest level of HRQ, 
neither to aggregate the indicator values on one value for HRQ 
because of indicators range difference, thus the necessity to 
have comparable values for all the indicators. 
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TABLE IV. INDICATOR VALUE BY UNIVERSITY 

University 
HRQ DQ 

MEx StNI StEx UID RCU Str UpBp LR RI 

USMBA 3,5 8 5 3 3,67 2 3 2 3,67 

UMP 3,5 9 4,75 3 2,67 2 3 2 2,17 

UIZ 1 5,5 4,5 3 3,67 2 3 2 1 

USMS 3,5 4,5 3,75 3 2,67 1 1 1 2,17 

UAE 4 7 5 3 2 2 1 2 2 

UIT 4 9 5,25 4 3,33 2 1 2 3,33 

UMI 2,5 5,5 4,5 3 3 2 1 1 1 

UCD 3,5 7 5 4 2,67 2 3 2 2,5 

UHI 3,5 7 5,5 3 4 2 3 2 3 

UMV 3 8,5 4,75 3 3 2 1 1 2,33 

UHIIC 2,5 8 5,25 3 3 2 1 1 2 

UCA 2,5 6 5 4 3,33 2 2 2 3 

TABLE V. TABLE 1.1. INDICATOR LEVEL OF HRQ SUB MODEL BY UNIVERSITY 

University MEx StNI StEx UID RCU 

USMBA Averagely experienced Average number Less Experienced Average implication Average adherence 

UMP Averagely experienced Average number Less Experienced Average implication Low adherence 

UIZ Inexperienced Average number Less Experienced Average implication Average adherence 

USMS Averagely experienced Small number Inexperienced Average implication Low adherence 

UAE Experienced Average number Less Experienced Average implication Low adherence 

UIT Experienced Average number Less Experienced High implication Average adherence 

UMI Less Experienced Average number Less Experienced Average implication Average adherence 

UCD Averagely experienced Average number Less Experienced High implication Low adherence 

UHI Averagely experienced Average number Less Experienced Average implication High adherence 

UMV Averagely experienced Average number Less Experienced Average implication Average adherence 

UHIIC Less Experienced Average number Less Experienced Average implication Average adherence 

UCA Less Experienced Average number Less Experienced High implication Average adherence 

TABLE 5.2. INDICATOR LEVEL OF DQ SUB MODEL BY UNIVERSITY 

University Str UpBp LR RI 

USMBA Structured short checked High relevance 

UMP Structured short checked Average relevance 

UIZ Structured short checked No relevance 

USMS Not Structured depending Not checked Average relevance 

UAE Structured depending checked Low relevance 

UIT Structured depending checked High relevance 

UMI Structured depending Not checked No relevance 

UCD Structured short checked Average relevance 

UHI Structured short checked Average relevance 

UMV Structured depending Not checked Average relevance 

UHIIC Structured depending Not checked Low relevance 

UCA Structured long checked Average relevance 

B. Values Standardization 

Given the inability to compare indicators with the actual 
values, standardization is required. Standardization is the 
process of putting different variables on the same scale. This 
process allows comparing scores between different types of 
variables. Typically, to standardize variables, the mean and 
standard deviation must be computed for a variable. Then, for 
each observed value of the variable, the mean is subtracted 
and divided by the standard deviation. 

Tables 6.1 and 6.2 gives standardized values for HRQ and 
DQ indicators according to the method described above, the 
last column contains aggregated value of the components 
where the value that takes the component is the mean of 
standardized values of indicators constituting it. 

It can be noticed from data in Tables 6.1 and 6.2 that 
indicators values become comparable and the component 
value provide a summarized information about the quality 
state of the IS component. 

http://statisticsbyjim.com/glossary/mean/
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TABLE VI. TABLE 2.1. STANDARDIZED INDICATOR VALUE OF HRQ BY UNIVERSITY 

University MEx StNI StEx UID RCU HRQ 

USMBA 0,51 0,65 0,33 -0,58 1,11 0,41 

UMP 0,51 1,36 -0,24 -0,58 -0,78 0,05 

UIZ -2,56 -1,12 -0,81 -0,58 1,11 -0,79 

USMS 0,51 -1,83 -2,52 -0,58 -0,78 -1,04 

UAE 1,13 -0,06 0,33 -0,58 -2,05 -0,24 

UIT 1,13 1,36 0,90 1,73 0,46 1,12 

UMI -0,72 -1,12 -0,81 -0,58 -0,16 -0,68 

UCD 0,51 -0,06 0,33 1,73 -0,78 0,35 

UHI 0,51 -0,06 1,47 -0,58 1,73 0,62 

UMV -0,10 1,00 -0,24 -0,58 -0,16 -0,01 

UHIIC -0,72 0,65 0,90 -0,58 -0,16 0,02 

UCA -0,72 -0,77 0,33 1,73 0,46 0,21 

Mean 3,08 7,08 4,85 3,25 3,08 
 

SD 0,81 1,41 0,44 0,43 0,53 
 

TABLE 6.2. STANDARDIZED INDICATOR VALUE OF DQ BY UNIVERSITY 

University Str UpBp LR RI DQ 

USMBA 0,30 1,14 0,71 1,67 0,95 

UMP 0,30 1,14 0,71 -0,22 0,48 

UIZ 0,30 1,14 0,71 -1,70 0,11 

USMS -3,32 -0,96 -1,41 -0,22 -1,48 

UAE 0,30 -0,96 0,71 -0,44 -0,10 

UIT 0,30 -0,96 0,71 1,24 0,32 

UMI 0,30 -0,96 -1,41 -1,70 -0,94 

UCD 0,30 1,14 0,71 0,19 0,58 

UHI 0,30 1,14 0,71 0,82 0,74 

UMV 0,30 -0,96 -1,41 -0,02 -0,52 

UHIIC 0,30 -0,96 -1,41 -0,44 -0,63 

UCA 0,30 0,09 0,71 0,82 0,48 

Mean 1,92 1,92 1,67 2,35  

SD 0,28 0,95 0,47 0,79  

V. DISCUSSION 

A. Comparing Universities According to the IS Component 

“Human Resources (HR)” 

Among the twelve Moroccan public universities, UIT is 
the best in term of HRQ according to IS managers, with a 
score of 1,12, while USMS has the lowest HRQ score (-1,04). 
Let‘s take the case of two universities that have sores close to 
the mean: UHIIC (0,02) and UMV (-0.01), and try to pursue 
steps to an inclusive comparison. First of all, when taking the 
qualitative attributes of HRQ indicators, it is found that all 
indicators of the two universities have the same values except 
the first one (MEx) which value for UHIIC is less than this for 
UMV (Table 5.1). Yet, it‘s inconsistent with the fact that HRQ 
value for UHIIC is greater than this of UMV. So, the second 
step is to take row values that were computed from the 
aggregating formulas (Table IV) and one found that besides 
UID and RCU that have the same values for the two 
universities, MEx and StNI have greater values for UMV than 
for UHIIC (MEx (3; 2,5), StNI (8,5;8)) and a less one for StEx 
(4,75; 5,25). Once again, it can‘t be determined from this 
whose HRQ value is greater than the other because each 
indicator follows a different scale. Third step is about 
comparing standardized values that take into consideration the 
scale of each indicator and make the difference between the 

values of the same indicators for the two universities 
comparable. In Table 6.1, it can be noticed that even if HRQ is 
better in UHIIC than in UMV, UMV is better in MEx and 
StNI with respective differences 0,62 and 0,35. 

As a conclusion, one can say that HRQ in UHIIC is 
globally better than this of UMV. However, MEx and StNI in 
UHIIC have a low performance than those of UMV. 

B. Comparing Universities According to the IS Component 

“Data” 

USMBA is the best university in term of DQ among the 
twelve Moroccan public universities according to IS 
managers, with a score of 0,95, while USMS has the lowest 
DQ score (-1,48). As it‘s already done for HRQ, one take the 
case of two universities that have sores close to the mean: UIZ 
(0,11) and UAE (-0,10), and try to pursue steps to an inclusive 
comparison. First of all, taking the qualitative attributes of DQ 
indicators (Table 5.2.), it‘s found that two out of four 
indicators have the same values for the two universities. For 
the other ones, Updating and Back up (UpBp) value is greater 
in UIZ than in UAE (Short, Depending on data sensitivity and 
application type) contrary to Relevance (RI) value which is 
less in UIZ than in UAE. The contrast between the two 
universities doesn‘t allow a global comparison of DQ. So, the 
second step is about taking row values that were computed 
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from the aggregating formulas (Table IV) and it‘s found that 
besides Str and LR that have the same values for the two 
universities, UpBp has a greater value for UIZ than for UAE 
UpBp (3; 1) and a less one for RI (1; 2). Once again, it can‘t 
be determined from the former whose DQ value is greater than 
the other because each indicator has a different range. Third 
step is about comparing standardized values that take into 
consideration the range of each indicator and make the 
difference between the values of the same indicators 
comparable. In Table 6.2, it is noticed that even if DQ is better 
in UIZ than in UAE, UAE is better in UpBp with a difference 
of 0,26. 

As a conclusion, one can say that DQ in UIZ is globally 
better than this of UAE. Nevertheless, RI in UIZ has a low 
performance than this of UAE. 

VI. CONCLUSION 

This study makes two important contributions to research 
on Information System Quality. The first novel aspect of this 
model is that it allows having numerical values for all 
indicators instead of qualitative description. These numerical 
values contribute to give each IS component standardized 
values able to provide an objective measure and an unbiased 
comparison. 

Second, the findings provide scaled values of all the model 
indicators and components, thus enabling to arrange IS 
component of an organization from the lowest to the highest 
component performance. Thereafter a particular attention is 
given to the components with less performance level and go 
down to the indicators that compose them in order to highlight 
those with low values. Here one can point out precisely the 
weaknesses of ISQ in the organization, and can therefore 
propose corrective measures. 

The data used in our research are collected from IS 
managers while data required to complete the whole picture of 
ISQ on an organization is from all IS intervening who are in 
addition to IS managers, technical staff, functional staff and 
users. As future research that are partly underway, once data 
from all IS intervening are collected, the same steps of the 
present study will be followed, leading to numerical values of 
all ISQ indicators and components. Thereafter, an aggregation 
of all IS intervening perspectives must be performed by 
organization entailing this way, one summarized value of ISQ 
for a specific organization that permits objective comparison. 
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Abstract—Digital Data is growing exponentially exploding on 

the 'World Wide Web'. The orthodox clustering algorithms 

obligate various challenges to tackle, of which the most often 

faced challenge is the uncertainty. Web documents have become 

heterogeneous and very complex. There exist multiple relations 

between one web document and others in the form of entrenched 

links. This can be imagined as a one to many (1-M) relationships, 

for example, a particular web document may fit in many cross 

domains viz. politics, sports, utilities, technology, music, weather 

forecasting, linked to ecommerce products, etc. Therefore, there 

is a necessity for efficient, effective and constructive context 

driven clustering methods. Orthodox or the already well-

established clustering algorithms adhere to classify the given data 

sets as exclusive clusters. Signifies that we can clearly state 

whether to which cluster an object belongs to. But such a 

partition is not sufficient for representing in the real time. So, a 

fuzzy clustering method is presented to build clusters with 

indeterminate limits and allows that one object belongs to 

overlying clusters with some membership degree. In 

supplementary words, the crux of fuzzy clustering is to 

contemplate the fitting status to the clusters, as well as to cogitate 

to what degree the object belongs to the cluster. The aim of this 

study is to device a fuzzy clustering algorithm which along with 

the help of feature weighted matrix, increases the probability of 

multi-domain overlapping of web documents. Over-lapping in 

the sense that one document may fall into multiple domains. The 

use of features gives an option or a filter on the basis of which the 

data would be extracted through the document. Matrix allows us 

to compute a threshold value which in turn helps to calculate the 

clustering result.  

Keywords—Fuzzy; clustering; web document; feature matrix 

I. INTRODUCTION 

Let us now try to understand the need or motivation of the 
system. With an incredible circulation of several hundred 
million sites worldwide, the ever changing cluster of 
documents over the internet is getting bigger and bigger every 
day. This incorporates some very important and as well very 
difficult challenges. Over the preceding duration of ten years 
there has been incredible growth of data on World Wide Web. 
It has become a major source of information. Internet web 
generates the new defies of information retrieval [10] as the 
amount of data on web as well as the number of users using 
web growing rapidly. It is challenging to quest through this 
tremendously large catalogue for the information desired by 

user. Also the traditional clustering algorithms like the k-
means, probabilistic algorithms, k-medoid, and density based 
algorithms, constraint based algorithms and hierarchical 
algorithms fail to generate a result which render or convey the 
cross linked relations between the web documents. The other 
most important aspect was the traditional clustering 
algorithms use the standard numpy arrays which are very slow 
and not so effective in time complexity wise processing. Also, 
these traditional clustering algorithms face the issue of 
„Concentration Measure‟ or „Curse Dimensionality‟. This was 
the motivation to propose a new algorithm using Weighted 
Matrix applying the Fuzzy Logic method. This would suffice 
the end user queries correctly. As explained earlier the amount 
of information on web is exponential and be termed as 
information burst, there is critical need to device the system 
that renders correct classification of data and should fetch 
correct result to the end user. Let us have a detail overview of 
components of our system and let us understand what 
operations it is designated to do. 

II. RELEVANT TERMS AND DEFINITIONS 

In this section, the relevant terms, tools, data mining 
process and techniques which are required for successful 
implementation of the experimental setup. Let us now start 
with the Web Crawlers. Search Engines use crawlers to collect 
data and then store it in database maintained at search engine 
side. For a given user's query the search engines searches in 
the local database and very quickly displays the results. The 
entire Knowledge Discovery System is shown in Fig. 1. 

A. Web Crawlers 

Web crawling is an imperative method for amassing data 
on, and custody up with, the speedily intensifying Internet.  
Web crawling can likewise be baptized as a graph search 
problem as web is considered to be a large graph where nodes 
are the pages and edges are the hyperlinks.  Web crawlers can 
be used in various areas, the most prominent one is to index a 
large set of pages and permit other people to search this index. 
A Web crawler does not really move all over the place on the 
computers linked to the Internet, as viruses or bot agents do, 
as a substitute it only directs entreaties for documents on web 
servers from a set of already sites. However the web crawlers 
have progressed, there has remained significant weakness in 
search engines outstanding to the complex, inter related 
(linked or cross domain documents) in the document 
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assembly. Polysemies, synonyms, homonyms, phrases, 
dependencies and spam‟s act as hindrance to the search 
engines and therefore hampering the results returned. Also the 
vagueness or irrelevance of the user probes increases the 
ambiguous results fetched [2]. 

B. Pre-processing 

Data pre-processing as shown in Fig. 2 exists an often 
neglected step but very important and is of prime importance 
since data pre-processing forms the foundation step of 
additional analysis and dispensation of data. Data pre-
processing involves following five steps:  

1) Data Cleaning 
This step has operations like to fill values which are 

missing, smoothen out the noisy data, detecting or eliminating 
outliers, and deciding discrepancies.  

2) Data Integration 
It involves integrating data using numerous databases, data 

cubes, or collections.  

3) Data Transformation 
In this step we perform normalization and aggregation 

operations on data which has been integrated from various 
data sources.  

4) Data Reduction 
In this step we condense the quantity of data and produce 

the similar investigative results.  

5) Data Discretization 
I this step of data preprocessing we perform discretization 

operations like replacing numerical attributes with nominal 
ones.  

 

Fig. 1. Knowledge Discovery System [12] 

The phrase – If you input the junk data that is „Garbage 
In‟, then you be surely getting the junk output that refers to 
„Garbage Out‟ is particular to the domain of machine learning 

[1]. Data congregation approaches are often range values, 
irregular, missing values. Analyzing data that hasn‟t been 
properly processed, such data can produce misleading results. 
Thus, pre-processing is primarily important step formerly 
running an investigation. Data fetched using a web crawler 
needs significant amount of processing before it is fed to the 
'Fuzzy Clustering Algorithm' (FCA). Data in actual world is 
unclean which means it is incomplete. Incomplete data means 
it lacks attribute or the data in which we are interested in. The 
second part of dirty data is that it contains noise. Noisy data 
means that there are inaccuracies or outliers in it. The third 
part of dirty data is that it is inconsistent. Inconsistent means 
that the facts are not in correct format or the data lacks proper 
coding and naming format. If there is no good quality of data 
available then the data that would be eventually loaded in the 
data warehouse would be of low standards. The mining 
algorithms would yield a junk result out of the data 
warehouse. For data to be in correct format for data mining it 
should possess some valuable qualities where the data mined 
would be of highest quality [7]. 

These desirable qualities are precision, reliability, 
comprehensiveness, attribute value and most importantly 
timeliness. The most vital part of Preprocessing is cleaning the 
data. If the right data is not fed in we cannot expect the right 
output. Therefore cleansing of data is most vital. Missing data 
means computing the missing values. Adding missing values 
means filling the missing values with the average value 
derived by mean method. It also has a step of removing the 
noisy data. As discussed above noisy data means the data 
which comprises errors or outliers. Data cleaning also 
involves removing of inconsistencies. Inconsistent data 
removal means removing the data which falls into outlier 
range. Data can be collected from multiple formats like 
different databases, different file formats. The utmost vital 
part is to collate this data and then cleansing this data. It 
involves converting the dates to one particular format, 
converting numeric data to proper decimal format. It similarly 
involves performing binning on the numeric data. Filling the 
missing data is done by usually adding a tuple or replacing the 
missing data by a global constant. Applying the data cleansing 
task in my work the primary step is to remove the stop words 
from the data which has been fetched by the web crawler [4, 
8]. Elimination of stop words and stemming [11]: In this 
phase, data which has less semantic is removed. Meaning, the 
full stops, commas, conjunctions etc. are removed. The data of 
the web documents fetched by the web crawler is equated with 
a bag of words – Stop words. The matched records are 
eliminated from the data file. Stemming process is a pre-
processing step making the data ready for the next step. It is 
very important in most of the Information Retrieval systems. 
The main perseverance of stemming is to decrease diverse 
grammar pertaining forms or the words like its noun forms, 
adjective forms, verb forms, adverb forms etc. to its root form.  
The goal of stemming is to diminish deviational forms and 
occasionally derived various formations of a word to a 
conjoint base form. The available data is now further 
processed [5, 6]. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

505 | P a g e  

www.ijacsa.thesai.org 

 
Fig. 2. Data Pre-Processing [12] 

The next step of data pre-processing is integrating data 
from various databases, files, cubes together. Data integration 
means combining data into intelligible store. It also means 
schema integration. Schema integration means integrating 
metadata from different sources. It also includes identifying 
the attribute mismatch and performing a correcting action. 
This data is then fed to Data Reduction engine. In data 
reduction, the data which is redundant is removed. Data 
redundancy occurs because data is integrated from multiple 
databases, files etc. Meaning that same attribute might have 
been referred in a different way or the value of same attribute 
would have been derived or calculated. Redundant data is 
recognized by co relational analysis. Data reduction also 
involves performing numerosity reduction on data. It means to 
apply the linear regression model on data. This step is 
followed by Data Transformation. Data transformation means 
transforming the data in a format which is consistent 
throughout. It involves normalizing the data and aggregating 
it. The smoothening process of data transformation removes 
the noise from data. Aggregation step means aggregating the 
data into summarized cubes. Normalization activity means 
scaling the data such that it falls under particular range. It also 
includes construction of new attributes. It states that the data 
now has been fully transformed and ready to be loaded in the 
warehouse. We can conclude that data preparation is a critical 
issue for both data warehousing and data mining, as actual 
world data tends to be imperfect, noisy, and unpredictable. 
Data preparation involves data cleaning, data integration, data 
transformation, and data reduction. Data cleaning mechanism 
could be used to fill in missing values, lessen noisy data, 
detect outliers, and correct data inconsistency. Data 
integration loads data from multiples sources to form an 
intelligible data store. Metadata analysis, correlated data 
analysis, data skirmish detection, and the determination of 
semantic meanings add to smoothening the data. Data 
alteration techniques confirm the data into appropriate forms 
for mining. Data reduction methods such as dimension 
reduction data cube aggregation, numerosity reduction, data 
compression and discretization could be used to get a reduced 
depiction of the data, while minimizing the loss of information 
content. Concept hierarchies establish the attributes by the 
values or dimensions into measured levels of abstraction. 
They are methods of discretization that is predominantly 

useful in multilevel mining. For numeric data, practices such 
as data segmentation by divider documentations, histogram 
analysis, and clustering analysis can be used [9]. 

C. Feature extraction 

Data mining is the cumulative task of data analysis and 
detection algorithms to perform automatic extraction of 
information from vast amounts of data. This process bonds 
many practical areas, counting databases, human computer 
interaction, statistical analysis, and machine learning. A 
typical data-mining chore is to forecast an unidentified value 
of circa attribute of a new occurrence when the values of the 
supplementary qualities of the new occurrence are recognized 
and a collection of instances with known values of all the 
attributes is given. Most importantly in numerous applications, 
data is the subject of analysis and dispensation in data mining, 
is multidimensional, and presented by a number of 
topographies. There are moreover many dimensions of data 
that it is relevant to several machine learning algorithms and 
denote the extreme raise of computational complexity as well 
as classification error with data having high expanse of 
dimensions. Hence, the dimensionality of the feature space is 
habitually abridged afore cataloguing is commenced [3]. 
Feature extraction is one of the dimension measures for 
lessening techniques. Feature extracts a subset of novel 
features from the unique feature set by means of some 
functional mapping possessing as much information in the 
data as possible. Many of the definite world applications has 
numerous features those are used in an effort to safeguard 
accurate cataloguing. If all those features are used for buildup 
classifiers, then they function in high dimensions, and the 
learning process becomes complex, which leads to high 
cataloguing error. Therefore, there is a necessity to condense 
the dimensionality of the features of data before classification. 
The key objective of dimensionality reduction as shown in 
Fig. 3 is to convert the high dimensional data samples into the 
space of low dimensions such that the core information 
contained in the data is preserved. Once the dimensionality is 
reduced, it aids us to improve the heftiness of the classifier 
[11, 22]. 

 
Fig. 3. Dimensionality Reduction Technique 

Feature assortment is a technique to find good quality of 
germane features from the unique dataset using some data 
reduction and feature extraction measures. Feature extraction 
involves selection a feature, this is called as Feature Selection, 
Feature Selection step has turned out to be a thought 
provoking concern in the field of Pattern Recognition, Data 
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Mining, Machine Learning and Case Based Reasoning. 
Feature Selection is process of finding an ideal or suboptimal 
subset of „n‟ features from the unique „Features. It requires a 
large search space to get the feature subset. The ideal feature 
subset is analyzed by evaluation criteria. The key objective of 
the feature selection is to decrease the amount of features and 
to remove the irrelevant, redundant and noisy data. Feature 
Selection includes various steps. These steps are portrayed in a 
diagrammatic state as below in Fig. 4. 

 
Fig. 4. Feature Extraction Engine 

Feature selection mechanism is mostly classified into three 
types as shown in Fig. 5. They are, Filter Approach, Wrapper 
Approach and Hybrid Approach.  

Feature selection method of „Filtering an arithmetical 
measure used as a criterion for choosing the relevant features. 
This approach is calculated easily and very efficiently.  

 
Fig. 5. Feature Extraction Process implemented in our work - A high level 

overview 

With the processed data now available, we now extract the 
important „features‟ available. The first step in feature 
extraction process is to fetch the „Title Sentence‟. The first 
line of the document is rendered as the „Title Sentence‟. The 
second step is extracting the numerical data in the data file. A 
scan is performed and all the numerical data present in the 
data files is counted. Next, all the nouns present in all the data 
files are listed. Only proper nouns are to be used. The last scan 
is done for the „top words‟. Each document now is scanned. 
The word whose count is highest is regarded as top word. A 
list of such words is made in descendant order rendering to the 
web documents.   

D. Fuzzy Logic 

Fuzzy Logic System are those which produce satisfactory 
but definite output in rejoinder to imperfect, vague, partial, or 
imprecise (fuzzy) input. Fuzzy Logic is a technique of 
perception that it is similar or resembles anthropological 
reasoning. The methodology of Fuzzy Logic tries to inherit the 
way of conclusion making in humans that encompasses all 
transitional possibilities between digital values Yes and No. 
The predictable logic that a system can comprehend takes 
exact input and gives a certain output as true or false, which is 
corresponding to human‟s YES or NO. The creator of fuzzy 
logic term, Lotfi Zadeh, detected that dissimilar computers, 
the human conclusion making embraces a range of likelihoods 
between YES and NO, such as: CERTAINLY YES, 
POSSIBLY YES, CANNOT SAY, POSSIBLY NO, 
CERTAINLY NO [13, 21]. 

Fuzzy logic contains of four vital phases: A Fuzzfier, Rule 
Base mapper, An Inference Engine and Defuzzifier.  

Fuzzy Logic Systems Architecture is as follows:  

1) Fuzzification Module 
This unit alters the input to the systems, which are in the 

form of crisp numbers, into fuzzy sets. For example it 
transmutes the supplied crisp values to a linguistic variable by 
making use of the membership functions warehoused in the 
fuzzy knowledge base. Fuzzy linguistic variable is used to 
epitomize qualities straddling a particular spectrum or cross 
domain.  

2) Fuzzy Knowledge Base Module 
It stocks the conditions established on the If and then rules 

provided by experts. The fuzzy knowledge base is constructed 
on linguistic and membership functions.  

a) Linguistic Variables 

Linguistic variables act as input or output for the system. 
Their values are articulated in a natural language as an 
alternate to numerical values. A linguistic variable exists as a 
generally disintegrated into a group of linguistic terms.  

b) Membership Functions 

It is used for 'quantifying' the linguistic term. Membership 
functions are used in the fuzzification and defuzzification 
phase to plot the non-fuzzy variable as input to fuzzy 
linguistic terms as well as the reverse way round.  
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3) Inference Engine Module 
It feigns the human cerebral method by creating fuzzy 

interpretation on the inputs and IF-THEN rules. 

4) Defuzzification Module 
It transmutes the fuzzy variable set gained by the corollary 

engine to a definite value [20]. 

The exponential growth of the Web has led to extensive 
expansion of web content. The enormous area of product data 
on the internet poses inordinate task to both users and online 
commerce. More users are turning towards online shopping 
because it is relatively convenient, reliable, and fast; yet such 
users usually experience difficulty in probing for 
merchandises on the internet due to information overload. 
Online selling has often been stunned by the rich data they 
have collected and find it challenging to endorse merchandises 
suitable to precise users. There is also the problem of futile 
consumption of the available huge amount of merchandise 
data from online transactions to support better decision 
making by both consumers and suppliers. To discourse these 
information overload problems, e-learning, e-commerce, e-
newspapers data stores are now smearing mass customization 
ideologies not to the merchandises but to their staging in the 
online.   

Fuzzy Logic System as shown in Fig. 6 could be 
understood as a system which maps nonlinear data as an input 
to a scalar output data set. Fuzzy sets obligate powerful 
decision making ability and hence attracted rising 
consideration and curiosity in recent IT, data generation 
method, decision building, pattern acknowledgement, and 
diagnostics and data analysis among others. When a problem 
has vibrant or evolving behavior, fuzzy logic is a suitable 
contrivance that deals with such problem. In short to say, 
fuzzy logic has métier in providing precise solutions to 
problems  

That encompasses the manipulation of numerous variables.   

 
Fig. 6. The depiction of the Fuzzy Logic System [14] 

The method of fuzzy logic systems are as follows:  

a) Define input and output crisp variables. 

b) Define the membership function. 

c) (iii) Convert crisp input data into linguistic fuzzy 

values, using membership function, called fuzzification. 

d) Evaluate the rules, using inference engine . 

e) Construct the output crisp data, from fuzzy linguistic 

values, called defuzzification.  

Fuzzy logic bids several unique features that make it a 
predominantly decent choice for many control problems.  

a) It is inherently robust since it does not require 

precise, noise-free inputs and could be programmed to fail 

safely if a feedback sensor quits or is destroyed. The output 

regulator is a smooth control function notwithstanding an 

extensive assortment of input variations.  

b) Since the Fuzzy logic checker processes the user-

defined rules prevailing the target control system, it can be 

altered and tweaked easily to improve or radically alters 

system performance. New sensors can straightforwardly be 

fused into the system merely by engendering apt governing 

rules.  

c) Fuzzy logic is not restricted to a few feedback inputs 

and control outputs, nor is it essential to measure or calculate 

rate-of-change restrictions in order to implement. This permits 

the sensors to be economical and imprecise thus keeping the 

inclusive system cost and intricacy low.  

d) Due to the rule-based process, any equitable number 

of inputs can be administered and numerous outputs 

engendered.  

e) Create Fuzzy logic membership functions that 

express the implication (values) of Input / Output relationships 

used in the rules.  

Fuzzification is conversion of crisp variables into 
linguistic variables, and it is the central unit for fuzzy logic 
system. Variable pertaining to linguistic sense such as age 
might obligate a value such as 'young' or 'old'. However, the 
noteworthy efficacy of linguistic variables is that they can be 
amended via linguistic verges pragmatic to primary terms. 
Prof. Zadeh has recommended the notion of fuzzy variables. 
Although variables in arithmetic typically gross data which in 
the form of numbers, if the data which is not numeric then 
linguistic variables are often used to simplify the countenance 
of rules and facts. The usage of linguistic variables in 
numerous applications cuts the overall computation 
complexity of the application. Linguistic variables obligate to 
be predominantly useful in complex non-linear applications.  

III. LITERATURE SURVEY 

Ojokoh et al. in their work in the paper titled “A Fuzzy 
Logic Based Personalized Recommender System” [15] 
communicates to apply Fuzzy logic algorithms to the e-
commerce space to drill to exact customer requirement. They 
carried out the experiments using laptops of various brands 
and configurations that customers usually search on various e-
commerce sites. It defines the Fuzzy near compactness 
concept is engaged to measure the resemblance between 
customer needs and merchandise features. The ever-increasing 
figure of E-retail, e-commerce websites on the internet has led 
to data overload with over hundreds and thousands of 
customers. So it is challenging for customers of certain 
merchandises to discover information regarding merchandises 
in an attempt to purchase products that best satisfies them. 
This has led in reduction of the amount of product sales in the 
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e-commerce domain. The work in this paper highlights a 
personalized recommender system motivated by fuzzy logic 
method. The offered system intelligently mines data about the 
features of laptop computers and offers professional services 
to potential consumers by endorsing ideal merchandises 
grounded on their distinct requirements. They measured the 
result of the offered system by means of fifty laptop 
computers brands and configurations from Acer, HP, Sony, 
Dell and Toshiba. We studied the Fuzzy Logic 
implementation done in this paper. We also got to know how 
large data sets can help in an efficient fuzzy classification.  

ChrisCornelius, Jie Lu et al. in their paper titled “One and 
Only Item recommendation with Fuzzy Logic Techniques” 
[16] implement a Collaborative Filtering method which is the 
abstract framework for endorsing one and-only items. It 
practices fuzzy logic, which permits to reflect the 
graded/uncertain data in the domain, and to range the CF 
paradigm, overcoming limitations of existing practices. The 
conceivable use of this Collaborative Filtering is in the e-
government application. There is a personalization of e-
government facilities intended at custom tailoring the content 
government made available to the end user. In several 
countries, e-government applications are increasing speedily 
and the quantity of e-government websites, as well as the 
assets and services provided, are dynamically increasing. This 
has caused a delinquent wherein citizens may find it more and 
tougher to locate relevant data from these websites. Matching 
specific citizens and businesses interests and needs is therefore 
one of the main trials for e-government services, and 
intelligent decision support. This paper gave us the idea of a 
fuzzy framework where a recommender system was 
constructed. It also gave an idea to construct a fuzzy algorithm 
which can be generically applied to all the cross domains. 

Andreas Meier, KuisTeran in their work titled “A Fuzzy 
Recommender System for eElections” [17] describe the 
recommender system which is grounded on fuzzy logic and 
fuzzy clustering mechanism. It related to construction of an 
architecture for recommender system which can be used in e-
Democracy and e-Elections applications. The use of this 
system enhances and succor voters in making verdicts by 
providing data about contenders close to the voter‟s 
preferences and tendencies. The usage of recommender 
systems for e-Government is used to decrease data overload, 
which might help to advance self-governing processes. Fuzzy 
clustering investigation differs from classic clustering where 
the interpretations belong to only one cluster. Moreover, 
classic clustering makes no use of plodding membership. The 
recommender system approach fluctuates from collaborative 
filtering. The later one is built on historical experiences. It is 
suitable in the one and only scenario where events such as 
voting and election processes occur only once. This paper was 
a crucial reference as it implemented a filtering based fuzzy 
clustering technique. 

Tung-Cheng, T-zone-I Wang et al. in their work titled “A 
Fuzzy Logic based Personalized Learning System” [18] shed 
light on use of fuzzy logic clustering the e-Learning domain. It 
employs fuzzy insinuation mechanisms, reminiscence cycle 
updates, apprentice preferences and systematic hierarchy 
process. The system has been used to cram any language. By 

using fuzzy corollaries and personal reminiscence cycle 
updates, it is possible to find an editorial best suited for both a 
learner‟s ability and their need to review vocabulary. After 
reading an article, a test is instantaneously provided to 
enhance a learner‟s reminiscence for the words newly learned 
in the editorial. The methodology uses a questionnaire to 
realize a learner‟s predilections and then uses fuzzy inference 
to find editorial of suitable exertion levels for the learner. It 
then employs review values to compute the fraction of 
editorial vocabulary that the learner must evaluate. It has 
cartels these three parameters to establish the article‟s 
suitability formulae for computing the suitable level of articles 
for the learner. It uses memory to update the words so that the 
person seeking learning learns for the first time and also the 
words that appear that need to be reviewed based on the 
learner‟s learning feedback. The consequences of these 
experiments vitrine that with intensive reading of pupilages as 
recommended by the approach, student can reminisce together 
new words and the words learnt in past easily and for longer 
time, thus competently enlightening the vocabulary ability of 
the learner.  

A research conducted by JieZang in the field of a Social 
Media based Personalized Recommender system [19] based 
on Fuzzy logic describes a recommender systems which are 
built on intelligent computational abilities. From the topical 
past with the rise of data balloon on the internet, there is a 
consistent demand for the data processing engine for solving 
the problem of information overloading and information 
filtering. Present-day recommender systems hitch context-
awareness with the personalization to deal the most accurate 
endorsements about diverse merchandises, services, and 
possessions. However, such systems arise across the issues, 
such as cold start, sparsity, and scalability that lead to vague 
endorsements. Computational Intelligence means not only 
improve endorsement accuracy but also markedly mitigate the 
above-mentioned issues. Computational Intelligent system as 
based on practices, such as: (i) fuzzy sets (ii) Artificial Neural 
Networks (iii) Evolutionary Computing, (iv) Swarm 
Intelligence, (v)  Artificial Immune Systems.   

IV. PROPOSED AND IMPLEMENTED SYSTEM 

The main motivation was to propose an algorithm which 
uses the efficiency of the Matrix and weighted features with 
an application of fuzzy logic. This is a first ever attempt to 
create a fuzzy weighted matrix to extract the features of the 
data and then to form the overlapping logical clusters. Here in 
this section we are giving comprehensive emphasis on the 
design of the system. Each and every stage of the offered 
system is well narrated here. Along with the elucidation the 
complete system is well presented using the architecture. We 
are proposing a new algorithm using Fuzzy matrix and by 
using the weighted methods. The complete system as shown in 
Fig. 7 is dissected in four steps as discussed below.  

The process proposed is: A web crawler would fetch 
number of web documents and store them in a folder. A web 
crawler would mainly act as a Data Source or Data Collector 
in our project work.  The data fetched from the web crawlers 
is fed as an input to the pre-processing engine. The pre-
processing engine follows the pre-designed steps of data 
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cleansing and gives out a bag of words corresponding to the 
document as output. The pre-processing engine is devised 
with three algorithms. That means it is a three step process. 
The first step is to „Remove the special symbols‟. The second 
step is „Removing the stop words‟ and the third step is 
„Removing the Stemming and deriving the root form of the 
word‟. The output of this step is then fed as input to the further 
module. This is then fed to the feature extractor. The Feature 
extractor extracts the features from the bag of words 
pertaining to web document. It extracts the semantic features 
such as Numerical Data, Nouns, Title Sentence and Highest 
occurring word. It is actually based on accepting the accuracy 
and number of top words constructs a matrix. A weighted 
feature matrix is build up and using fuzzy logic the 
overlapping structures of the web documents are revealed as a 
final output. 

1) Web Crawler 
A web crawler plays an important part in this project. It 

mainly acts as a Data Source / Data Collector. The web 
crawler would fetch in number of web documents and parse 
them using the open source Google parser and store them in a 
folder called as WEBPAGES_REPOSITORY. This data set of 
web documents is then used as an input to the Pre-Processing 
Engine.  

2) Pre-Processing 
Pre-processing is vital step in data mining systems as it 

condenses the scope of the data required for processing. This 
condensed size minimizes the cost and space complexity of 
the system as fewer quantities of data are needed to be 
processed.  

We have devised three algorithms for Pro-processing 
module: 

 Special Symbol Removal 

A special symbol removal algorithm is devised. It scans 
the bag of words in the array list and removes the special 
symbols from it e.g.!,@,#,$,% etc. These special symbols do 
not contribute in result generation; hence it is worth to remove 
all the special symbols.  

Algorithm for special symbol removal 

Step 0: Start 

Step 1: Read string  

Step 2: divide string into words on space and store in 

a vector V 

Step 3: Identify the duplicate words in the vector and 

remove them 

Step 4: for i=0 to N (Where N is length of V) 

Step 5: for i
th

 word of N check for its occurrence in 

Special Symbols repository 

Step 6: if present then remove the special symbols 

Step 7: else return the remaining words 

Step 8: stop 

 Stop Words Removal 

Stop words are the words used as a supporting word in 
content to bring the semantics in the sentence; however, after 
this discarding the meaning of the sentence is not changing too 

much extent. Hence they are removed here by maintaining one 
repository for comparison. This repository contains the 500+ 
stop words.   

Algorithm to find stop word 

Step 0: Start 

Step 1: Read string  

Step 2: divide string into words on space and store in 

a vector V 

Step 3: Identify the duplicate words in the vector and 

remove them 

Step 4: for i=0 to N (Where N is length of V) 

Step 5: for i
th

 word of N check for its occurrence in 

Stop words repository 

Step 6: if present then remove the stop words 

Step 7: else return remaining words 

Step 8: stop 

 Stemming 

Stems are used to derive word. Generally the words are 
derived for making the correct use of tenses. Unnecessarily 
this stems increase the system costing hence they are removed 
over here. No stemming algorithm is there which gives 100% 
accuracy.  

Algorithm for stemming 

Step 0: Start 

Step 1: Read string  

Step 2: divide string into words on space and store in 

a vector V 

Step 3: Identify the duplicate words in the vector and 

remove them 

Step 4: for i=0 to N (Where N is length of V) 

Step 5: for i
th

 word of N check for its occurrence in 

Stemming extensions repository 

Step 6: if present then process the word back to its 

root form 

Step 7: else do nothing 

Step 8: stop 

3) Feature Extraction 
As data contains tons of features it‟s not worth to consider 

the complete content for the further operations. Feature 
extraction is essentials step in data mining. It is used for 
fetching the required data i.e. features from the huge set of 
data. In our proposed work four features are extracted.  

 Title Sentence 

Title sentences are the one which represents the first 
sentence of the file content. The reason behind this extraction 
is to give a proper name to the cluster because each cluster is 
named by the title sentences. 

 Numeric Data 

Numeric data plays vital role in file content as the most of 
the important data are represented using numerical values 
only. So by considering this thing we extracted numerical 
values from the file content.   
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 Proper nouns 

Proper nouns are the words which represent the person or 
place. For extraction of this feature a dictionary is used. So to 
access this dictionary jxlapi offers all the necessary 
functionalities.  

Algorithm to find noun 

Step 0: Start 

Step 1: Read string  

Step 2: divide string into words on space and store in a vector 

V 

Step 3: Identify the duplicate words in the vector and remove 

them 

Step 4: for i=0 to N (Where N is length of V) 

Step 5: for ith word of N check for its occurrence in 

Dictionary (Open source dictionary api used) 

Step 6: if present then return true 

Step 7: else return false 

Step 8: stop 

 Top Words 

Top words are the important words of the sentence. Here 
in this feature the frequency of the each word are found out. 
The word which repeat more time is needed to consider as it 
have the more weightage in the file content.  

Algorithm to find Term weight words 

Step 0: Start 

Step 1: Read string  

Step 2: divide string into words on space and store in a vector 

V 

Step 3: Identify the duplicate words in the vector and remove 

them 

Step 4: for i=0 to N (Where N is length of V) 

Step 5: for i
th

 word of N check for its frequency  

Step 6: Add frequency in List Called L 

Step 7: end of for  

Step 8: return L 

Step 9: stop 

4) Master Matrix Creation 
Here in this step all the extracted features are taken as an 

input. From these entire features a one matrix is created.  This 
is inspired from „Vector Space Model‟, VSM which is an 
algebraic model for representing documents. So, particular 
feature of each file is compared with the respective feature of 
the other file. In this way all the four features are compared 
with four features of other file. This comparison led to a score 
of each file with other file.   

Matrix Creation Process:  

A weighted matrix is built, feature values are calculated 
against the every document in following way as shown in 
Table I: 

TABLE I. WEIGHTED FEATURE MATRIX CALCULATIONS (FEATURES 

EXTRACTED ARE: TOP WORDS, NUMBER DATA, PROPER NOUNS, TERM 

WEIGHT) 

 Feature Extracted D 1   D 2  D 3  

  (T,N,P,Tw)  (T,N,P,Tw)  (T,N,P,Tw)  

D 1   (T,N,P,Tw)  0    

D 2  (T,N,P,Tw)   0   

D 3  (T,N,P,Tw)    0  

D n  (T,N,P,Tw)     

Fuzzy Logic 

The generated score from matrix is taken as input. The 
smallest and biggest score is calculated. Exactly five ranges 
are calculated starting from smallest value and end to largest 
value. Now the score is assigned to each of the scores 
calculated in master matrix step by checking the occurrence of 
the score in these five ranges. Once score is calculate a 
threshold of 2 is set. The file having threshold more than 2 is 
added to cluster and discards the file which fails to satisfy the 
condition.  

Algorithm for Document clustering using Fuzzy matrix 
Weighted method  

Input: Merged Feature vectorFv 

            User Accuracy as Ua 

Output: Cluster Set C= {c1, c2, c3….cn} 

Step 0: start 

Step 1: create matrix M of length Fv 

Step 1: For i=0 to Fv length (for each row) 

Step 2: For j=0 to Fv length (for each column) 

Step 3: Fvr= element of one row 

Step 4: Fvc=element of one column 

Step 5: Compare features and get score as Sc 

Step 6: Average Score as Asc=Sc/4 

Step 7: add Average to matrix M 

Step 8: End Inner For 

Step 9: End Outer For 

Step 10: for every file in M‟sRows if (Asc>=Ua) then add into 

cluster Ci 

Step 11: return cluster set C 

Step 12: Stop 

 

Fig. 7. Our Proposed System Architecture Overview 
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V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

To show the efficiency of the system on experiment is 
conducted on java 1.6 based machine using Net beans as an 
IDE on windows machine having 2GB ROM and 500GB 
HDD. After doing the experiment by providing the files from 
different categories such as text, pdf, and doc the following 
observation is led.  

We have considered the cross domain documents 
pertaining to various fields like Sports, medicine, finance, 
insurance, travel, music, etc. This data set was taken from the 
world renowned news channel which is an open source for 
data set and which is available to use for research work. The 
size of each document was about 2-3 MB text file. 
Furthermore we also provided the input as .mp3 files, .docx 
files, video files which were successfully handled and ignored 
by the system as currently we do not support these file types. 

This system can be used as an overnight process, where 
you feed the system with huge volumes of documents and the 
system would successfully run and form the logical cluster 
groups of the documents. Logical clusters then would 
determine the relationships of various documents with each 
other. 

TABLE II. TIME REQUIRED TO CLUSTER VS NUMBERS OF DOCUMENTS 

Number documents  

(Cross Domain) 
of  

Time (seconds) to generate 

overlapping  clusters   

5 
 

30 

10 
 

34 

15 
 

41 

20 
 

47 

50 
 

117 

100 
 

209 

500 
 

1004 

 
Graph 1: Performance measurement – Bar Graph representation of 

Number of Docs vs Time Required to Generate Clusters 

 

 

 
Graph 2: Performance Measurement – Linear exponential depiction of 

Number of Documents to be clustered w.r.t Time Required 

Graphs 1and 2 signifies the clustering time. From the 
graph we can determine that as the numbers of documents 
increase exponentially the required time to generate the 
clusters marginally increases in folds as shown in Table II. 

Application screen shots and Comparative study 

Compared the Fuzzy clustering by Weighted Feature 
Matrix algorithm with the traditional clustering algorithms. 

A comparative study was conducted using the Dataset 
obtained from the BBC news website. The data set comprised 
of documents pertaining to various domains like „Banks‟, 
„Loans‟, „Sports‟, „Insurance‟, „Weather‟, „Politics‟, „Music‟, 
„Films‟, „Geography‟, „History‟, „Literature‟ etc. We found 
that K-Means, Hierarchical algorithms do not perform well 
due to the inability to recognize the semantic meaning of the 
document. Therefore there was a need to propose a new 
algorithm which you carry out the clustering task as per the 
hidden semantics meaning. Thus we have tried our best to 
propose a new algorithm which extracts the features from the 
web documents and then follows the weighted matrix for 
generating the logical clusters. The implemented results are 
depicted from Fig. 8 to Fig. 18. The login screen shown in 
Fig. 8.  

 

Fig. 8. Login Screen. 
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Now, Navigate to “System Settings”> Set “Accuracy”> 
Enter valid percentage from 0%-99% as shown in Fig. 9. 

 
Fig. 9. Input Accuracy in % 

 

Fig. 10. Top Words 

The process to set the value for Top words is depicted in 
Fig. 10. Now, navigate to “Folder Input”. Select the web pages 
repository which needs to be fed to our system as shown in 
Fig. 11. 

 
Fig. 11. Data Set Selection 

Now, we will apply the “Pre-Processing” algorithms on 
the data imported from Web pages repository as shown in Fig. 
12, 13 and 14. 

 
Fig. 12. Removal of special symbols 

 
Fig. 13. Removal of stop words 

 

Fig. 14. Removal of stemming words 

After the data has been pre-processed, we now feed this 
data to the “Feature Extractor engine”. 

The following features are extracted in the given order as 
shown in Fig. 15, 16 and 17. 

 
Fig. 15. Title Sentence 

 

Fig. 16. Numerical Data 

A dictionary scan is run, every word in the document is 
matched against the words in dictionary and only nouns are 
processed.  
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Fig. 17. Proper Noun 

Now, generate the Weighted Matrix 

Cricket - AB Devillers.txt 

[0, 0.14, 0.76, 0.24, 0.04, 0.0, 0.08, 0.0, 0.01, 0.19, 0.26, 0.02] 

--------------------------------------- 

Cricket - Dhoni.txt 

[0.64, 0, 0.42, 0.34, 0.06, 0.0, 0.02, 0.0, 0.02, 0.27, 0.16, 0.02] 

--------------------------------------- 

Cricket - Javagal Srinath.txt 

[0.47, 0.08, 0, 0.23, 0.03, 0.0, 0.1, 0.0, 0.03, 0.18, 0.25, 0.01] 

--------------------------------------- 

Cricket - The Game.txt 

[0.39, 0.12, 0.46, 0, 0.02, 0.0, 0.06, 0.0, 0.0, 0.18, 0.23, 0.02] 

--------------------------------------- 

Finance Banks.txt 

[0.91, 0.31, 1.44, 0.28, 0, 0.0, 0.22, 0.14, 0.14, 0.44, 0.06, 

0.09] 

--------------------------------------- 

Finance Derivatives.txt 

[0.0, 0.0, 0.0, 0.0, 0.0, 0, 0.0, 0.0, 0.06, 0.0, 0.0, 0.0] 

--------------------------------------- 

Finance Insurance.txt 

[0.62, 0.06, 1.31, 0.06, 0.1, 0.0, 0, 0.02, 0.03, 0.29, 0.2, 0.15] 

--------------------------------------- 

Finance Loans.txt 

[0.0, 0.0, 0.0, 0.0, 0.15, 0.0, 0.12, 0, 0.12, 0.12, 0.0, 0.0] 

--------------------------------------- 

Finance Shares.txt 

[0.6, 0.07, 1.36, 0.05, 0.13, 0.05, 0.13, 0.12, 0, 

0.18, 0.35, 0.0] 

--------------------------------------- 

Travel _ Essex.txt 

[0.43, 0.17, 0.62, 0.25, 0.05, 0.0, 0.13, 0.02, 

0.03, 0, 0.34, 0.13] 

--------------------------------------- 

Travel _ London.txt 

[0.26, 0.04, 0.4, 0.15, 0.0, 0.0, 0.06, 0.0, 0.01, 

0.2, 0, 0.06] 

--------------------------------------- 

Travel_surrey.txt 

[0.38, 0.09, 0.47, 0.1, 0.09, 0.0, 0.19, 0.0, 0.0, 

0.38, 0.18, 0] 

--------------------------------------- 

The final logical clusters formed are shown in Fig. 18. 

 

Fig. 18. Logical Clusters 

TABLE III. EXPERIMENT CONDUCTED ON SYSTEM HAVING 

CONFIGURATION AS INTEL I7-970 PROCESSOR WITH 4 GB RAM HARD 

CLUSTER: DOCUMENT BELONGS STRICTLY TO ONE CLUSTER 

 

No. of 

document

s as input 

No. of 

Hard 

clusters 

No. of 

overlapping 

clusters 

(Cross 

Domain) 

Time 

required to 

form 

cluster (in 

seconds) 

Proposed 

algorithm 
120 0 32 157 

K-Means 

algorithm 
120 11 0 160 

The number of clusters formed and time required in 
forming clusters using our proposed algorithm and K-means 
algorithm is shown in Table III. The proposed algorithm 
outperforms.  

A set of documents used for evaluation has following 
features:  

1) Number of documents per category  

2) Evenness in number of documents in each category  

3) Size of each document i.e. the number of words in each 

document  

4) Similarity of documents of same category compared to 

similarity of documents of different categories.  

5) Number of unique words in all the documents. The 

quality of the results of the clustering algorithms depends very 

much on the features of the set of documents on which it is 

applied. For example, some algorithms may give good results 

in case of large documents as compared to small documents. 

The documents of BBC dataset are large news articles and 
thus the names of people, places, organizations, etc. play an 
important role in them and this gives the consideration of co-
occurrence of words a huge importance. For example, 
„Tendulkar‟ and „cricket‟ are two different words which co-
occur many numbers of times in news articles. Now, if an 
article contains only „Tendulkar‟ then the feature based 
approach will still put it in the cluster of articles related to 
cricket or sports but this will not be the case with other 
algorithms. 

VI. CONCLUSION AND FUTURE WORK 

The experiment conducted shows that weighted feature 
matrix when combined with the application of Fuzzy Logic 
yields accurate results for the overlapping clusters of the web 
documents. Thus this gives us a deep insight of interlinked or 
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interconnected documents. It also gives us an option of 
clustering the web document by application of fuzzy logic by 
using the feature extraction method. Feature extractions enable 
the cardinality of the data that is to be extracted. We extracted 
proper nouns, numerical data, top words, term weight for this 
experiment. By using weighted matrix it gave us the flexibility 
for the calculations and an ease of computing the results. 
Matrix formation process on the basis of the features extracted 
is a unique method and the threshold value would reap us the 
results of the overlapping clusters. Large sets of web 
documents which are inter-related could be classified into 
clusters by using this novel way by the application of the 
fuzzy logic. The algorithm devised in this work is at very 
rudimentary stage and there are many possibilities for 
improvements. Some of the work that can be done on it is 
elaborated in this section.  

This work can be enhanced by application of the Natural 
language Processing. Documents which are in Marathi, Hindi, 
Chinese, and Japanese, etc. could be easily classified into the 
logical overlapping clusters with the application of the fuzzy 
logic algorithm. Also, another enhancement could be 
increasing the feature set as per the domain example a feature 
as a Date could be used in formation of forensic data or 
historical data. Similarly domain knowledge from various 
fields like Medicine, Sports, Financial Services, Space 
Research, Weather Reports, etc. could be applied in this 
experiment.  

This work could be migrated to next level for deep 
learning and data analytics by migrating it to “R” 
programming for reaping the best results.  

As of now, considering the limitations, we have used the 
open source APIS for the crawler, parser, dictionary, reading 
the data from excel files. These open source APIS have a 
limitation on the volume of data that could be processed, the 
open source dictionary also does not cater all the noun forms 
of the words. It may be enhanced by using self-developed 
APIS.  
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Abstract—The objective of this study is to develop a non-

invasive method of early identification and classification of voice 

pathologies and neurological diseases by speech processing. We 

will present a new automatic medical diagnosis tool which can 

assist specialists in their medical diagnosis. The developed 

strategy is based on speech acquisition of the patient followed by 

audio features extraction, training and recognition by using the 

HTK toolkit. The computed parameters are compared to 

standard values from a codebook database. The experiments and 

tests are conducted by using the MEEI pathological database of 

KEY Pentax. The obtained results give good discrimination with 

a mean pathology recognition ratio about 95%. Finally, this E-

Health application is helpful for the prevention of specific 

diseases and improving the quality of patient care as well as 

reducing the costs of healthcare. 

Keywords—E-Health; voice disorder; HMM classification; 

feature extraction; MFCC; pathology recognition rate 

I. INTRODUCTION 

Developments of non-invasive methods for voice 
pathology diagnosis were developed in order to assist medical 
staff and otolaryngologists to conduct objective and efficient 
diagnosis. At present a number of classic diagnostic tools are 
available on the market which were based on speech 
measurements and imaging analysis. 

Many studies which used the speech features extraction 
succeeded to obtain acceptable discrimination ratio between 
normal and pathologic speakers. Some of them have achieved 
classification accuracies between 70% and 90% [1]. In fact, 
acoustic analysis allows estimating a large amount of long-
term acoustic parameters such pitch, formants, jitter, shimmer, 
Amplitude Perturbation Quotient, Harmonics to Noise Ratio 
and Normalized Noise energy [2]. These features are very 
useful for characterizing speaker disorders especially if they 
are associated with MFCC or RASTA-PLP coefficients. 

In other references, advances in speech processing have 
contributed to the identification of some neurological diseases 
(Parkinson, dyslexia, scleroses) by voice parameters analysis. 
The developed method is based on the determination of 
speech parameters of a speaker from a hardware interface and 
software for digital acquisition and processing of the speech 
signal [3]. In this research, we will develop a speech 
processing tool for clinical observation and detection of 
pathological. This interface is intended, not only for patients 

but also for people currently using voice (singers, teachers). 
The methodology is very easy and is based on a voice 
recording. Then, the extracted speech parameters are applied 
as inputs to the famous HTK toolkit (HMM classifier). The 
results are compared with normal and pathological values for 
a detection and classification disease by using the famous 
MEII database [4]. 

II. RELATED WORKS 

During the last decade, several digital methods of 
pathological identification from speech processing have been 
used for the classification and early identification of some 
diseases. These strategies can be classified into three 
categories: 

 The first method is based on the extraction of acoustic 
parameters and the search of new descriptors and 
metrics of quality, distortion and voice irregularities 
such as MFCC, RASTA, LPC coefficients, Jitter, 
Shimmer and Harmonic ratio. The MFCC parameters 
were considered in other numerous studies, such as [5] 
and [6]. In [5] subjects with nodules, edema and 
unilateral vocal fold paralysis were analyzed with not 
encouraging accuracy results (78%), while in [6] 
patients suffering from spasmodic dysphonia were 
selected. 

 The second one is based on machine learning 
techniques such as SVM and LDA. Among several 
machine learning techniques existing in literature, 
Support Vector Machine (SVM) has been widely used 
in voice signal processing such as the work of 
L.Godino [7] and S.N. [8] with accuracy ratio of 86%. 

 The third is a statistical method which uses Hidden 
Markov Models (HMM) or Gaussian mixtures (GMM). 
It is based on learning and testing procedures for voice 
recognition and classification. The learning procedure 
constitutes the codebook (database of speech models 
and parameters), hence the testing procedure consists 
the audio real time acquisition and recognition step. 

For example, Emary [9] uses GMM algorithm on a very 
small subset of the SVD database containing 38 pathological 
and 63 healthy voices in order to identify neurological 
disorders. 
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A. The Studied Voice and Neurology Pathologies 

Vocal fold pathologies can be classified as physical, 
neuromuscular, traumatic and psychogenic diseases. They 
affect the voice quality. Several voices, neurological, organic 
or genetic diseases are associated with speech disorders and 
dysfunctioning [10]. In fact, a voice disorder can generate a 
language disorder causing degradation of the voice and its 
intelligibility. These disorders can be divided into next 
classes: 

 Dysphonia: It can be considered as an abnormality of 
the speech production and quality or a paralysis or a 
kind of laryngitis. 

 Dysarthria: Is a speech disorder related to paralysis or 
to poor coordination of the muscles involved in the 
articulation. This disease has a neurological origin and 
conducts to dyslexia disease for children. 

 Aphasia: Is a language disorder due to a lesion of the 
cerebral cortex. The patient no longer includes the 
meaning of words or can no longer be expressed [10]. 

 Sclerosis is a neurological disease in which affects the 
brain of a part of the brain and spinal cord [11]. It 
causes muscle weakness, trouble with sensation, 
coordination and speaking [12]. 

 Parkinson and Alzheimer are neurological diseases 
which affects the brain controls then body mechanisms 
and articulations. 

B. Speech Aspects 

The speech signal is full of physiological and acoustic 
parameters. It can inform as about the identity of the speaker, 
its health and even its emotional state. 

The speech is characterized by its variability in amplitude 
and phase and its non-stationary behaviour. It is the result of a 
convolution between a phonation (glottis source) and an 
articulation (vocal tract). The source is characterized by the 
pitch F0, yet the vocal tract is characterized by a formant 
structure which reflects the resonance of the vocal tract given 
by the formants (F1,F2,F3,..) [12]. For example, Fig. 1 and 2 
represent an illustration of the waveform, spectrogram, pitch 
and formants parameters of speech and music signals. 

 
 

Fig. 1. Speech Waveform & Spectrogram. 

 
Fig. 2. Pitch Evolution of a Female Speech “Bientot.Wav” Sampled at 

Fs=11025Hz. 

Fig. 1 and 2 represent the waveform, spectrogram and 
pitch profile of a female speech signal “bientot.wav” sampled 
at 11025Hz. According to Fig. 2, we can observe that mean 
pitch frequency is about 245Hz with a silent zone between 
0.25 and 0.4 seconds. 

The wide band spectrogram of Fig. 1 shows the formantic 
character of the speech illustrated by the red curves. 

III. MATERIALS AND METHODS 

In this work, we used the statistical HMM method, 
because it is very famous for speech recognition and synthesis 
and gives high accuracy for classification especially for high 
databases and noised environments. Other references used 
SVM, LDA and GMM classifiers [13, 14]. 

A. Speech Pathology Database 

We have used the MEEI database of disordered voice (Kay 
Elemetrics Corporation) which was produced by the Kay 
Pentax [4]. The database is composed of many data dealing 
with the assessment of voice pathologies. It is considered as 
the most widely used dataset for research in pathological voice 
classification. The KAY database includes recordings of 
vowels pronounced by 53 normal subjects and 657 
pathological voices coming from several diseases. The 
technical sheets are provided with the Recording and data 
files, containing information on the subjects (age, sex, 
language, smoking or not) and the results of the analysis 
calculated by the software MDVP. 

TABLE I. CONTENT OF THE MEII DATABASE 

Pathology Number of patients 

Dysarthria 17 

Gastric Refux 12 

Ventricular compression 17 

Nodule 6 

Odeme 15 

Disphonia 22 

Normal 17 

        Speech waveform 

waveform 

            Spectrogram 

waveform 

  Pitch 

        Speech waveform 

waveform 

https://en.wikipedia.org/wiki/Demyelinating_disease
https://en.wikipedia.org/wiki/Human_brain
https://en.wikipedia.org/wiki/Spinal_cord
https://en.wikipedia.org/wiki/Sensation_(psychology)
https://en.wikipedia.org/wiki/Demyelinating_disease
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Fig. 3. The Training and Classification Method. 

This software is also exclusively produced by Kay Pentax 
Corporation and is widely used in the clinical field as a tool 
for the recording and analysis of patient‟s voice. The available 
pathologies are: the dysphonia, nodules, paralysis, polypoïde 
degeneration, and vocal cords disorder. These pathologies are 
recorded up to 10 seconds by men and women. Table I gives 
more details about the content of this database. 

B. Pathology Identification with HMM 

We have used the famous HTK platform based on the 
Hidden Markov Models (HMM) in order to recognize the 
pathological voices and a further disease classification. This 

tool is a set of libraries and programs in C language developed 
at Cambridge University under the direction of Young in 1989 
[15] in order to develop a performing technical Automatic 
Speech Recognition System. This toolkit is composed of: 

 a speech database  

 a training procedure by using the Baum-Walch and K-
means algorithm for speech modeling. This step is 
applied on the speech database to constitute the 
reference codebook. 

 a recognition procedure which is based on a real time 
acquisition and analysis , then a comparison with the 
training words by using Viterbi algorithm. 

This procedure is illustrated by Fig. 3 where we can 
observe the different steps of parameterization (feature 
extraction), training, recognition and classification. In this 
step, the test audio model is compared with the codebook in 
order to find any similarity or coincidence with pathological 
models. 

C. Speech Features Extraction 

The first step of the speech analysis before modeling and 
coding is the parameterization of the speech frames into 
MFCC, LPC, PLP or RASTA coefficients. The Mel 
Frequency Cepstral Coefficients (MFCC) are the most famous 
method in speech processing, recognition and synthesis. Its 
principle is illustrated by Fig. 4. 

 

Fig. 4. MFCC Feature Algorithm. 
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In fact, MFCC is the most used for speech feature 
extraction and parameterization. MFCC algorithm which is 
represented by Fig. 2 can be expressed as [16]. The MFCC 
formula can be expressed as:  
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Where: Ek: is the energy of the k
th

 filter 

N:  is the number of band-pass filters 

Two others parameters are very useful in voice disorders 
analysis which is Jitter and shimmer. These indicators 
represent the irregularities and perturbations respectively in 
frequency and intensity. The expressions are given by next 
equations [16, 17]: 
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 ∑     
 
          

 

 
 ∑     
 
    

             (2) 

Shimmer =  

 

   
 ∑     
 
          

 

 
 ∑     
 
    

             (3) 

With: 

T: the pitch period 

A: the amplitude of the pitch 

N: the number of samples. 

k: indices of the frame 

D. HMM Training and Recognition 

Fig. 5 represents the principle of the training-recognition-
classification procedure. The training step uses a database or a 
codebook constituted of audio parameters and Baum-Walch 
and K-means algorithms. The recognition procedure uses 
HMM modeling and classification by using Viterbi decoder 
[18]. 

 
Fig. 5. HMM Algorithm. 

Hidden Markov Models is a useful for data statistical 
modeling and classification. 

The implementation of the HMM system requires three 
phases: 

 Describe a network whose topology reflects the 
sentences, vocabulary words or basic units  

 Make the training mode settings: λ = (π, A, B) 

 Carry out the actual recognition occurrence by 
calculating the maximum likelihood [14]. 

IV. SIMULATION RESULTS 

Several platforms and software are used in speech 
processing such as, Praat, Vocalab, EDVP, Speech Analyser 
Matlab and HTK toolkit. These tools offer many parameters 
and indicators form speech evaluation such as, pitch, 
formants, Jitter, shimmer and SNR. 

A. Effect on the Pitch 

Pitch is the first indicator of the speech production as 
represents the period of the glottis signal. Fig. 6 shows the 
variations of the speech waveform, the zero-crossing, the 
pitch, the spectrogram, the spectrum and the formants of a 
normal speaker (without any disease). We can observe that the 
pitch (Fig. 6) is characterized by a continuous and constant 
profile with of value F1= 210 Hz (male speaker). 

However, in the case of a pathological voice (organic or 
neurological origin), the speech profile presents distortions 
and dynamic variations around the pitch nominal value as 
illustrated in Fig. 7 to 10 which will be discussed later in 
details. 

 
Fig. 6. Jitter Variation of Normal and Pathological Voice. 

B. Effect on the Jitter and Shimmer 

Disturbances of the durations of glottal cycles (Jitter) are 
irregularities in the period glottal signal. These disturbances 
are a basic phenomenon that is present in the voice and are 
therefore a feature of vocal timbre. This disturbance can be 
used to characterize spectrally hoarse voices, neurological, 
emotional or normal. The method is based on a study of the 
spectral effects of the glottal cycle‟s variance and the 

 Normal  Jitter 

 Normal Pitch                                            Pathological Pitch 

   Pathological Jitter                                    
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evolution of the jitter values. On the other side, the study of 
perturbations of the amplitude (Shimmer) shows that they are 
a consequence of disturbances durations and energy. These 
mechanisms are asymmetries in the movement of both vocal 
cords and acoustic propagation of the glottal signal through 
the vocal tract [17]. Fig. 6 demonstrates that the normal jitter 
value is 0.02 (2%), hence the pathological value is over 0.8 
(80%). 

 
Fig. 7. (a) Speech, (b) Zero-Crossing, (c) Pitch, (d) Spectrogram, (e) 

Spectrum and (f) Formants Profiles (Case of a Normal Voice). 

V. DISEASE IDENTIFICATION AND CLASSIFICATION 

A. Multiple Sclerosis Disease 

In this case of disease, the most common deficits affect 
recent memory, attention, processing speed, speech, visual-
spatial abilities and executive function.  

 
Fig. 8. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathological voice: Multiple sclerosis). 

Symptoms related to cognition include emotion, instability 
and fatigue including neurological fatigue [18]. The following 
speech profiles and parameters of Fig. 8 (pitch, formants) 
demonstrated a correlation between the speech features and 
this pathology. 

In fact, we can observe in Fig. 8 that in this case, the pitch 
profile becomes very disturbed with a high standard deviation 
contrarily with normal and safety speaker of Fig. 7. This state 
indicates a dysfunctioning of the speech production system 
which is monitored by the brain. 

B. Dyslexia 

It is considered a cognitive disorder but it does not affect 
intelligence. Problems may include difficulties in spelling 
words, reading quickly, writing words, "sounding out" words 
in the head [19], [20]. The examination of the speech of figure 
9 shows disturbances of the pitch curve at the level of the co-
articulations and the changes of vowel consonants in the 
pronounced word. These variations remain around 20% of the 
nominal value, but the standard deviation remains almost 
12%. Also, the wide band and narrow band spectrograms are 
affected by this variation and disturbance. 

 
Fig. 9. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathology: Dyslexia). 

C. Alzheimer 

It is a chronic neurodegenerative disease that usually starts 
slowly and worsens over time. It is the cause of 60% to 70% 
of cases of dementia. The most common early symptom is 
short-term memory loss), problems with language, speech,  
disorientation, mood swings, loss of motivation and 
behavioral issues [21]. Recent research studies demonstrate 
relations between speech production and Alzheimer disease. 
Fig. 10 illustrates the speech parameters of a speaker suffering 
from Alzheimer (age: 72). 

Pathological 

(a) 

(b) 

(c) 

(d) 

(e) 

(f) 

https://en.wikipedia.org/wiki/Memory
https://en.wikipedia.org/wiki/Attention
https://en.wikipedia.org/wiki/Executive_function
https://en.wikipedia.org/wiki/Labile_affect
https://en.wikipedia.org/wiki/Fatigue_(physical)
https://en.wikipedia.org/wiki/Neurological_fatigue
https://en.wikipedia.org/wiki/Cognitive_disorder
https://en.wikipedia.org/wiki/Intelligence
https://en.wikipedia.org/wiki/Spelling
https://en.wikipedia.org/wiki/Handwriting
https://en.wikipedia.org/wiki/Subvocalization
https://en.wikipedia.org/wiki/Neurodegeneration
https://en.wikipedia.org/wiki/Short-term_memory
https://en.wikipedia.org/wiki/Primary_progressive_aphasia
https://en.wikipedia.org/wiki/Orientation_(mental)
https://en.wikipedia.org/wiki/Mood_swing
https://en.wikipedia.org/wiki/Motivation
https://en.wikipedia.org/wiki/Challenging_behaviour
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Fig. 10. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. 

(Case of pathology: Alzheimer) 

 
Fig. 11. Speech, Zero-Crossing, Pitch, Spectrogram, Spectra and Formants 

Profiles. (Case of pathology: Parkinson). 

The examination of speech shows a loss of controls of the 
glottis after the pronunciation of the first word. No value of 
the pitch can be extracted due to the complete dispersion of 
the acquired values. The spectrogram of the same figure 
confirms these results and dot give us any information about 
the value of neither pitch nor the formants. 

D. Parkinson 

This neurology disease has a long-term degenerative 
disorder of the central nervous system that mainly affects the 
motor system. The symptoms generally come on slowly over 
time. At a first step, the most obvious are shaking, rigidity, 

slowness of movement, and difficulty with walking. Thinking 
and behavioral problems may also occur. Dementia becomes 
common in the advanced stages of the disease. Depression and 
anxiety are also common occurring, including sensory, 
difficulty of speaking, sleep, and emotional problems [22]. 
The examination of the speech through Fig. 11 shows high 
deviations and variations of the pitch (glottis signal) rather 
large of 100% which alters the language understanding and 
loses the speech recognition of the speaker. 

E. Pathology Recognition Ratio 

All the described procedures and steps (acquisition, 
training, feature extraction, recognition and pathology 
classification) are embedded and inserted in a smart interface 
illustrated in Fig. 12. 

Our tests are compared to the MEEI of KAY Pentax 
speech database, described in the last paragraph, on the HTK 
toolkit. According to Table II, we obtained a pathology 
recognition ratio (RR) between 86% and 100%. 

These values are very interesting because they can 
discriminate several diseases from the normal voices 
characterized by a 100% value. 

 

Fig. 12. Illustration of the E-Heath Interface. 

TABLE II. PATHOLOGY RECOGNITION RATIO OF SEVERAL SPEECH 

DISEASES 

Disease Recognition Ratio (RR) in % 

Dysarthria 94 

Gastric Refux 97 

Ventricular compression 86 

Nodule 92 

Odeme 90 

Disphonia 98 

Normal 100 

Pathological 

Pathological 

https://en.wikipedia.org/wiki/Central_nervous_system
https://en.wikipedia.org/wiki/Motor_system
https://en.wikipedia.org/wiki/Tremor
https://en.wikipedia.org/wiki/Spasticity
https://en.wikipedia.org/wiki/Hypokinesia#Bradykinesia
https://en.wikipedia.org/wiki/Gait_abnormality
https://en.wikipedia.org/wiki/Cognition
https://en.wikipedia.org/wiki/Dementia
https://en.wikipedia.org/wiki/Major_depressive_disorder
https://en.wikipedia.org/wiki/Sleep_disorder
https://en.wikipedia.org/wiki/Emotion
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VI. DISCUSSION 

The obtained Pathology identification ratios demonstrate 
that we obtain high (RR) values for both hyper-function 
(dysarthria) and paralysis diseases (dysphonia) respectively 
94% and 98%. Besides, we compared our results with other 
studies using similar and different databases. 

Table III compares our proposed algorithm with previous 
significant works [5, 6, 7, 8, 23, 24]. Although in these works 
the databases are different, it is observed that the proposed 
algorithm with HMM appears competitive and has a high 
accuracy to identify pathological and normal voices. We 
succeeded at the first step of our work to identify more than 8 
kinds of organic and neurological diseases. 

TABLE III. COMPARISON OF PERFORMANCES OF SEVERAL PATHOLOGY 

STUDIES 

Reference Database 
Code 
book  

Feature 
extraction 

Classifier  
Pathology   
identification 

Godino MEII 226 MFCC SVM 94 

Fonseca MEII 154 MFCC GMM 78 

Souissi Sharbrok 110 MFCC+D+DD SVM 86 

Boyanov Private 400 Energy LDA 93 

Our 

method 
MEII 657 

MFCC+ 

Jitter + 

Shimmer 

HMM 86 to 100 

VII. CONCLUSION 

In this paper, we developed a new tool dedicated to 
identification and diagnosis of vocal and neurological 
diseases. The method is based on analysis of acoustic 
parameters of a patient after a real time speech acquisition and 
processing. The modeling and classification procedures are 
automated by using HMM, training and recognition 
procedures. The validation was carried out thanks to the 
pathological famous database MEEI of Pentax. The obtained 
recognition ratio of the pathology is around 95%. The most 
significant indicators of the pathological speech are 
disturbances in amplitude (Shimmer) and frequency distortion 
and irregularities of pitch (Jitter) and finally the loss of glottis 
control (high standard value of the pitch). Besides, this 
application allows us to follow changes in the physiological 
state (heartbeat, blood pressure, ECG) and acoustic parameters 
(pitch, formants, timbre) and then we can compare them with 
normal and standard values. This is very interesting because it 
helps us to follow the disease evolution, to predict and to 
avoid patient complication and to improve his re-education 
therapy. 

The following step of this study is to extend this 
application to other critical diseases such as cancer and 
Hepatics C and then to evaluate it through a large number of 
patients. 

ACKNOWLEDGMENTS 
This work was supported by the National Institute of 

Biomedical Studies of Tunis. The authors declare no conflict 
of interest. 

ABBREVIATIONS 

HMM : Hidden Markov Models 

GMM : Gaussian Mixture Model 

MFCC : Mel Frequency Cepstral Coefficients 

LPC : Linear Predictive Coding 

RR: Pathology recognition rate: 

HTK : HMM Toolkit 

RASTA-PLP : Perception Linear coefficients 

SVM : Support Vector Machines 

LDA : Linear Discriminate Algorithm 
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Abstract—Bat algorithm (BA) is a population based stochastic 

search technique encouraged from the intrinsic manner of bee 

swarm seeking for their food source. BA has been mostly used to 

resolve diverse kind of optimization problems and one of major 

issue faced by BA is frequently captured in local optima 

meanwhile handling the complex real world problems. Many 

authors improved the standard BA with different mutation 

strategies but an exhausted comprehensive overview about 

mutation strategies is still lacking. This paper aims to furnish a 

concise and comprehensive study of problems and challenges that 

prevent the performance of BA. It has been tried to provide 

guidelines for the researchers who are active in the area of BA 

and its mutation strategies. The objective of this study is divided 

in two sections: primarily to display the improvement of BA with 

mutation strategies that may enhance the performance of 

standard BA up to great extent and secondly, to motivate the 

researchers and developers for using BA to solve the complex 

real world problems. This study presents a comprehensive survey 

of the various BA algorithms based on mutation strategies. It is 

anticipated that this survey would be helpful to study the BA 

algorithm in detail for the researcher. 

Keywords—Bat algorithm; optimization; local optima; mutation 

strategies; premature convergence; swarm intelligence  

I. INTRODUCTION  

From last two decades, optimization [1] has been 
considered as the most active area of research. Advanced 
optimization algorithms are required as the real world’s 
optimization problems shifting towards complexity. The major 
goal is to reach the optimal value of the fitness function. In 
real-life applications, optimization is mainly incorporated for 
nonlinear complex problems. It provides optimum solution by 
searching a vector in function. Available solutions are 
incorporated from possible values, however, optimum solution 
is the intense value [2]. The goals of optimization are to 
decrease cost, wastes and time, or increase performance [3], 
profits and benefits. This is the fact that established 
deterministic procedures or algorithms do not resolve a huge 
amount of data problems in real life. 

Swarm Intelligence (SI) belongs to artificial intelligence 
domain, used to design multi-agent intelligent systems by 

embedding the qualities of social insects’ behavior in the form 
of swarms such as bees, wasps and ants, and flocks of fishes 
and birds. SI first inaugurated by Beni [4] in cellular robotics 
system. Researchers are attracted with the behavior of flocks of 
social insects from many years. The individual member of 
these flocks can achieve hard tasks with the help of 
collaboration among others [5]; however, such colonies behave 
without any centralized control. SI is very famous in bio-
inspired algorithms, computer science, and computational 
intelligence. In addition, this SI nature inspired Meta Heuristics 
algorithms [6] are commonly implemented for solving 
optimization problems as well as computational intelligence. 
As compared to traditional algorithms, particle swarm 
optimization, ant and bee algorithms, firefly and cuckoo search 
algorithms that based on SI are more beneficial. 

A meta heuristic algorithm of SI family named Bat 
Algorithm (BA) introduced by Xin-She Yang, which works on 
the micro-bats’ behavior of echolocation [2], with variation of 
pulse rate loudness and emission. The objective of BA is that 
they fly randomly with the variation in their velocity and 
frequency and find out their prey in search space [7]. 
Echolocation is the most essential feature of bat behavior, 
which means that bat produces a sound pulse and listen the 
echo that is bouncing back with collision of obstacle during 
flying [8]. BA is a novel approach based on the two important 
parameters: pulse rate and loudness [9], and both parameters 
are fixed while BA is executed.  

For researchers, the most important issue is swarm 
convergence; they are still confused about the convergence of 
bat towards same curve. They are assumed to highlight the 
parameters, which causes swarm convergence. Bats’ premature 
convergence [10] greatly affects the performance of BAT 
algorithm. Before global optimum solution is found, swarms 
stuck in local optima because of premature convergence. To 
resolve local optima issues, researchers have introduced many 
improve methods [11], where divergent mutations are executed 
on applicable parameters like frequency, pulse rate, velocity, 
swarm size and loudness [12]. 

Two most essential parts of meta-heuristic BA that needs to 
be balanced [7], are exploration and exploitation. Exploration 
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is used to find out the global optimum solution while the 
exploitation is used to capture the local minimum solution. 
Without trapping into local optima, BA must have to achieve 
the global optimum solution. Although, the balance between 
both the components could cause the success of BA. A small 
amount of exploration [8] and a large amount of exploitation 
generates premature convergence, while a large amount of 
exploration and the small amount of exploitation have become 
the reason to create difficulties for algorithm towards the 
convergence in local optimum. 

Premature convergence is the biggest issue of BA due to 
the exploration and exploitation [9]. However, researchers are 
still not sure about the convergence of bat and supposed [10] to 
point out all the parameters which cause the convergence. The 
researchers introduced various technique and BA variants to 
overcome the premature convergence in BA with changing the 
features like size, velocity, pulse emission rate, loudness, and 
frequency [6]. However, they succeeded to reduce the effect of 
premature convergence in BA with their enhanced BA version 
[11]. 

The rest of the paper is organized like this the standard BA 
is discussed in Section II.  A comprehensive over view on BA 
mutation strategies is presented in Section III. Discussion is 
encompasses in Section IV and future direction for further 
enhancement is elaborated in Section V. 

II. BAT ALGORITHM 

The working of BA is quite similar to the natural behavior 
of bats. They use their echo to search the entire food; similarly, 
BA adopted the echolocation of micro bats in order to find the 
global best solution.BA follows the three basic rules: The first 
one is estimating the optimal distance to the food using the 
phenomena of echolocation. Secondly, population moves into 
the search space with distinct velocity and fixed frequency. 
However, the wavelength and bat loudness can vary according 
to their distance between food and the entire bat current 
position. The third rule followed by BA is linearly decreasing 
behavior of bat loudness factor.     

BA includes a candidate solution which is revealed by the 
bat population, for            the candidate solution is 

expressed by the solution vector    
               along 

each dimension   within real value components     
 , where the 

vector interval for each real value component is     
          

and    representing the size of population. While,    and    

defines the upper and lower limits of current vector solution 
[9]. The principal ingredients of BA are population 
initialization, mutation procedure, exploitation, exportation, 
and updating of the current best solution. 

Step 1: In this phase of population initialization, the bats 
assigned an initial value considering as their current best vector 
position and velocity. Those initial values can be generated 
using uniform distribution at random locations. 

Step 2: This phase includes the echolocation of bats, in 
which the mutation operator is carried out to simulate and 
designates the implicit individuals (bats) into the entire search 

space in order to find the temporary initial solution. The 
frequency of bats is represented by the following equation. 

                                                                       

     and      are the maximum and minimum thresh hold 
of the bats frequency which is vary according to the nature of 
problem where        is a random number following the 
uniform distribution. 

Bats used the following equation in order to update their 

current velocity    
   :  

   
       

      
    

                                                        

At iteration,    
  denotes to bats old velocity and   

  is 

current global optimum.     
  is referred as the current bat 

position. 

The updated bat position   
   can be calculated using the 

following equation: 

   
       

     
                                                                            

Step 3: In this phase of bat exploitation, a random walk is 
employed to adjust the current best solution.eq.4 is used to 
generate new solutions 

    
    

      
 

   
  is bat loudness which is decrease linearly against each 

iteration   where   is a scaling factor generated randomly of 
interval           .                                                               

 Step 4: The pulse rate    
  of bats associated with the 

probability of the rate of omitting pulse in the particular 
iteration . This probability highly depends on the loudness of 

bats   
 . Basically, the pulse rate    

  and the loudness    
  of 

bats are two major controlled parameter employed to control 
the convergence rate of BA. Commonly, the loudness of bats 

   
   tends to decreases and the pulse rate    

  tends to increases 
when the bats nearly close to their best solution (Fig. 1 and 2). 
The loudness of bats raises and pulse rate declines when the bat 
gets its prey, so these both characteristics mimic the original 
bats. 

Both control parameters are denoted by the following 
equations: 

   
        

 

   
     

              

In the eq.5,    representing an constant usually fixed 
according to problem nature, this parameter is used to control 
the convergence of bats. Where eq.6 contains constant number 
as    . Flow chart of Standard Bat Algorithm is given in Fig. 3. 
The pseudo code for standard BA is presented in Algorithm 1. 
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Fig. 1. Decreasing in loudness 

 

Fig. 2. Increasing in pulse rate 

Algorithm_1:Standard_Bat_Algorithm________________ 

Input:    
                

Output:    
    &    (    ) global optimum and 

minimal fitness function score 

(1)    
  Init(  ); initialization at random location 

(2) Intial_fitness(   
 ) ; 

(3)          (   
     ) Ccurrent global optimum 

(4) While (t ≤      ) do 

(5)         for             do  

(6)           Update      by  eq.1 

(7)            Update    
    by eq.2 

(8)             Update     
   by q.3 

(9)          if r(0,1) >    
  then  

(10)          
   update current solution by eq.4 

(11)      end   
(12)           Compute     

   
(13)    eva    eva +1; 

(14)    if     
         

   and Ra(0,1) <    
  then  

(15)       
       

        
          

     
(16)    end if  

(17)        
         (     

     )); 

(18)   end for 
(19) end while 
____________________________________________ 

 
Fig. 3. Flow chart of Standard Bat Algorithm 

III. MUTATION STRATEGIES 

 Swarm convergence has been prominent issue for the 
researchers till now researchers are confused to decide whether 
particles converge to the same curve or not. They are supposed 
to highlight [13] the parameter that plays major role in swarm 
convergence [14]. A mutated BA helps the particles to avoid 
premature convergence around local optima [15]. 

Table I shows the issued paper regarding mutation 
strategies in the highlighted time frame. It depicts the larger 
number of researchers shown the interest in this field. Multiple 
components impact this increment from 2011 to 2018 in 
publication. Moreover, it shows the awareness and significance 
of mutation strategies in different areas. Interestingly, Table I 
shows the maximum number of articles published in journals 
as opposed to the conference. 
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TABLE I. YEAR WISE STATISTICS WITH DETAILED OBSERVATION 

Year 
201

1 

201

2 

201

3 

201

4 

201

5 

201

6 

201

7 

201

8 

To

tal 

Journal 2 3 4 11 7 7 2 2 38 

Conferen

ce 
- - 2 3 8 8 4 - 25 

Total 2 3 6 14 15 15 6 2 63 

 

Fig. 4. Year wise representation of number articles 

The objective of this paper is to give a review of related 
work, which is performed on Meta heuristic algorithms. The 
author in [16], introduced a new algorithm named as 
Generalized Evolutionary Walk Algorithm (GEWA). In last 
three years, various improvements and hybridizations on Meta 
heuristics are introduced. In this paper, the author examines the 
main elements of such algorithms and describes their work 
flow. 

For the solution of engineering optimization issues in [17], 
a new BAT is introduced, where the validity of new BAT has 
been measured with consideration of seven benchmark 
problems of engineering design. The results illustrated that new 
BAT is significant as compared to others. 

BAT is famous to resolve the problems of nonlinear global 
optimization, thus in [6] a solution of multi-objective 
optimization has been given, named Multi-objective Bat 
Algorithm (MOBA). Firstly, proposed approach validation is 
performed on standard sub-set of test function and after that 
against the design problems related to multi-objective like 
welded beam design. Exhaustive analysis shows the efficiency 
of proposed approach. 

In order to solve binary problems, in [18], the author 
introduced a new approach Binary Bat Algorithm (BBA). A 
comparative study is performed on twenty-two standard 
functions along with Binary Genetic Algorithm (GA) and 
Particle Swarm Optimization (PSO) to conclude the outcomes 
of new introduced approach. As well as, Wilcoxon’s rank-sum 
nonparametric test is used to judge the BBA difference of 
results as compared to other algorithms. According to results, it 
is concluded that BBA gives outstanding results on most 
standard functions. 

The author in [19], proposed a new modified technique 
Opposition-Based BAT algorithm (OBA).To improve the 
global optimal solution and convergence speed, opposition 

based methodology is integrated with standard BAT’s 
foundation. According to the comparison results, conducted 
with other algorithms like real coded genetic algorithm (RGA), 
PSO and DE, effectiveness of proposed algorithm is proved in 
terms of efficiency. 

Literature of last three year described in [20], the goal of 
this paper is to explain all working of BAT and its new 
versions as well as its applications. Moreover, the author of this 
paper precisely describes the case studies. In conclusion, future 
work related to BAT is also mentioned. 

In [21], author proposed an Improved Bat Algorithm (IBA) 
for solving the insufficient performance of traditional BAT 
Algorithm. The author explored the exploitation and 
exploration strategies with three modifications.  

A new hybrid method introduced in [22], which combines 
BAT with the help of mutation operator of differential 
evolution and beta probability distribution (BADEBD). This 
method is proposed to solve the problems related to Jiles-
Atherton (J-A) modeling. Test results produced significant 
outcomes as compared to simple BAT Algorithm. 

To improve the performance, the author of [23] proposed a 
modification in hybridized BAT algorithm called a modified 
BAT-inspired differential algorithm. Modification is performed 
on mutation and crossover as well as for the stability of local 
and global search, a novel pulse rate function and loudness 
introduced. The analysis has performed on five standard test 
function, which concludes that proposed algorithm give 
outstanding results. 

The author of [24] provided details of new technique BAT 
Algorithm with Gaussian Walk (BAGW), which is working to 
overcome the problems related to high dimensions in search 
spaces. In the paper, the operators: local search, velocity and 
frequency are helping to achieve BAGW for higher 
computational results. In the paper, analysis is performed on 4 
benchmark functions, which provide the excellence of BAGW 
as compared to standard BAT. 

The author in [25], proposed a new approach Chaotic Bat 
Algorithm, this approach is implemented by introducing chaos 
in BAT. The purpose of this introduced approach is to provide 
stable and strong global optimization by increasing the 
mobility of its global search. The comparative results of these 
variants shows that some chaotic variations outperform the 
benchmark BAT for standard functions. 

A critical analysis of Swarm Intelligence (SI) algorithms 
explained [26], in which the behavior of evolutionary operators 
is examined. Furthermore, the working of crossover, mutation 
and selection operators is investigated to achieve exploitation 
and exploration. Beside this, algorithms are tested on self-
organization, Markov chain framework and dynamic system. 
At last, future work is also discussed. 

To overcome the limitation in population diversity, [27] 
presented a novel complex-valued bat algorithm. The 
introduced approach implemented the complex-valued 
encoding, so the imaginary and real parts will be individually 
updated. Beside this, introduced approach significantly 
expands the diversity towards the population as well as 
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dimensions are also expanding for indication. Comparison has 
been performed with PSO and fourteen test functions, which 
produced feasible results. 

To figure out real world complex problems, an improved 
method of bat algorithm with chaos initiated. The method has 
been implemented for permutation of random number 
generation (RNG) with the use of chaotic sequences to 
initialize parameters [28]. Standard test functions used to 
investigate the validity of Chaotic Bat algorithm (CBA), which 
demonstrate efficiency of CBA than traditional BAT. 

Towards the solution of binary space’s optimization 
problem, S. Sabba et al. [29] inaugurated discrete binary bat 
algorithm (BinBA). The sigmoid function is embedded in 
proposed algorithm, which implemented by Kennedy in 1997 
for binary PSO. The results are promising, when BinBA 
compared with multidimensional knapsack problems. 

BAT is not good in explorative features, to sort out this 
problem a Novel Adaptive Bat Algorithm (NABA) introduced 
by Kabir et al. [30]. Two strategies embedded to enhance BAT 
exploration’s degree: Gaussian probability distribution for 
production of step size in mutation and Rechenberg’s 1/5 
mutation rule. These strategies embedded to balance 
exploration and exploitation. Simulation results of NABA 
showed its compatibility, when conducted with test functions 
and comparison performed with traditional BATS. 

In continuous domain, to resolve global numerical 
optimization, a self-adaptive bat algorithm (BA-SAM) is 
presented by Kabir et al. [31]where two enhanced search 
equations are introduced. Moreover, selection probability used 
to handle the frequency to apply the introduced equations that 
results in new BA-SAM. Experimental results showed that 
BA-Sam outperforms than traditional BAT and other 
algorithm, when tested on both uni-model and multi-model 
continuous test functions. 

To remodel the echolocation model of BAT with proper 
utilization of cloud model, a new approach named Cloud 
Model Bat Algorithm (CBA) introduced in [14], to 
qualitatively represents the concept “Bats approach their prey”. 
Moreover, for balancing of exploration and exploitation, 
population information communication and levy fight mode 
proposed. Experimental results are taken from function 
optimization, described that CBA is good in performance  

For reduction of premature convergence in Bat swarm 
optimization (BSO), Chaotic based technique incorporated in 
BSO [32], to introduce Chaotic Bat Swarm Optimisation 
(CBSO).  A best chaotic technique selected from available 
eleven chaotic map functions for CBSO. CBSO analysis 
performed on various test functions, which demonstrated that 
CBSO is good in quality than other algorithms. To represent 
the solution of weights and ANN architecture optimization, in 
[33], a novel modified bat algorithm proposed. For the 
improvement of BAT exploration and exploitation abilities, 
two modifications introduced. Throughout the training process, 
various versions of introduced BAT incorporated to figure out 
selection of architecture, weights and ANN’s biases. The test 
was performed on six classifications and two datasets of 
standard time series, which showed satisfactory results. 

To solve optimization problems related to discrete and 
continuous data by implementing BAT. Thus, experimental 
studies proved that the main problem is to set control 
parameters, and it consumes maximum time to provide its best 
combination of parameter. The paper is proposed a new 
advancement in BAT, which implemented without control 
parameters. Initially in [34], this version is tested on standard 
benchmark functions that shows the capability of this advanced 
version. 

A Multi-Objective Binary Bat Algorithm (MBBA) 
proposed in [35], to handle binary search space problems 
associated with multi-objective optimization. The algorithm 
implemented an advanced BAT position upgrading method 
that performs effectively with binary search space. For 
enhancement in local search capabilities a mutation operator is 
initiated, to find heuristic Pareto Solution a Pareto dominance 
approach is used, and for BATs’ flight a flight leader selection 
method. The MBBA is tested with non-dominated sorting 
genetic algorithm 2 (NSGA-2), and results proved MBBA 
performance is better. 

To resolve the problem of global search, in [15], a Multi-
Swarm Bat Algorithm (MBA) is introduced. With the help of 
parameter settings, information is transferred among various 
swarms through immigration operator. Although, this structure 
can produce good balance between local and global search. 
Furthermore, in swarm’s elite, a best individual is passed by 
using selector operator. The BAT individual transferred 
towards next generation without using any operator, which 
ensures that throughout optimization process, these solutions 
cannot be damage. To evaluate the effectiveness of MBA, it is 
compared with actual BAT on sixteen standard functions, 
which conclude that MBA produce more significant values of 
functions than BAT. 

For the solution of exploitation abilities in [36], authors 
introduced a new parameter called inertia weight that enhance 
the performance of exploitation ability. The parameter is used 
to control the effect of inertia of all BATs prior velocity. To 
test the outcomes, CEC2013 standard problems are verified 
through it, and experimental result shows the author’s method 
validity. 

For target matching, a novel approach introduced in [37], 
named as Chaotic Mutated Bat Algorithm (CMBA) Optimized 
Edge Potential Function (EPF). The proposed technique is 
suitable for the correctness and stability, used for target 
recognition and CMBA is used to optimize matching 
parameters. Real-world applications are experimented for the 
verification of introduced approach feasibility. The simulated 
results exhibited that introduced approach works effectively 
throughout the target matching. 

In [38], author described a BAT Algorithm improvement 
by using fuzzy system that adapt its parameters, dynamically. 
The described method is compared with standard BAT and 
also with GA, which gives a more effective analysis related to 
BAT Algorithm. The exhaustive analysis proved that the 
proposed method produces outstanding results than original 
BAT Algorithm and Genetic Algorithm. 
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A new modified version of BAT Algorithm (BAT) 
introduced in [39], called as Enhanced BAT algorithm (EBA). 
Local and global searching features of BAT are modified to 
introduce a new version of BAT by using three different 
methods. EBA technique is tested on different standard 
functions that give excellent results as compared to BAT.  

A new approach of BAT proposed called novel Bat 
algorithm (NBA) in [12] that deals with the behavior of BATs. 
For designing a novel local search technique, the author 
embedded environment selection of BATs and their self-
adaptive remuneration in standard BAT for Doppler effect in 
echoes. Analysis is performed on four real life engineering 
problems and twenty standard functions, which demonstrate 
the superiority of NBA as compared to other algorithms. 

To deal with constrained optimization a technique Novel 
Hybrid Bat Algorithm with Differential Evolution strategy 
(BADE) introduced in [40]. With the consolidation of DE with 
BAT, the intrusion of BATs can be significantly imitated by 
BADE. The impact of other BATs can be calculated by 
changing the velocity equation of BAT through the addition of 
mean velocity of swarm. The verification of introduced 
algorithm is done with nine standard functions and three 
problems related to engineering designs, which proved that the 
introduced algorithm is more effective. 

In [3] a new variant of BA name Accelerated Bat 
Algorithm (ABATA) is proposed to improve the local search 
ability using the Nelder-Mead strategy. The proposed ABATA 
is tested on seven problems based on integer programming 
method. The results demonstrate that the proposed method 
performs better as compared to the classical methods. 

The authors in [41], introduced a new variant of BAT 
algorithm with name Hybrid BAT. Additionally, some 
techniques of population initialization, decoding and encoding 
are also implemented to modify BAT for PP problems. Two 
techniques of local search are implemented in BAT to reduce 
local convergence. For the diversity of BATs’ community, two 
novel operators for solution representation are also proposed. 
The experimental results of hybrid BAT impressively shows 
the efficiency. 

In [42] a modified Bat Algorithm for the Quadratic 
Assignment Problem: Quadratic Assignment problem (QAP) is 
basically related to discrete search space. This paper is 
introduced an approach, which handled QAP with respect to 
Bat Algorithm (BA). As BA is suitable for continuous 
problems, it cannot be implemented directly to resolve QAP. 
Therefore, Smallest Position Value (SPV) rule is used to apply 
BA for QAP, which gives the solutions with appropriate 
findings concerned with sequencing problems. According to 
statistical results, the introduced approach provides outstanding 
results in all cases of PSO. However, the most crucial output 
result is when input size is small then BA meets optimal fitness 
whether problem size is huge. 

To resolve the problem of global optimization, in [43] 
author proposed a novel methodology called Variable 
Neighborhood Bat Algorithm (VNBA), in which Variable 
Neighborhood Search (VNS) is implemented with simple BAT 
algorithm in terms of local search. An exhaustive analysis is 

performed on sixteen standard Test functions, which proved 
the outstanding performance of VNBA. 

The author introduced a new methodology in [44] of BAT 
Algorithm, in which strategy adopts a dynamic behavior of 
BAT parameters. The author is used an Interval Type-2 Fuzzy 
Logic to implement the introduced strategy. The defined 
strategy is compared with Type-1 Fuzzy Logic, which shows 
the results in favor of Interval Type-2 Fuzzy Logic. 

A new method Enhanced Shuffled BAT Algorithm 
(EShBAT) described in [45], which is an improved version of 
Shuffled BAT Algorithm (ShBAT). This method is 
implemented to increase the exploitation abilities of ShBAT 
where for the formation of super-memeplex, it collects best 
memeplex from many and form their groups. The super-
memeplex forms independently, to further utilize best 
solutions. The EShBAT is verified on 30 standard functions. 
As compared to BAT and ShBAT, EShBAT gives superior 
results. 

The authors of [46] introduced a new algorithm with name 
BAT-PSO to handle the image registration issues, to 
significantly utilize in health care and research. According to 
statistical results, BAT-PSO does better search for optimal 
parameters registration. 

To resolve the issues related to divergence of BAT and 
convergence speed, a new advanced BAT introduced in [47] 
named as Local Enhanced Catfish Bat Algorithm (LECBA). 
To improve the exploitation capabilities, it keeps and uses the 
contradictions of first best and second best optimum search 
solutions. For the improvement of search precision, a dynamic 
adjustment is performed in evolution process on local scale 
element. If an algorithm produces similar global best for 
continuous iterations, then it is considered as local optimum. 
The results concluded with the comparison of various 
modifications in BAT shows the superiority of LECBA. 

In [48] Multi-Objective Reactive Power Dispatch in 
Distribution Networks using Modified Bat Algorithm: the 
author produced a new variant of BAT algorithm with name 
Modified Bat Algorithm to support voltage in distributed 
architecture. 

To support voltage in distributed architecture this paper is 
introduced a new Modified BATt Algorithm for Optimal 
Reactive Power Dispatch (OPRF). The major concern of 
objective functions of introduced approach is to reduce reactive 
power wastage as well as prevent voltage infringements. An 
introduced approach has been tested by using a test node feeder 
of IEEE 37. The tool for simulation of algorithm is python; 
similarly, PowerFactory is used for architecture. Test results 
explained that the introduced approach is able to reduce 
wastage whereas also supply voltage regulation. 

In [49] Review of Recent Load Balancing Techniques in 
Cloud Computing and BAT Variants Is proposed. The purpose 
of this paper is to study all research algorithms of Load 
BATlancing, which is commonly used in current situation of 
Cloud Computing Environment. The most appropriate 
algorithms that are applicable in every emergent field, mainly 
inherited from nature. So, the paper is BATsed on one of the 
nature inspired technology called BATt Algorithm. The paper 
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is described a work, after comparing all recent BAT and Load 
BATlancing approaches. 

In the paper, traditional BAT is hybridized with proposed 
method using tabu search, the selection procedure of new 
solution in traditional BAT is transformed. The target of 
proposed method is to increase the consistency of objective 
functions. The Hybrid BAT algorithm proved its superiority, 
when it is compared with other two standard algorithms in 
[50]. 

In [51] Modified Bat Algorithm for Localization of 
Wireless Sensor Network is introduced. The paper is proposed 
a technique for wireless sensor networks, which is used to 
estimate the node localization issues. In the meantime, with the 
use of bacterial foraging optimization algorithm’s technique 
called bacterial foraging, the modification in traditional BA is 
performed. The simulation results of proposed method describe 
that its robustness is increased as well as it provides 
appropriate success in increment of localization ratio and a 
good convergence speed. 

For community detection, four novel variants of BAT 
proposed in [52] by combining modularity metric and 
Hamiltonian function with enhanced discrete BAT and Novel 
BAT algorithm. Comparison of new variants had been 
performed with previous approaches like fast greedy 
modularity optimization, Grivan and Newman, Reichardt and 
Bornholdt, Ronhovde and Nussinoy and specral clustering, 
which illustrated promising results of new variants. 

The author in [53] described about the emergent field of 
nature-inspired meta heuristic BAT algorithm and its 
application, which showed the effectiveness and efficiency of 
BAT. 

To figure out higher dimensional problems in search space 
and reduce the step size along with the use of BAT, N. M. 
Nawi et al. [10] proposed an approach named Improve Bat 
Algorithm with Gaussian distribution random walk (BAGD). 
The objective of proposed BAGD is to take short step during 
the period of search. Comparative analysis was performed with 
six metaheuristic algorithm based on ten standard test 
functions, which indicates BAGD performance is better than 
others. 

A new algorithm named Bat Flower Pollination (BFP) 
introduced, to handle the synthesis of diversely separated linear 
antenna array (LAA) in [54]. The introduced approach works 
with both BAT and flower pollination algorithm (FPA). To 
avoid local minima, both algorithms collaborate with each 
other as well as also suitable for synthesis of diversely 
separated LAA. A validity of introduced BFP was confirmed 
through ten standard test functions along with other famous 
techniques. The results of test concluded that proposed BFP 
gives superior results than others. 

BAT performance is not good for multi-model numerical 
problems as described in [55], so the author proposed optimal 
forage strategy. The strategy implemented to direct each bat for 
search direction. Moreover, random disturbance strategy also 
used to increase the pattern of global search. CEC2013 test 
suite was considered for verification of modified algorithm 

along with four evolutionary algorithms. The results explained 
the effectiveness of modified approach.  

To find global optimal solution with proper consistency and 
increase the exploration ability of BAT, D. Singh et al. [56] 
proposed modified bat algorithm (MBA). Experimental 
analysis showed MBA is better than others, when it was tested 
against standard benchmark problems as well as with 
state0of0art algorithms. 

To solve the BAT Algorithm, local search problem, a new 
method Velocity Adaptive Shuffled Frog Leaping BAT 
Algorithm (VASFLBA) is proposed by the authors in [57]. By 
the usage of meme transfer process with respect to Shuffled 
Frog Leaping Algorithm (SFLA), a local search capability is 
extended. Beside this, for improvement of global search 
capability, random population competition is proposed. A 
differential mutation process is implemented to advance the 
global search optimum, so the algorithm can stand out in local 
optimal, when an algorithm is trapped in local optimal. The 
validity of VASFLBA is tested with standard functions. 
Because of these experimental results, this algorithm is 
implemented for industrial control system (ICS), to optimize its 
parameters that belong to support vector machine (SVM). The 
experimental results show that VASFLBA is better in 
performance as compared to BAT, SFLA and other algorithms. 

The authors introduced a new variant of BAT algorithm in 
[58] with name Improved Binary Bat Algorithm (IBBA). An 
IBBA is used to enhance the global search of BAT with the 
help of crossover, mutation and selection operators belong to 
Differential Evolution (DE). The experiment conducted with 
respect to PSO and GA, showed that IBBA is better in 
correctness and stability. 

A novel hybrid algorithm (MDBAT) with hybridization of 
traditional BAT and multi-directional search algorithm (MDS) 
introduced by the authors in [59]. It is used to handle the 
problem belongs to global optimization. The author’s goal is to 
reduce the slow convergence that is the reason, MDS is used 
for hybridization. MDS speed up the working of introduced 
algorithm rather than continues the iterations of BAT for a long 
time without any satisfactory results. The introduced algorithm 
is tested against sixteen global optimization issues as well as 
with eight standard algorithms. In conclusion, MDBAT 
outperforms than other algorithms. 

A novel resolution method belongs to directional bat 
algorithm (dBA) is introduced, to handle reliability based 
design optimization (RBDO) by A. Chakri et al. in [60]. In the 
meantime,  -contrained technique was also embedded into 
dBA, to resolve constrained optimization problem in effective 
manner. Various engineering problems were used for testing 
and results concluded that proposed method can solve RBDO 
problems. 

An improved version of BA called I-BAT is proposed [61] 
to enhance the exploitation capabilities of BA. The authors 
used Torus distribution to initialize the bats in I-BAT and the 
controlled factor equal 0.1 is carried out for managing the 
search manner into the local area. Experimental Results proved 
I-BAT as superior Algorithm. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

530 | P a g e  

www.ijacsa.thesai.org 

IV. DISCUSSION 

From the comprehensive review of mutation strategies of 
BA, it can be seen that by improving and enhancing the BA 
following benefits can be achieved. 

a) higher convergence ratio 

b) better accuracy 

c)  maximum robustness 

From Table II, the results acquired from the literature show 
that by enhancing the BA with mutation techniques advances 
the features of standard BA for higher convergence ratio, better 
accuracy, and maximum robustness 

V. CONCLUSION 

 BA has been widely used in various areas as an 
approach to solve real world nonlinear complex optimization 
problems. BA yet needed extreme inspection to enhance the 
performance of BA and researcher have suggested various BA 
variants for it. Table II elaborates the research participation 
presented.  

The paper gave the detail on mutation strategies for 
different BA approaches utilized to resolve the local minima 
problem of premature convergence problem to attain the best 
results.  We tried to give a survey on different mutation 
strategies and analyzed each mutation technique separately. 
With proper rate of growth in the research area, it is expected 
that more work possible in coming few years. We anticipated 
that this survey will provoke addition attention for these 
problems and major research will excite the elementary insight 
of how BA mutation strategies enhance the performance of 
standard BA. We are confident that kind of understanding may 
encourage the BA researchers for better awareness about a 
particular BA, to enhance it or to devise a new one. 
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TABLE II. YEAR WISE RELATED WORK WITH DETAILED OBSERVATION 

Review 

S.No Authors Year Paper Title Modification Techniques OBSERVATION 
Results 

Validation 

1 Xin-She Yang 2011 

Review of Metaheuristics and 

Generalized Evolutionary Walk 

Algorithm 

Generalized Evolutionary 
walk algorithm (GEWA) 

Initial version of BA - 

2 Jiann-Horng Li 2011 

A Chaotic Levy Flight Bat Algorithm 

for Parameter Estimation in Nonlinear 

Dynamic Biological Systems 

Chaotic Levy Fight Bat 
Algorithm 

Standard Bat 
Algorithm 

Effective 

3 Jiawei Zhang 2012 
Image Matching using a Bat Algorithm 

with Mutation 

Bat Algorithm with 

Mutation (BAM) 

Simple BAT and other 
optimization 

algorithms 

superior 

4 Xin-She Yang 2012 
Bat algorithm: a novel approach for 

global engineering optimization 
new BA 

Seven benchmark 
engineering problems 

significant results 

5 Xin-She Yang 2012 
Bat Algorithm for Multi-objective 

Optimisation 

Multiobjective Bat 

Algorithm (MOBA) 

sub-set of test 

functions and 

multiobjective design 

problems 

Efficient 

6 Galge Wang 2013 

A Novel Hybrid Bat Algorithm with 

Harmony Search for Global Numerical 
Optimization 

novel robust hybrid 

metaheuristic optimization 
method (HS/BA) 

Fourteen test functions Outperforms 

7 Iztok Fister Jr 2013 A Hybrid Bat Algorithm 
Hybrid Bat Algorithm 

(HBA) 

Standard Benchmark 

Test Functions 
Improved 

8 
Seyedali 

Mirjalili 
2013 Binary Bat Algorithm 

Binary Bat Algorithm 

(BBA) 

Twenty two standard 
functions, Binary GA 

and PSO 

Outstanding 

Results 

9 
Suman Kumar 

Saha 
2013 

A new design method using 
opposition-based BAT algorithm for 

IIR system identification problem 

Opposition-Based Bat 

Algorithm (OBA) 

Standard Bat 

Algorithm 
Effective 

10 Xin-She Yang 2013 
Bat Algorithm: Literature Review and 

Applications 
Review Standard Algorithms significant results 

11 Selim Yilmaz 2013 
Improved Bat Algorithm (IBA) on 

Continuous Optimization Problems 

Three modifications in 

standard BAT 
Ten standard functions Better in quality 

12 S.Yılmaz 2014 Modified Bat Algorithm 
Modified Bat Algorithm 

(MBA) 

fifteen standard  Test 

functions 
Quality solution 

13 
Leandro dos 

Santos Coelho 
2014 

Bat-Inspired Optimization Approach 

Applied to Jiles-Atherton Hysteresis 
Parameters Tuning 

Hybrid BA with a mutation 

style operator from 

differential evolution and 
beta probability 

distribution (BADEBD) 

Standard Bat 

Algorithm 

Better in 

performance 

14 Adis Alihodzic 2014 
Improved Hybridized Bat Algorithm 
for Global Numerical Optimization 

Modified Bat-inspired 
differential evolution 

Five standard 
functions 

Outperforms 

15 Iztok Fister Jr 2014 
A Novel Hybrid Self-Adaptive Bat 

Algorithm 

Hybrid Self-Adaptive Bat 

Algorithm (HSABA) 
Standard Algorithms 

HSABA works 

adequately 

16 
Osama Abdel-

Raouf 
2014 

An Improved Chaotic Bat Algorithm 
for Solving Integer Programming 

Problem 

Improved Chaotic Bat 

Algorithm (IBACH) 

Traditional BA, PSO 
and Other Search 

Algorithms 

Works with less 
computational 

time 

17 XingjuanCai 2014 Bat algorithm with Gaussian walk 
BAT Algorithm with 

Gaussian Walk (BAGW) 

Four benchmark 

functions 
Excellent 

18 
Amir H. 

Gandomi 
2014 Chaotic Bat Algorithm BAT algorithm with chaos Standard functions Outperforms 

19 Xin-She Yang 2014 
Swarm Intelligence Based Algorithms: 

A Critical Analysis 
Critical analysis on SI 

Self-organization, 

Markov chain 
framework and 

dynamic system 

 

20 Liangliang Li 2014 A novel complex-valued bat algorithm 
Complex-Valued Bat 

Algorithm 
PSO and fourteen test 

functions 
Feasible results 

21 
Homayun 

Afrabandpey 
2014 

A Novel Bat Algorithm Based on 
Chaos for Optimization Tasks 

Chaotic Bat Algorithm 
(CBA) 

Standard Test 

functions and 

traditional BAT 

Efficient 

22 Sara Sabba 2014 

A discrete binary version of bat 

algorithm for multidimensional 

knapsack problem 

Discrete Binary Bat 
Algorithm (BinBA) 

Multidimensional 
Knapsack problem 

Promising results 

23 
Md. Wasi Ul 

Kabir 
2014 

A Novel Adaptive Bat Algorithm to 
Control Explorations and Exploitations 

for Continuous Optimization Problems 

Novel Adaptive Bat 
Algorithm (NABA) 

Test functions nad 
Traditional BAT 

Compatible 

24 Md. Wasi Ul 2014 Bat Algorithm with Self-adaptive Self-Adaptive Bat Uni-model and multi- Outperforms 
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Kabir Mutation: A Comparative Study on 
Numerical Optimization Problems 

Algorithm (BA-SAM) model optimization 
test problems 

25 Yongquan Zhou 2014 Cloud Model Bat Algorithm 
Cloud Model Bat 

Algorithm (CBA) 
Function optimization 

Good 

performance 

26 
A. Rezaee 

Jordahi 
2015 

Chaotic Bat Swarm Optimisation 
(CBSO) 

Chaotic Bat Swarm 
Optimisation (CBSO) 

Various test functions Good in quality 

27 
Najmeh Sadat 

Jaddi 
2015 

Optimization of neural network model 
using modified bat-inspired algorithm 

Modified Bat Algorithm 

Six classifications and 

two standard time 

series datasets 

Satisfactory 
results 

28 Iztok Fister Jr 2015 
Towards the Development of a 

Parameter-free Bat Algorithm 
Advanced BAT Standard functions 

Showed good 

capability 

29 

Laamari 

Mohamed 
Amine 

2015 
A Multi-objective Binary Bat 

Algorithm 

Multi-Objective Binary Bat 

Algorithm (MBBA) 

non-dominated sorting 

genetic algorithm 2 
(NSGA-2) 

Better in 

performance 

30 Gai-Ge Wang 2015 
A Multi-Swarm Bat Algorithm for 

Global optimization 

Multi-Swarm Bat 

Algorithm (MBA) 

Satndard BAT and 

sixteen  standard 
functions 

Significant in 

performance 

31 Zihuha Cui 2015 Bat Algorithm with Inertia Weight 
New parameter with inertia  

weight 

CEC2013 standard 

problems 
Validate 

32 Yimin Deng 2015 

Chaotic Mutated Bat Algorithm 

Optimized Edge Potential Function For 
Target Matching 

Chaotic Mutated Bat 
Algorithm (CMBA) 

Optimized Edge Potential 

Function (EPF) 

Real world 

applications 
works efficiently 

33 Jonathan Pérez 2015 
Proposed Augmentation of the Bat 

Algorithm using fuzzy logic for 

dynamic parameter adaptation 

Bat Algorithm 

improvement by using 

fuzzy logic for dynamic 
parameter 

Satndard BAT and 

GA 

Outstanding 

Results 

34 
 

2015 

A new modification approach on Bat 

Algorithm for solving optimization 

problem 

Enhanced Bat Algorithm 
(EBA) 

Standard Functions Excellent Results 

35 Xian-Bing Meng 2015 
A novel bat algorithm with habitat 

selection and Doppler effect in echoes 

for optimization 

Noval Bat Algorithm 

(NBA) 

Twenty Standard 

functions and four real 

life engineering 
applications 

Superior 

36 Xianbing Meng 2015 
A Novel Hybrid Bat Algorithm with 
Differential Evolution Strategy for 

Constrained Optimization 

Hybrid Bat Algorithm with 
Differential Evolution 

Strategy (BADE) 

Nine standard 

functions and three 

real life engineering 
design problems 

Effective Results 

37 
Ahmed Fouad 

Ali 
2015 

Accelerated Bat Algorithm for Solving 
Integer Programming Problem 

Accelrated Bat Algorithm 
(ABATA) 

four standard 

algorithms and seven 
integer programming 

problems 

works in less 

computational 

time 

38 Jinfeng Wang 2015 
A Hybrid Bat Algorithm for Process 

Planning Problem 
Hybrid BAT 

Two standard 
algorithm 

Satisfactory 
Solution 

39 
Padmavathi 

Kora 
2015 

Improved Bat algorithm for the 

detection of myocardial infarction 
Improved Bat 

Four benchmark 

functions 

Better in 

performance 

40 Apurv Shukla 2015 
A modified Bat Algorithm for the 

Quadratic Assignment Problem 
Modified Bat 

Traditional BA, PSO 
and Other Search 

Algorithms 

works efficiently 

41 Gai-Ge Wang 2016 

An Improved Bat Algorithm with 

Variable Neighborhood Search for 
Global Optimization 

Variable Neighbourhood 

Bat Algorithm (VNBA) 

Sixteen Standard Test 

Functions 
Outperforms 

42 Jonathan Perez 2016 

Bat Algorithm with Parameter 

Adaptation using Interval Type-2 
Fuzzy Logic for Benchmark 

Mathematical Functions 

a new methodology of 

Dynamic behavior of BAT 

parameters 

Type-1 fuzzy Logic Best results 

43 Hema Banati 2016 
Enhanced Shuffled Bat Algorithm 

(EShBAT) 

Enhanced Shuffled Bat 

Algorithm (EShBAT) 
Thirty Test Functions Superior results 

44 Sumitha Manoj 2016 
Hybrid BAT-PSO Optimization 

Techniques for   Image Registration 
BAT-PSO Ten standard functions 

Better in 

performance 

45 Liu Yi 2016 Local Enhanced Catfish Bat Algorithm 
Local Enhanced Catfish 

Bat Algorithm (LECBA) 
Modified BAT Excellent Results 

46 Aadil Latif 2016 

Multi-Objective Reactive Power 

Dispatch in Distribution Networks 

using Modified Bat Algorithm 

Modified BA 
Standard bench mark 

functions 
Outperforms 

47 
Shabnam 

Sharma 
2016 

Research & Analysis of Advancement 

in BAT Algorithm 
Reviewof relate work 

Un-constrained 

problems 
Best results 

48 
Sinha Sheikh 

Abdullah 
2016 

Review of Recent load Balancing 

Techniques in Cloud Computing and 
BAT Variants 

V-BAT Standard functions works efficiently 

49 Messaoudi 2016 Hybrid Bat algorithm for overlapping Hybrid Bat Algorithm Two standard Superior 
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Imane community detection algorithm 

50 Sonia Goyal 2016 

Modified Bat Algorithm for 

Localization of Wireless Sensor 

Network 

Modified BA Ten standard functions Better 

51 Jigyasha Sharma 2016 

Community Detection Using Meta-

heuristic Approach: Bat Algorithm 
Variants 

Four new variants of BAT 

fast greedy modularity 
optimization, Grivan 

and Newman, 

Reichardt and 
Bornholdt, Ronhovde 

and Nussinoy and 

specral clustering 

Promising results 

52 N. Mohan 2016 
A Comprehensive Review of BAT 
Algorithm and its Applications to 

various Optimization Problems 

Survey on BAT 

applications 
Constrained problems works efficiently 

53 
Nazir Mohd 

Nawi 
2016 

A Modified Bat Algorithm Based on 

Gaussian Distribution for Solving 
Optimization Problem 

Improved Bat Algorithm 

with Guassian distribution 
random walk (BAGD) 

Ten standard test 
functions along with 

six meta heuristic 

algorithms 

Better in 

performance 

54 Rohit Salgotra 2016 

A novel bat flower pollination 

algorithm for synthesis of linear 

antenna arrays 

Bat Flower Pollination 

(BFP) 

Ten test functions and 

other famous 

techniques 

Superior results 

55 Xingjuan Cai 2016 

Improved bat algorithm with optimal 

forage strategy and random disturbance 
strategy 

Optimal Forage Stategy 

CEC2013 test suite 
along with four 

evolutionary 

algorithms 

Effective 

56 Deepika Singh 2017 
A Novel Modified Bat Algorithm for 

Global Optimization 
Modified Bat Algorithm 

(MBA) 

Standard benchmark 

problems and state-of-

art algorithms 

Better 

57 Jinle Li 2017 
Application of Velocity Adaptive 

Shuffled Frog Leaping Bat Algorithm 

in ICS Intrusion Detection 

Velocity Adaptive Shuffled 
Frog Leaping BAT 

Algorithm (VASFLBA) 

Standard Functions 
Better 

performance 

58 Siquing Sheng 2017 
Capacity configuration optimisation for 

stand-alone micro-grid based on an 

improved binary bat algorithm 

Improved Binary Bat 

Algorithm (IBBA) 
PSO and GA Better in stability 

59 
Fábio A. P. 

Paiva 
2017 

Modified Bat Algorithm With Cauchy 

Mutation and Elite Opposition-Based 

Learning 

Modified Bat having 

Cauchy mutation and elite 

opposition Based learning 

Four benchmark 

functions 
Excellent 

60 
Mohamed A. 

Tawhid 
2017 

Multi-directional bat algorithm for 

solving unconstrained optimization 

problems 

Multi-Directional Bat 
Algorithm (MDBAT) 

Eight standard 

algorithm and sixteen 
global optimization 

problems 

Outperforms 

61 Asma CHAKRI 2017 
New directional bat algorithm for 
continuous optimization problems 

Directional BAT 
Algorithm (dBA) 

BAT variations, ten 
standard algorithm 

and functions from 

CEC’2005 standard 
suite 

Better 

62 Asma CHAKRI 2018 
Reliability based-design optimization 

using the directional bat algorithm 

Novel resolution method 

belongs to Directional Bat 

algorithm 

Various engineering 
problems 

Solve RDBO 
problems 

63 
Waqas  Haider 

Bangyal 
2018 

 

 An Improved Bat Algorithm based on 

Novel Initialization Technique for 
Global Optimization Problem 

Improved Standard BA (I-

BAT) 
Standard Functions Superior results 
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Abstract—A Chatbot is a programmed entity that handles 

human-like conversations between an artificial agent and 

humans. This conversation has attracted the attention of 

researchers who are interested in the interaction between 

humans and machines to make the conversation more rational 

and hence pass the Turing test. The available research done in 

the field of Arabic chatbots is comparably scarce. This paper 

presents a review of the published Arabic chatbots studies to 

identify the gap of knowledge and to highlight the areas that 

needs more study and research. This study concluded the rarity 

of available research on Arabic chatbots and that all available 

works are retrieval based. 

Keywords—Artificial intelligence; Arabic chatbot; 

conversational agent; ArabChat; human-machine interaction; 

utterance 

I. INTRODUCTION 

Artificial Intelligence (AI) is focused on the learning 
processes. The idea of using a human language to 
communicate with computers is holding merit to AI. A chatbot 
or a chat-agent is an intelligent conversation agent which 
interacts with human users via natural language and emulates 
human conversation. This area has attracted more interest from 
both research and industry fields in the past few years [1]. The 
first chatbot was developed in Massachusetts Institute of 
Technology (MIT), where Weizenbaum implemented the 
ELIZA chatbot to emulate a psycho-therapist in 1966 [2]. 

Nowadays, a variety of chatbots are available online to 
serve in different domains ranging from customer service and 
information acquisition to entertainment where primarily users 
react with these applications to make a small conversation. 
They extend from unpretentious systems which extract answers 
from datasets when they match specific keywords to more 
advanced ones which utilize Natural Language Processing 
(NLP) techniques. A chatbot could be programmed to serve 
almost any human language. Although the research on English 
chatbots is diffuses heavily, there is a Scarcity in the Arabic 
chatbots due to difficulties in the Arabic language. In this 
paper, we present a survey on Arabic chatbots. The number of 
online Arabic users have increased which motivated to build 
Arabic chatbots. 

Processing Arabic language texts have a lot of challenges 
[3] such as rich morphology, the high degree of ambiguity, 
orthographic variations, and the existence of multiple dialects. 
Moreover, written Arabic text can be classified into three 
categories. First, Classical Arabic (CAL) or Quranic Arabic in 
the Holy Quran. Second, the Modern Standard Arabic (MSA) 
that is the official language in the Arab world and used in a 

formal written and spoken forms in mediums such as news, 
education, and literature [4]. The third category is Dialectal 
Arabic (DA), which is used daily in spoken and written 
personal communication and in informal settings, where each 
country and region has its own dialect [2]. 

The rest of the paper is organized as follows: Section II III 
presents the background. Section III presents the survey 
methodology. Section IV discusses the Arabic chatbots 
researches. Section V presents the conclusion. 

II. BACKGROUND 

There are generally three components of Chabot [5]: the 
interface, which interacts with user's input and output, the 
Knowledge Base or brain, which  include the content of the 
conversation and keep truck of the domain, and the 
Conversation Engine, which manages the semantic context of 
the conversation. 

There are two types of dataset models, which represent the 
knowledge source type in chatbots: the retrieval-based model 
and the generative-based model. In the retrieval-based model, a 
chatbot uses a pool of predefined responses and employs a type 
of heuristics to select the proper response to the input, but it 
may not be applicable when there is no existing predefined 
response. In the generative-based model, a chatbot uses a set of 
the techniques for generating new responses and could utilize 
predefined responses as well using deep learning and neural 
network (NN). In the following, we will discuss the literature 
based on the different techniques used, the length of the 
conversation, the domain of conversation, and the dataset 
model. 

In the retrieval-based model, there are common techniques 
to build the conversational agent, using pattern matching, 
Artificial Intelligence Markup Language (AIML), Ontologies, 
Parsing, Markov Chain Model, and ChatScript. While in the 
generative-based model, the different techniques are neural 
network and deep learning techniques. Seq2seq based on 
neural network will be introduced. 

Pattern matching is used mainly in the question/answer 
chatbots, where the system matches the input with a predefined 
structure to create a response. AIML is widely used in chatbot 
design, it is a language derived of XML. It represents the 
knowledge as objects, consisting of topics and categories. The 
AIML pattern consists of words having letters and numerals 
but no special characters or spaces [6]. Many chatbot 
applications have emerged in English. A.L.I.C.E. [7] is a 
retrieval-based model and it is using advanced pattern 
matching and AIML approach. It is the first AIML-based 
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chatbot and won the Loebner Prize in 2000, 2001 and 2004. 
A.L.I.C.E is a supervised learning and it is based on categories 
containing a pattern, and a template for the response. Category 
patterns are matched to find the most appropriate response to a 
user input. AIML tags provided for consideration of context, 
conditional branching to produce new responses. Some Arabic 
studies are applied to A.L.I.C.E. 

Ontology [8] is a set of interconnected hierarchy classes. 
The knowledge base can be described as a graph that contains 
classes, each class describes the concepts and the properties. 
The classes that have a logical relationship are also connected, 
and use these relationships to imply new statements 
(reasoning). Examples of ontologies are OpenCyc and 
Wordnet. 

Textual Parsing [9] is a method which converts the text into 
a set of words (lexical parsing) to determine its grammatical 
structure. After the tree is built from these words, the lexical 
structure can be then checked if it forms the rule of the 
language (syntactical parsing). The latter parsers are getting 
more complex using natural language processing. 

The Markov Chain Model [8] depend on the probability of 
occurrence of a word or letter in the input text, this method 
helps in building responses that are probabilistically more 
suitable and hence more correct. For example, if an input text 
is "xyyyzxyzyyyzy", then the Markov model of order 0 
predicts that letter "x" occurs with a probability 2/13. The 
Markov model of order 1 predicts the fixed probability for 
every letter depends on the previous letter. 

ChatScript [8], [9] aims to be easier to maintain than AIML 
by focusing on better syntax, it fixes the zero-word matching 
problems. The Chatscript first finds the best topic that matches 
the user query string and executes a rule in that topic. Rather 
than using separated categories for each word as in AIML, 
Chatscript uses „concepts‟ to merge similar words with 
meanings or parts of speech. Suzette (written in ChatScript) 
won the 2010 Loebner Prize. 

On the other hand, there is a common technique to build a 
generative-based model chatbot using a Recurrent Neural 
Network (RNN). Seq2seq model [10] is an encoder-decoder 
model that uses RNN and it is primarily used for translating 
from one language to some other language, but in the context 
of chatbots, the input is translated to a response. The seq2seq 
model  is composed of two main RNNs, an encoder RNN 
which takes the input sequence and encapsulates the 
information into a fixed representation one cell at time, and a 
decoder RNN which take that representation, and generates a 
variable length text that best responds to it also one cell at time. 
Seq2seq encodes only the important information in the 
sequence and convert a sequence of symbols into a fixed size 
feature vector. The cell used in RNN is long short-term 
memory (LSTM), It allows the cells to remember what 
information needs to be remembered or updated from the 
previous cells [10]. On scanning the literature, no studies were 
found to apply a neural network in Arabic chatbot design. 

In addition to the technique used and the type of data being 
processed, the length of the conversation and the domain of 
conversation, as well as the dataset model are considered 

aspects in this survey and will be discussed. The conversation 
length is classified into short and long conversation. A short 
conversation is a single response produced for a single input 
such as a question/ answer conversation. Where a long 
conversation indicates that a large amount of information is 
exchanged during the conversation lifetime, and this 
information is tracked and may be present in the output. On the 
conversation domain, chatbots are classified into two types, 
closed and open. The closed domain is designed to serve a 
specific purpose, where the knowledge that is required to 
generate a suitable response to an input is limited. While the 
open domain is like human‟s conversation, the domain may 
change with the time, supporting more than one conversation 
domain. 

III. METHODOLOGY 

The research survey methodology consists of scanning 
different literature databases. A similar methodology is used in 
the literature review here [11]. The literature collection was 
done in highly cited computer science libraries like: IEEE, 
ACM, Springer, Science Direct and Google Scholar. The 
search  was done using ten keywords coupled with the 
keyword „Arabic‟. Those keywords are „chatbot‟, „chatterbot‟, 
„ArabChat‟, „chat agent‟, „interactive agent‟, „conversational 
agent‟, „conversational robot‟, „artificial conversational‟, 
„dialogue‟, and „utterance‟. The result consisted of 184 papers 
as shown in Fig. 1. Those papers collected from 2004 to 2017 
and evaluated according to the title and the abstract of the 
paper, eliminating the papers that do not present an 
implementation of an Arabic chatbot. After evaluation and 
elimination, we found that there are fourteen papers present 
Arabic chatbot application, which was from the IEEE and 
Springer libraries and Google Scholar. 

IV. ARABIC CHATBOT RELATED WORK 

Although there are available developed Arabic chatbots 
applications, the research available on Arabic chatbots is 
limited. Some examples on the former are services as Al-Haj 
Bot, Rammas, Msa3ed, Theyabi, El-Kahwagy, and others 
provide an Arabic chatbot application developed for a 
commercial purpose. Also, there are platforms that provide 
developers with coding facility and aid such as Watson by 
IBM, Messenger Bot by Facebook, Telegram Bot, PandoraBot. 
These platforms and applications are excluded from this review 
for the lack of published research on them, making it difficult 
to analyze and compare fairly. The purpose of this survey is to 
highlight state of the art Arabic chatbot research. 

The fourteen collected papers present twelve different 
Arabic chatbot applications, that classified and evaluated in a 
manner similar to what is applied here [12], [8], [9]. Based on 
the data type a chatbot processes, it is classified into two 
categories, text and speech conversation chatbot. The 
classification relies on the chatbot input and output interaction. 
In each category, chatbots are classified based on the 
implementation technique into two subcategories namely, 
pattern matching and AIML approach. In addition to that, we 
will discuss chatbot aspects such as the length of the 
conversation in terms of interaction duration, the domain of 
conversation as topics domain that chatbot can interact with, 
and the dataset model of the chatbot. 
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Fig. 1. Total Results from Literature Databases For Search Keywords. 

A. Text Conversational Chatbot 

In this category, the interaction with the chatbot 
conversation is through textual input and output. The chatbot in 
this category is classified based on the implementation 
technique into two subcategories, those are AIML and pattern 
match approach. 

1) AIML approach: Among the earliest research studies 

on  Arabic chatbot application in the collected related work is 

Quran chatbot [13] by Shawar and Atwell. It is a chatbot on 

the Quran Islamic holy book. The Quran contains 6236 verses 

or „Ayahs‟ and 114 „Surahs‟ which is a set of verses. The 

format of the user inputs are Arabic words with „Tashkil‟ or 

diacritics, that is used as phonetic guides. The chatbot replies 

by finding the „Ayahs‟ from the Quran that contain the user‟s 

input. The nature of Quran text is non-conversational, a Java 

program is developed to adopt a learning process. The 

learning process was based on the most significant word of the 

„Ayha‟ that represents the category in the AIML file and 

template is the Ayah. Arabic AIML file is generated by the 

Java program. The conversation length is short since the 

chatbot responses with a single response to a single user input. 

The domain of the conversation is limited by the content of 

the Quran. From that, the sources of the chatbot dataset are 

retrieval-based. The interaction and response of the chatbot 

are limited by the pool of the most significant word of the 

„Ayhas‟ that are extracted by the java program. 

The Quran14-114 chatbot by Shawar and Atwell [6] is a 
version of the ALICE chatbot [14] added to the Java program 
to interact as the Quran chatbot. The conversation in the 
chatbot is short. The user inputs a question or a statement in 
English, and the chatbot responses with one or more 
appropriate „Surahs‟ and „Ayahs‟ from the Quran in both 

English and Arabic. The Java program reads the Quran text 
from a corpus and converts it to the AIML format to be used by 
ALICE chatbot. The domain of the conversation is closed 
based on the content of the Quran in both the English and 
Arabic languages. Also, this is a retrieval-based model as the 
dataset is limited by the content of the Quran. The challenge in 
this work is to show how ALICE chatbot adapted to learn from 
non-conversational text. 

The Arabic Web Question Answering (QA) chatbot [2], 
[15] is a web interface chatbot based on an Arabic QA corpus, 
that was built from five different web pages with 412 Arabic 
question and answer. Those web pages‟ cover topics such as  
motherhood and pregnancy, dental care, fasting and health, 
blood disease such as cholesterol and diabetes, and blood 
charity. The chatbot supports more than one closed domain, 
and thus regarded as a closed conversation domain. The 
chatbot conversation is short, where the user inputs a textual 
question in MSA about one of the supported domains and, the 
chatbot responses with the answer without using sophisticated 
NLP. Also, a Java program was developed to convert the text 
corpus to create two AIML files atomic and default. The 
atomic file contains the questions and answers that appear in 
the corpus. The default file is used to guarantee that the user 
question is mapped to the appropriate question stored in the 
knowledge base. Moreover, the file is built using the first word 
and the most significant word approach. The first word acts as 
a classifier to the question and the most significant word is the 
least frequent in the question. 

The latter is done by building questions‟ frequency list after 
applying a tokenization process to the question. The generated 
list contains the question‟s words along with their frequencies. 
Then, the approach extracts the two most significant words in 
the list, those are the two least frequent words, used as 
keywords to map the question to an answer. The purpose of 
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using the most significant word approach was to increase the 
rate of the expected output. The chatbot was tested by entering 
fifteen questions and the result was 93% correct answers. The 
main drawback in this model appears when the structure of the 
question is changed or altered from the stored in the knowledge 
base, then the chatbot responses with wrong answers. That 
happens because the chatbot does not use a heuristic to select a 
proper response and it is based on a direct retrieval model. 
Also, a success rate of to be 93% is not justifiable having a 
dataset of fifteen questions only. 

BOTTA chatbot by Ali and Habash [3] is a female chatbot, 
that simulates friendly conversations with users. The chatbot 
supports Egyptian Arabic dialect for both input and output. 
BOTTA is available to the public. It simulates the English 
chatbot Rosie [16]. The knowledge base is made up of Rosie‟s 
AIML files set. Some of Rosie‟s AIML files are translated 
directly to Arabic, and the others are modified according to the 
use of the Arabic dialects. Also, for each conversation, 
BOTTA chatbot temporally stores the basic information about 
the user such as age, gender, and nationality by asking 
questions yielding a conversation that is open since the chatbot 
can response to different topics domain. The length of the 
conversation is long where chatbot can response to the user 
based on previous information in conversation. However, it 
does not update the knowledge base and add new responses, so 
it is based on retrieval-based model. It depends on a pool of 
predefined responses using heuristics to response with an 
appropriate output. Also, the chatbot does not perform the text 
normalization on the user input to get the suitable response. It 
performs orthographic transformations, that includes correcting 
common spelling mistakes of the user input. With this method, 
BOTTA was able to resolve 85.1% of the common spelling 
mistakes in Arabic typing. 

Table I shows a summary on the discussed textual 
conversation chatbots that uses AIML approach. 

TABLE I.  A SUMMARY OF TEXTUAL ARABIC CHATBOTS USING AIML 

APPROACH 

Chatbo

t 

Langua

ge 

Interaction 

Type 
Conversati

on Length 

Domai

n 

Dataset 

Model 
Inpu

t 

Outp

ut 

Quran 

[13] 

Classical 

Arabic 
Text Text Short 

Closed 

(Quran 

book) 

Retrieva

l- Based 

Quran1

4-114 

[6] 

English/ 

classical 

Arabic 

Text Text Short 

Closed 

(Quran 
book) 

Retrieva
l- Based 

Web 

QA [2], 

[15] 

Arabic 
(MSA) 

Text Text Short 

Closed 

(Medic
al care) 

Retrieva
l- Based 

Botta 
[3] 

Egyptian 

Arabic 

dialect 

Text Text Long Open 
Retrieva
l- Based 

2) Pattern matching approach: Mohammad Hijjawi, 

Zuhair Bandar, Keeley Crockett and David Mclean [17] 

implemented the ArabChat, which is a conversational agent 

web interface. The chatbot conversation domain is closed, 

designed to serve the students of  the Applied Science 

University in Jordon. The interaction between the user and the 

chatbot is through textual Arabic MSA  language. The 

conversation remains ongoing until one of the conversation‟s 

parties terminates it. The ArabChat reuses the previously 

exchanged information during the conversation as a response 

to the user input, creating long conversations. The core 

components of the ArabChat chatbot are the scripting engine 

and a scripting language. The scripting engine is divided into 

subcomponents, that  allows handling topics of the 

conversations. ArabChat knowledge base contains 1218 

utterances, that are classified into contexts, each context 

contains rules. The rules consist of patterns and associated 

textual responses. ArabChat was tested over 174 users, the 

average input for each user was 7 inputs per user. The result 

shows that 73.56% of the inputs matched the expected output. 

Enhanced ArabChat [18] is an updated version of ArabChat 
[17] by Hijjawi, Bandar and Crockett. This version uses extra 
features including Utterance Classification and Hybrid Rule. 
These improvements were at the engine level while some 
additional improvements need to be added to the scripting 
language and knowledge base to meet the changes needs. 
Utterance classification feature aims to distinguish between a 
question and non-question utterances. It works by adding extra 
keywords to the pattern of the question-based rule, to deal with 
keyword matching. Hybrid Rule is the second feature and it 
focuses on how to reply and deal with an utterance that request 
many topics. Although ArabChat gave a better result of Ratio 
of Matched Utterances to the Total (RMUT) than enhanced one 
due to unserious users, the manual checking gives more 
accurate results and showed improvement in performance. By 
analyzing logs manually, Enhanced ArabChat deals 
successfully with 82% of utterances with two topics and this 
ratio is decreasing when the number of topics is increased in 
the utterance. Using manual checking, classifying utterance 
shows a high percentage of question-based utterances due to 
three factors: the selected domain, the users' needs, that implies 
that they are more likely to ask rather than discuss, and 
difficulties to script a large number of rules. 

ArabChat with classification methodology [19] is another 
ArabChat [17] update by Hijjawi, Bandar and Crockett. Using 
a new classification methodology for Arabic utterances. This 
new approach classifies the sentences into questions and non-
questions including assertions and instructions. The benefit of 
applying this approach is that the number of patterns required 
per rule will decrease and hence increase the performance by 
firing the suitable rule, depending on the utterance type being a 
question or non-question. Different topics and list of function 
words have been used from domains such as politics, religion, 
sports, education, business and adding some synthetic non-
question sentences and indirect questions. This classification is 
done by pre-processing the Arabic sentence into equivalent 
numeric tokens and then importing the tokens into a machine 
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learning toolkit in WEKA. In WEKA, a Decision Tree, which 
achieve the highest accurate classifier to be applied on the 
tokenized numeric dataset, is generated and then is converted 
into a standard IF-THEN classification rule to classify 
utterances. 

Mobile ArabChat [20] is based on the original ArabChat 
[17] and it is a mobile-based conversational agent and it is also 
used to work as an advisor for students in Applied Science 
University in Amman. It is a light version of ArabChat 
implemented in Android. Although there are some challenges 
facing users in the Arab Countries such as slow and unstable 
internet connection and limited bandwidth, this application 
works even with limited Internet bandwidth. Mobile ArabChat 
implemented pattern matching approach based on the text. This 
framework consists of the same component as in ArabChat: 
scripting engine, scripting language and a knowledge base. 
Based on a subjective approach, 96% of users agree that using 
Mobile ArabChat via mobile is better than using the same 
system via desktop. However, Mobile ArabChat needs an 
internet connection to work. 

Abdullah [4] is an Arabic Conversational Intelligent 
Tutoring System (CITS) that teaches children aged 10 to 12 
years old essential topics about Islam. This online system can 
engage with students using MSA. That asking a series 
questions to the students, and discuss with them their answers, 
using Classical Arabic to give evidences from the Quran and 
Hadith, which is the sayings and traditions of the Prophet of 
Islam Muhammed. The system is using images and sound 
effects to interact with students and can determine the student's 
knowledge level and hence direct the conversation. Abdullah 
CITS can distinguish between the user's questions and answers. 
The framework is based on a Pattern Matching approach, it 
consists of knowledge base having subject topics, the 
Conversational Agent scripting language to deliver the tutorial 
conversation to the learners, and The Tutorial Knowledge Base 
to determine the level of individual student knowledge and the 
subject. 

LANA [21] is another CITS and it was developed for 
children with Autism Spectrum Disorder (ASD) that are 10 to 
16 years old who have reached a basic competency with the 
mechanics of Arabic  writing  to teach them  topics on  science 
using MSA. Children with ASD have difficulties in traditional 
learning because the teacher can't meet the need of every 
individual student. LANA engages children with a science 
tutorial delivered in MSA. It is similar to Abdullah CITS, but it 
offers different learning style models such as visual, auditory 
and kinesthetic, enabling children to practice learning skills 
independently based on their needs using pattern matching and 
short text similarity algorithm. This system also interacts with 
children using materials such as picture, audio, or instructions 
according to the user‟s learning style. Table II shows a brief 
review of the discussed related pattern matching text 
conversational chatbots. 

TABLE II.  A SUMMARY OF TEXTUAL ARABIC CHATBOTS USING PATTERN 

MATCHING APPROACH 

Chatbot 
Langua

ge 

Interaction 

Type Conversat

ion 

Length 

Domain 

Datase

t 

Model Inp

ut 

Outp

ut 

ArabChat 

[17] 

Arabic 

(MSA) 
Text Text Long 

Closed 

(for 
students 

of 

Applied 
Science 

Universi

ty) 

Retriev
al- 

Based 

Enhanced 

ArabChat 
[18]  

Arabic 

MSA 
Text Text Long 

Close 

(for 

students 
of 

Applied 

Science 
Universi

ty) 

Retriev

al- 
Based 

ArabChat 

with 
classificat

ion [19] 

Arabic 
MSA 

Text Text Long Open 

Retriev

al- 

Based 

Mobile 
ArabChat 

[20] 

Arabic 

MSA 
Text Text Long 

Close 

(for 
students 

of 

Applied 
Science 

Universi

ty) 

Retriev
al- 

Based 

Abdullah 

CITS [4] 

Classica
l 

Arabic/ 

MSA 

Text Text Long 

Close  

(teach 
Islam 

for 

children 
) 

Retriev

al- 
Based 

LANA 
CITS 

[21] 

English/ 
classica

l Arabic 

Text Text Long 

Close 
(for 

children 

with 
Autism 

Spectru

m 
Disorder 

) 

Retriev
al- 

Based 

B. Speech Conversation Chatbot 

The interaction in the speech conversation chatbot is based 
on the voice as an input, or output, or both. Also, the textual 
interaction for input or output in this type of chatbot is 
supported as well with the voice interaction. However, the 
research on speech conversation chatbots is limited in Arabic. 
This section presents two related works, that are classified 
based on the used approach into AIML and pattern matching. 
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1) AIML Approach: Hala [22] is a female robot 

receptionist located at Carnegie Mellon University in Qatar 

(CMU-Qatar). Hala accepts and speaks English and Arabic. 

There are three possible input modes the English, MSA or 

„Arabizi‟ which is Arabic written in English letters. The users 

interact with the chatbot through the keyboard. Hala responses 

by producing a voice reply and a text appears next to her face 

on the screen. The response language depends on the user 

input language. Hala provides information about campus 

directions, weather, local events and answer queries regarding  

her personal life, in an open domain and long conversation 

style. The conversation between Hala and the user takes an 

equal number of turns. When the user leaves, Hala will detect 

the conversation was ended after a defined timeout. The 

purpose of implementing Hala project was to explore culture 

of the human-robot interaction in the CMU-Qatar by studying 

the dialogue patterns such as robot's attributes, covered 

knowledge bases, and cultural variation in the community of 

users. 

2) Pattern Matching Approach: IbnSina [23], [24] is a 

multilingual conversational robot, that supports Arabic MSA 

and English. The user interacts with it through text or voice 

inputs. IbnSina robot responses with audio output, where the 

language of the response matches the user input language. 

IbnSina robot generates human interaction dialogue by 

accessing the online Wikipedia and the stored Quran database. 

This makes the Chabot of IbnSina robot covering a wide area 

of topics. Because of that, it replies to general questions, 

translating words, or answering the question by giving online 

information, or from the stored books in its database. Also, it 

gives the user feedback when there are missing information or 

incorrect spelling. That makes the conversation style of 

IbnSina open and long. 

TABLE III.  A SUMMARY OF SPEECH ARABIC CHATBOTS 

Chat

bot 

Langu

age 

Interaction 

Type 

Appro

ach 

Conversa

tion 

Length 

Dom

ain 

Datas

et 

Model 
Inp

ut 

Outp

ut 

Hala 

[22] 

Englis
h / 

Arabic 

(Arabi
zi / 

MSA) 

Tex

t 

Text 
/ 

Voic
e 

AIML Long Open 
Retrie
val- 

Based 

IbnSi
na 

[23], 

[24] 

Englis
h / 

Arabic 

(MSA) 

Tex
t / 

Voi

ce 

Voic
e 

Pattern 

Matchi
ng [25] 

Long Open 
Retrie

val- 
Based 

However, it does not generate new responses, as it depends 
on the information predefined in the dataset to respond with an 
appropriate output. The IbnSina conversation system is 
designed based on object-oriented classes as Wikipedia class 
and Quran class, that allows the robot to reply with the 
expected response such as chatterbot class, that enables making 
a simple conversation and reply to user inquiries. Also, there is 
a developed chatterbot module, that replies to user inputs. 

There are two modules supported in the conversation. First, 
text-to-speech, where the input is text, and the output is audio. 
Second, speech-to-text, the input is an audio that is converted 
to text then processed as the first module to get the speech 
output. In addition, IbnSina robot supports other features such 
as read-aloud-text by reading a text image through the camera 
located in the robot eyes area. The robot interacts with the user 
by body interactions such as real-time lip syncing, eye 
blinking, face movement, facial expressions, and shaking 
hands. Table III shows a summary of the discussed related 
work for both AIML and pattern matching approach of the 
speech Arabic chatbots. 

From the reviewed studies, we notice that all presented 
work on Arabic chatbot applications is employing retrieval-
based model. That is, the chatbot responses are based on the 
data pool from AIML files, database, or web pages. Which can 
limit the capability and usability of the chatbot. Also, we notice 
that all related work relay on AIML or pattern matching 
approaches. That may lead to 1) a small size of chatbot's 
dataset and a restriction to closed domain 2) limits chatbot's 
response to the user where it requires that the user input 
matches the chatbot dataset to get the correct response. 
Moreover, the complexity of Arabic grammar and the user's 
spelling  and  grammar mistakes could be one of the reasons 
for the shortage in capabilities of Arabic chatbots in the 
literature. Which can explain the limited number of the text and 
speech Arabic chatbot applications. 

V. CONCLUSIONS 

This paper presents a survey on Arabic chatbots covering 
twelve different Arabic chatbot studies. They are classified 
based on the chatbot conversation interaction type into two 
groups, text and speech conversational chatbots. The studies 
were presented and evaluated based on the implementation 
technique, the conversation length and domain, and the model 
used for the chatbot dataset. The evaluation shows that all the 
reviewed chatbots were incorporating retrieval-based dataset 
model. This rises a flag to focus on studying and formalizing 
Arabic NLP for the conversational agent research.  Linguistic 
complexities hindering Arabic NLP such as morphological 
ambiguities which means that the word has many meanings, 
and syntactic ambiguities which means that the sentence has 
more than one structure, along with the diversity of Arabic 
dialects are open research challenges that needs cooperation of 
linguists and computer scientists. Hence, until now, pattern 
matching and AIML are the ways used to build Arabic 
conversational agents. Additionally, generative-based and deep 
learning models are challenging to achieve in Arabic, for the 
lack of available resources to train the learning model 
compared to the pool of resources available in English for 
example. Moreover, there is a shortage in the published 
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research on Arabic chatbot compared to the available 
commercial applications that are more sophisticated and 
developed than the chatbots available in the literature. 
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Abstract—In educational institutions, to improve student 

learning outcome and performance, the information and 

communication technology has enabled us to embark web-based 

learning approaches. The traditional web-based learning 

environment in higher education is aimed at fulfilling the users 

for most of their deserved learning contents as per the course 

curriculum. But, in modeling the course curriculum and content, 

the motivational factors have been left out, through which the 

learner’s cognitive skills development can take place. Therefore, 

in e-learning courses, this issue needs to be addressed. It can be 

resolved through subsuming suitable learning objectives and 

appropriate skills based interactive learning resources, which can 

enhance thinking skills and cognitive behavior of learner. This 

paper provides theoretical framework on the pedagogical factors 

that can influence the quality of students' learning experience 

and cognitive learning skills in web based learning environment. 

Furthermore, this study discusses about the role of prior 

knowledge and learner’s thought process model in cognitive 

based learning environments. 

Keywords—Learning environment; cognitive behavior; 

influencing factors; pedagogical; knowledge; curriculum content 

I. INTRODUCTION 

On Web-based Education Technology, most of the existing 
research studied about how to design better system architecture 
to deliver learning resources as per the learner context and 
interest. To the best of our knowledge, no research exists that 
tackles the motivational factors that influence Cognitive 
Learning Behavior (CLB) and the inter relation between 
Student Cognitive Behavior and Curriculum Content in web-
based learning environment. Hwang [1] stated that in 
developing web-based learning environments there are several 
issues to be considered; including the ways to stimulate 
students’ interaction and associated pedagogy. 

Without employing the appropriate pedagogical and 
instructional strategies, the expectations of learning outcomes 
will not be reached [2]. The successful implementation of web 
based learning that support learner’s cognitive skills, need to 
consider the necessary features such as learners' 
understandability, performance and behavior. 

According to Bloom [3], each level of cognitive 
development depends upon the learners' behavior and prior 
knowledge. Learner’s prior knowledge facilitates the 
processing of new incoming information [4] and helps to 
understand new concepts through the use of real world 
experience. As stated in [5] the content presentation approach 
of learning environment could greatly influence student’s 

navigation behavior towards investigative and cognitive 
learning. 

In higher education, the learner’s expectation is to gain not 
only knowledge in the concerned subject, but also higher-order 
thinking skills that constitute them as professionals in the 
domain [6]. As per the cognitive load theory the incorporation 
of instructional methods in lesson design, can improve learning 
skills by managing the learner’s cognitive load [7]. Managing 
the learner’s cognitive load can help the learner to aware their 
own thinking and learning process and to select the most 
suitable way to reach the learning objectives [8]. As per the 
Bada SO [9], in student-centered learning the attention should 
be given to the learning environment, as it contribute to the 
development students’ learning needs. 

Making the students to actively engage in learning process 
is more important to academic success [10]. The learner’s 
cognitive capabilities and learning strategies help to prepare 
learner successful, because they control the learning process to 
be self-regulative [11]. The process of learning is an active 
approach, where the learner tries to subsume their current 
interpretations with past knowledge [12] and make an effort to 
construct new ideas or decisions. 

Learners have different patterns of abilities, strategies and 
learning styles that are functions of the learner’s interaction. 
The learner needs to know why they need to learn something 
and use learning strategies to support their strengths. The 
sequence of learner interactions with the material recognizes 
the cognitive patterns of each student’s learning style [13]. The 
types of learning resources that are believed to enhance 
intrinsic motivation need to be integrated into the curriculum 
contents of the web-based learning environment. For this 
purpose, the strategies such as case studies, role playing, 
simulations, and self-evaluation are most useful. 

This article starts by defining the learning environment and 
role of learner’s prior knowledge in developing higher level 
cognitive skills and then we proposed the learners’ thought 
process model in cognitive based learning environments. 

II. INFLUENCING LEARNER’S COGNITIVE BEHAVIOR 

With the increasing popularity of e-learning programs, 
educational stakeholders are attempting to promote factors 
affecting the critical thinking and cognitive capabilities in the 
virtual education system [14]. Research in educational 
psychology has provided many principles for encouraging the 
cognitive processes of learning [15]. The existing literature 
indicates there is a considerable interest among researchers for 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

543 | P a g e  

www.ijacsa.thesai.org 

identifying how to incorporate critical thinking support in e-
learning environment. 

TABLE I.  INFLUENCING FACTORS OF CRITICAL THINKING AND 

COGNITIVE CAPABILITIES OF LEARNER 

S.No 
Influencing 

Factors 
Influence on Students’ learning quality 

1 
Learner’s Prior 

Knowledge 

Helps in improving self – regulated independent 

learning skills. 

Provide foundation to skill development, and to 
set future goals.  

Influence in the process of understanding the 

concepts. 

It should be taken into consideration in 

instructional design and curriculum planning. 

2 
Learning 
Environment 

Can pave the way to students to learn 

independently 

Supporting  student s in self - regulation, 

Helps in monitoring and adjusting their actions 

and plans of learning 

make provision to improve students’ learning 

outcomes, 

3 

Pedagogical 

Learning 

Contents 

Make the student in becoming independent and 
responsible to their learning process. 

Facilitate better understanding, improved 

academic performance and improve cognitive 

skills of the learner. 

Promote deeper conceptual understanding and 

investigative behavior of learner. 

In web based learning environments, learners are 
overwhelmed by the increasing amount of information and data 
from heterogeneous information sources available to them. 
Furthermore, in the traditional course based e-learning 
environments the course contents are presented from a specific 
viewpoint and offering standard content to each individual 
student [16]. Therefore in this context, we aim at examining 

some of the important factors such as the role of learner’s prior 
knowledge, learning environment and Pedagogical factors that 
influence skilled learning process in web-based learning 
environment as shown in Table I. 

III. ROLE OF PRIOR KNOWLEDGE 

Cognitive skills are used to process new stimulus along 
with recalled knowledge bank where the information has 
already processed guides learner’s behavior [4]. In learning 
environment the navigational activities of user are influenced 
by Learning Environment and prior knowledge. The prior 
knowledge from the previous courses significantly influences 
student in both knowledge acquisition and the capacity to apply 
higher-order skills [17]. In student-cantered learning the prior 
knowledge and experience will uniquely influence on 
individuals knowledge-seeking activity and cognitive 
repertoire [18]. 

Prior knowledge has long been considered the most 
important factor influencing learning and student achievement 
[19], but not all types of prior knowledge have similar 
relevance to student achievement. Students need to acquire the 
important prior knowledge and skills needed when they try to 
learn more advanced courses in their curriculum. As shown in 
Fig. 1, the prior knowledge can be defined as a multiple types 
and various categories of prior knowledge / background 
knowledge that helps the learner in the mental activity 
(Cognitive Skills) in the process of Learning. 

IV. LEARNING ENVIRONMENT AND PEDAGOGICAL FACTORS 

In e-Learning environment student attention be focused on 
elements that are relevant to understanding and target solution 
that is based on their skills [7] The main requirement of the 
web based learning environment is to provide support to the 
student interactions within a specific cognitive space. In order 
to encourage higher-order thinking skills of a learner, the 
learning environment needs to support the cognition-oriented 
metadata attributes such as Bloom's taxonomy [3]. As per He, 
Daqing [20], in accessing the learning resources the cognition-
oriented metadata attributes helps the learners having different 
viewpoints, cognitive skills, and knowledge levels of learning 
materials. 

 

Fig. 1. Various Categories of Prior Knowledge, Cognitive Learning Skills and Inference. 
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Fig. 2. Pedagogical Metadata Mapped with Cognitive Dimensions and Impact on Learning. 

The term critical thinking and learning style are another key 
factors that deal with the learner’s activity (i.e. Understanding, 
Applying, and Analyzing), but the learner’s activity can be 
influenced by means of the content presentation environment 
and self-regulated learning strategies. The content presentation 
approach can help in retrieving additional topics which are 
related contextually and pedagogically with search topic. The 
self-regulated learning strategies depends on the Procedural 
knowledge of learner and Interface design (Presentation). 

The web-based courseware development is the process of 
composing a sequence of learning resources that are adapted to 
particular educational context and scenario. As per the course 
curriculum, the course designer put together the course 
contents, where content repository is associated with meta-
information. 

The knowledge-representation process such as ontological 
approach for semantic based presentation of the course 

contents can improve the understandability of e-learner and the 
learner is able to refer wide range of different concepts that are 
related to learning topic. The metadata that helps in 
characterizing the learning resources as per the pedagogical 
needs of learner is an important step towards successful e-
learning environment. The cognitive dimension of metadata 
helps in delivering disparate educational resources with various 
inter-relationships that provide instructional and guided paths 
as per the learning skills of e-learner. 

The learner’s critical thinking and problem-solving skills 
are depending on various types of cognitive dimensions. The 
cognitive skills development is the construction of thought 
processes through exploring various types of learning 
resources. Fig. 2 shows the cognitive dimensions mapping with 
pedagogical metadata and impact on the learner’s critical 
thinking skills. This figure helps us to understand the types of 
course content resources and metadata model to enhance 
learner’s cognitive skills. 
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Fig. 3. Learner’s Action Process in Cognitive Learning Environment. 

V. LEARNERS’ THOUGHT PROCESS IN COGNITIVE 

LEARNING ENVIRONMENTS 

The cognitive learning process involves the formation of 
associations between stimulus and responses [15]. In e-
Learning environment the critical thinking is a self-regulatory 
judgment which results in Identifying, Understanding, and 
Applying based on the evidential, conceptual, contextual and 
behavioral considerations upon which the judgment is based. 
As show in Fig. 3, the learner’s thought process (cognitive 
behavior) model we have presented here focuses on three 
aspects such as: Identifying, Understanding and Applying. The 
other way to look at the cognitive skills is to use Bloom’s 
taxonomy. 

In the cognitive learning process identifying the problem or 
issues along with the related learning material with various 
types of relationships such as context, application, behavior, 
etc. is the learner’s basic activity. 

Understanding is the process of reformulate learning topic 
with known concepts, and trying to predict about what kind of 
information and strategies need to know so as to get complete 
awareness on the topic. 

Applying knowledge and learned procedures to realistic 
problems through integrating skills such as categorization, 
decision making, practical exposure etc. would be an important 
part of the cognitive learner behavior. 

Problem-centered activities help the learner to experience 
the correct solution that requires integration of knowledge and 
skills. The Interaction oriented material can provide the 
foundation for problem-cantered activities. The integrated 
practical exercises test the extent to which students can apply 
knowledge. 

Decision making can be considered as a process of 
deciding about what to do, through Evaluation or Comparing 
with reference to a standard “benchmark”. Learning and 
decision making are inextricably linked and decision-making 
capability improves student learning standard. 

Categorization is a fundamental ability that allows the 
learner to organize his knowledge in a hierarchy according to 
complexity and react appropriately for further assessment, 
useful predictions and to identify prerequisites. Categorizing 
and extracting relationships are the two most familiar thinking 
skills. 

The integrated practical exercises test the extent to which 
students can apply knowledge and learned procedures to 
realistic problems. 

VI. CONCLUSION 

In this paper, we discussed the integration of course 
curriculum with factors that influences learning skills, will 
mobilize the learner’s cognitive behavior and learning outcome 
significantly. The e-learning courses need to be developed with 
suitable learning objectives and appropriate interactive learning 
resources. Learner’s capability or thought process related to 
knowledge and comprehension, can have a positive impact on 
various capabilities of the learner and leads to cognitive skills 
such as synthesis, evaluation etc. One can group the skills and 
become autonomous for their decisions according to target 
action. Developing higher level cognitive skills can encourage 
the learners towards creativity, solving problems, practical 
exposure etc. For this, we need to identify the kinds of learning 
topics that would be included in a curriculum that would 
mobilize the learner towards understandability and 
applicability of learned concepts. 
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To transform the existing formal education into new way of 
learning and to propose an ideal framework for the 
standardization of the Cognitive Learning Environment, we are 
currently designing and developing the system prototype which 
will be implemented and evaluated soon. 

REFERENCES 

[1] Hwang, Wu-Yuin, Chin-Yu Wang, Gwo-Jen Hwang, Yueh-Min Huang, 
and Susan Huang. "A web-based programming learning environment to 
support cognitive development." Interacting with Computers 20, no. 6 
(2008): 524-534. 

[2] Eison, Jim. "Using active learning instructional strategies to create 
excitement and enhance learning." Jurnal Pendidikantentang Strategi 
Pembelajaran Aktif (Active Learning) Books 2, no. 1 (2010): 1-10. 

[3] Bloom, B.S. and Krathwohl, D.R. Taxonomy of Educational Objectives: 
The Classification of Educational Goals Handbook I: Cognitive Domain, 
Longmans, Green, NY; (1956). 

[4] Brod, Garvin, Markus Werkle-Bergner, and Yee Lee Shing. "The 
influence of prior knowledge on memory: a developmental cognitive 
neuroscience perspective." Frontiers in behavioral neuroscience 7 
(2013): 139. 

[5] Madhusudhana, Kalla. "The Cognitive Dimension and Course Content 
Modeling: An Ontological Approach." International Journal of 
Emerging Technologies in Learning (iJET) 12, no. 05 (2017): 181-188. 

[6] Petchtone, Puangtong, and Sumalee Chaijaroen. "The development of 
web-based learning environments model to enhance cognitive skills and 
critical thinking for undergraduate students." Procedia–Social and 
Behavioral Sciences 46 (2012): 5900-5904. 

[7] Clark, Ruth, and Gary L. Harrelson. "Designing instruction that supports 
cognitive learning processes." Journal of athletic training 37, no. 4 suppl 
(2002): S-152. 

[8] Demirel, Melek, İlkay Aşkın, and Esed Yağcı. "An investigation of 
teacher candidates’ metacognitive skills." Procedia-Social and 
Behavioral Sciences 174 (2015): 1521-1528. 

[9] Bada, Steven Olusegun, and Steve Olusegun. "Constructivism learning 
theory: A paradigm for teaching and learning." Journal of Research & 
Method in Education 5, no. 6 (2015): 66-70. 

[10] Gettinger, Maribeth, and Jill K. Seibert. "Best practices in increasing 
academic learning time." Best practices in school psychology IV 1 
(2002): 773-787. 

[11] Zumbrunn, Sharon, Joseph Tadlock, and Elizabeth Danielle Roberts. 
"Encouraging self-regulated learning in the classroom: A review of the 
literature." Metropolitan Educational Research Consortium (MERC) 
(2011): 1-28. 

[12] Kay, Denise, and Jonathan Kibble. "Learning theories 101: application 
to everyday teaching and scholarship." Advances in physiology 
education 40, no. 1 (2016): 17-25. 

[13] Romanelli, Frank, Eleanora Bird, and Melody Ryan. "Learning styles: a 
review of theory, application, and best practices." American journal of 
pharmaceutical education 73, no. 1 (2009): 9. 

[14] Gharib, Mitra, Mitra Zolfaghari, Rita Mojtahedzadeh, Aeen 
Mohammadi, and Atoosa Gharib. "Promotion of critical thinking in e-
learning: a qualitative study on the experiences of instructors and 
students." Advances in medical education and practice 7 (2016): 271. 

[15] Hinojosa, Luz Marina Méndez. "Contributions of Educational 
Psychology to University Education." Psychology 6, no. 03 (2015): 177. 

[16] Souto, Maria AM, Mariano Nicolao, Rosa M. Viccari, José PM de 
Oliveira, Regina Verdin, Karine Beschoren, Milton Madeira, and Renata 
Zanella. "Web-adaptive training system based on cognitive student 
style." In TelE-Learning, pp. 281-288. Springer, Boston, MA, 2002. 

[17] Hailikari, Telle, Nina Katajavuori, and Sari Lindblom-Ylanne. "The 
relevance of prior knowledge in learning and instructional design." 
American Journal of Pharmaceutical Education 72, no. 5 (2008): 113. 

[18] Hannafin, Michael J., and Kathleen M. Hannafin. "Cognition and 
student-centered, web-based learning: Issues and implications for 
research and theory." In Learning and instruction in the digital age, pp. 
11-23.Springer US, 2010. 

[19] Dochy FJRC. Assessment of Prior Knowledge as a Determinant for 
Future Learning: The use of prior knowledge state tests and knowledge 
profiles. Utrecht/London: Lemma BV; 1992. pp. 43–72. 

[20] He, Daqing, Ming Mao, and YefeiPeng. "DiLight: a Digital Library 
based E-Learning Environment for Learning Digital Libraries." In 
World Conference on E-Learning in Corporate, Government, 
Healthcare, and Higher Education, vol. 2006, no. 1, pp. 2845-2852. 
2006. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 9, No. 8, 2018 

547 | P a g e  

www.ijacsa.thesai.org 

New Hybrid Task Scheduling Algorithm with Fuzzy 

Logic Controller in Grid Computing

Younes Hajoui, Omar Bouattane, Mohamed Youssfi, Elhocein Illoussamen 

Laboratory SSDIA 

ENSET Mohammedia, Hassan II University of Casablanca Mohammedia 28999, Morocco 

 

 
Abstract—Distributed heterogeneous architecture is 

extensively applied to a diversity of large scale research projects 

conducive to solve complex computational problems. Mentioned 

distributed systems consist of multiple heterogenous linked 

processing units used to handle the continuous arrival jobs. The 

tasks scheduling problem is concerned with resource allocation 

strategies to assign jobs to available computing resources. The 

load balancing of linked resources becomes a main issue to select 

in each task schedule the adequate computing resource. Our 

proposal consists of combining Q-learning with ACO (Ant 

Colony Optimization) to solve the tasks allocation dilemma. In 

our proposed Fuzzy Hybrid Framework, Fuzzy ants are used to 

calculate at each scheduling operation, the novel reward values 

whereas Q-learning is used to select the suitable Worker 

Machine. The simulation findings confirmed the efficiency of the 

proposed framework due to the significant decrease of the 

makespan. 

Keywords—Distributed systems; computational problems; load 

balancing; Q-learning; ACO; fuzzy hybrid framework 

I. INTRODUCTION 

The tasks scheduling problem is concerned with resource 
allocation strategies to assign jobs to available computing 
resources. The load balancing of linked resources becomes a 
main issue to select in each task schedule the adequate 
computing resource. 

Due to the heterogeneity of arrival tasks and uneven nodes 
performance, some nodes work more than others. Therefore, to 
achieve equal distribution and optimal use of resources, 
scheduling need to be fair, well studied and strategic [1,2]. 

In [27], the authors propose a global taxonomy which is 
used to classify frequently encountered types of job scheduling, 
facilitate researchers to build on prior art, increase new 
research visibility, and minimize redundant effort. 

In the literature, load balancing algorithms can be classified 
into centralized, decentralized or hierarchical categories [3]. 

In centralized scheme, tasks are scheduled first to a central 
resource then this central node decides how to assign received 
tasks to executers. A major disadvantage of using central node 
is that it must not fail because it should ensure the allocation of 
tasks. 

Decentralized scheme does not contain a central scheduler, 
scheduling decisions is done by all resources in the distributed 
system [4, 9, 11, 29]. This model suffers from several 

weaknesses and especially the cost resulting from the 
involvement of all resources in the balancing procedure.   

In hierarchical model [30], the responsible schedulers are 
ordered in a hierarchy. This model results from the 
hybridization of the centralized and decentralized model. Each 
scheduler is responsible on the schedulers which are below at 
lower levels and is under the orders of the schedulers from 
above at higher levels. 

Further, load balancing algorithms can be classified into 
three categories: static, dynamic or adaptive algorithms. 

The approach in the static balancing system assigns the 
tasks by unique and definitive allocation, to the processors or 
nodes in parallel architectures [5], [6], [28], [30]. Furthermore, 
the static algorithms don’t have the ability to deal with the 
dynamic changes of such environments. This problem 
especially arises in distributed systems, where some external 
variables such as network load and waiting for results of other 
tasks, make difficult the effective scheduling of tasks. Also, the 
continuous arrival of new tasks makes the scheduling difficult 
by a static load balancing approach. In dynamic environments, 
it is even possible that a static balancing creates major 
imbalances greater than the balancing produced by a random 
distribution of tasks. So, the need to adapt the initial machine 
performance estimation is justified. Dynamic load balancing 
approach considers, for task scheduling, the current processor 
load [7, 9,12]. 

Recently, many load-balancing schemes based on mobile 
agents have been proposed. The MAS [13] (Mobile Agent 
Systems) are widely used to offer solutions to dynamic and 
complex application domains. The main characteristic of these 
intelligent systems is the migration. The ability of agent 
migration facilitates the implementation of strong dynamic 
load balancing strategy. The migrant agent selection is relied 
on the strategy adopted by the load balancer while the 
destination is related to the lightly loaded machines. 

The migration decision is taken by a centralized load 
balancer agent that activates the migration process when it is 
obligatory. The centralized control is not suitable for a dynamic 
scheme since it must collect data more regularly than the non-
centralized one, leading to the overload of the network traffic 
[14]. 

In [15], a centralized load balancing scheme is proposed. 
The principal measure for selecting a node is constructed on 
job’s execution time, while location rule is constructed on 
cooperation with cluster nodes. A special agent in each node is 
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in charge for gathering the occupancy rate and the local 
resource usage quantity. The migration choice is founded on 
the comparison given to an assumed load threshold value. 

In [16] authors suggest a new framework for job scheduling 
founded on mobile agents. Their proposed model uses a 
dispatcher agent to schedule parallel jobs to worker agents. 
Each worker agent is installed in a node of the distributed 
system giving to a load balancing strategy. A test of 
application, associated to the distributed image processing, was 
presented to judge the performance of the framework. 
Additional work in [17] used a mobile agent, to migrate the 
jobs from overloaded nodes to the under loaded ones. In the 
used distributed system, each job should be allocated to a VPU 
(virtual processing unit). The VPUs connected with each other 
asynchronously by exchanging through their ports ACL 
messages (FIPA-ACL). Exchanged messages contain data and 
jobs to be performed. 

In [18,19] the authors centered their research on studying 
load balancing necessities in a distributed system and planned a 
design and implementation of an advanced load balancing 
scheme for grid environment via machine learning. Their 
method is equilibria to the load dynamically. It uses initial load 
data kept in the database at the primary level of the procedure. 
Once a load imbalance arises, the recent load data is collected 
and warehoused as raw data. Later, numerous machine-
learning algorithms have been used to process and investigate 
the logged data. As a final step, the rules are automatically 
engendered by data mining methods and used for migrating 
jobs to rebalance loads. 

Recently Multi-agent learning methods have been 
extensively used in the problematic of resource allocation in 
the Grid. In [20] the authors present Reinforcement learning in 
which the agents learn through a trial and error to familiarize to 
all variations such as the changing resource capacities, 
latencies, or resource failure, by getting rewards for its actions. 
The Agents give a score rewarding each machine based on its 
role to reduce the maximum completion time (makespan). 

The tasks scheduling has been proved as a NP-hard 
problem accordingly [21, 31, 32]. Hence, the use of swarm 
intelligence systems has become very suitable to deal with the 
difficulty of such problems [22]. Ant colony optimization is 
one of the well-known meta-heuristics that is largely used in 
both path finding and load balancing [23, 22]. In [23] Authors 
suggest two new distributed swarm intelligence inspired load-
balancing algorithms. The first and the second algorithm are 
correspondingly based on ant colony and on particle swarm 
optimization. The test of their proposed model is conducted by 
means of GridSim, which is a platform of simulation based on 
Java [24]. The robustness of their two strategies is assessed 
using performance criteria such as makespan and load 
balancing ratio. 

In [25], the authors suggest a new scheme inspired load-
balancing algorithms founded on the use of ant colony 
optimization.  In the setting of their exploration, the load 
balancer is used as an ant which selects, for the recent job, the 
worker machine having the higher amount of pheromone. 

Recently Multi-agent learning for load balancing problems 
has been extensively treated in the literature. In [26] the 
authors present machine learning in which the agents learn 
through the previous experiments completed by the scheduler. 
It is through test and mistake that the agent learns and 
progresses his tactic. The Agents allocate a score rewarding 
each worker machine based on its performance in the past. The 
principal goal of these teams of cooperative agents is 
maximizing the global reward, which will later reduce the 
overall execution time (makespan). 

In this paper, we propose a new Framework for task 
scheduling based on hybridization of Q-Learning and ant-
colony optimization technique. Ants are used to calculate 
reward and Q-Learning is used to schedule the current task to 
the appropriate worker. In the planned model, a grid manager 
agent is involved to allocate received jobs to the available 
worker agents according to the precise decisions to minimalize 
the total execution time (makespan). The proposed framework 
is constructed by means of three layers, which are the user task 
producer layer, the scheduling load balancing layer and the 
workers layer. The implementation of the proposed method 
uses the agents based middleware for distributed programming 
JADE tool [8]. 

The structure of this paper is as follows: In Section II, we 
formulate and describe the problem presented in this work. 
Next in Section III we present the technical backgrounds used 
to develop the proposed scheme. In Section IV, we present the 
load balancing system used in task routing. In Section V, an 
example of application using Multiple Program Multiple Data 
(MPMD) architecture for the distributed image processing, is 
presented to assess the performance of the proposed 
framework. In the last section, a conclusion and perspectives 
are presented. 

II. PROBLEM DESCRIPTION 

Basic assumptions and notations used in this paper are 
listed below in Table I: 

In our study, the total execution time: makespan can be 
expressed as follows: 
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TABLE I.  BASIC ASSUMPTIONS AND NOTATIONS 

Notation Meaning  

[N] = {1, 2, . . . , 
n} 

Array of available resource workers. 

[T] = {1, 2, . . . , 

m} 
Array of Tasks to be executed. 

Li 
Speed of the network linking the node Mi 
 with the Dispatcher.(see section V. A for further details)  

Li= θi:- θPNi                                                          (1 )  

Pi  
Computational power of the worker  

machine Mi. 

Ci Complexity of task Ti ∈ [T]. 

   Estimation execution time of Ti ∈ [T] . 

TEi(t) 
Estimated times of all Tasks wait in line on 

 node (Mi) at time t. 

|Qi| 
Number of the wait in line tasks in machine 

 Mi. 

NBCi Number of cores of node Mi (CPUs). 

NbTi(t) 
Number of the wait in line tasks on node 

 Mi at time t. 

ri(t) Reward of machine i at time t. 

si(t) 
State of the machine (Mi) at time t. 

si(t)={Li,Pi , NBCi , i , TEi(t), NbTi(t), ri(t)}. 

S(t) S(t)={s1(t), s2(t), .., sN(t)}. 

R(t) R(t)= {ri(t)}i=1..N. 

Finally, the scheduling problem can be formulated as 
minimization problem as given below: 
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III. TECHNICAL BACKGROUND 

A. Ant Colony Optimization for the Travelling Salesman 

Probmem (TSP) 

The TSP is a complex problem widely studied in operations 
research discipline. The problem consists in finding a shorter 
path on a map that a traveler can choose to visit a list of cities. 
Each city must be visited once. At the end of the trip, the 
traveler must return to the starting city. The TSP problem is 
solved by Dorigo et al. [20] by using the ant colony 
optimization method (ACO), which engages a set of artificial 
ants acting parallel searches on a map. The engaged ants 
choose the following city based on inter-city distances and the 
amount of pheromone deposited on the paths connecting the 
cities. However, the pheromone evaporation is also must be 
taken into consideration to deviate from the local optimum 
solution. 

For ant K, the probability of traveling from city i to city j is 
given by the next formula [13, 14]. 
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Where: 

  
   Represent all neighbor cities of i of the k

th
 ant. 

   : Represent the value of pheromone on the path linking 

city i by city j, a and b control the importance of            . 
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Where:   : Is the distance between cities i and j. 

        is continuously updated between i and j by the 

following formula: 
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Where: 
  : Pheromone evaporation coefficient. 

k

ij : Deposited Quantity of pheromone by k
th

 ant. 

B. Q-learning 

Reinforcement learning (RL) is a recent technique to deal 
with stochastic and complex problems. By the successive 
experiences and by trial and error exchanges between executers 
agent and their residing environment, the agents learn how to 
act optimally and to cope with more complex situations. This 
Reinforcement learning model consist of an agent observing its 
environment, choosing an action from the present state and at 
that moment winning a positive or negative reward to the 
action selected. The intention of the agent, during its 
exploration, is to maximize its total upcoming positive reward 
and avoid as possible any penalties. Q-learning [25, 26] figure 
among the most known RL algorithms. Following the same RL 
philosophy, Q-learning seeks to solve optimally any specified 
Markov decision problem via a Q function. Q-value can be 
calculated by (9) listed in the algorithm below: 

Algorithm 1: Q-learning Algorithm 

 

Begin  

Initialize Q (s, a) arbitrarily 

Initialize s 

    Repeat  

      Select a’ From s’ using rule resulting from Q; 

      Take action a, observe r, s’; 

      Q (s, a) = Q(s, a) + α[r +γ(Q(s’ ,a’) - Q(s, a))];           (9)                                                                                                 

       s = s’; 

   Until s is final state; 

End. 
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IV. PROPOSED WORK 

In this section, we propose the fuzzy hybrid algorithm for 
solving the problem of scheduling tasks on heterogenous 
distributed machines. Next, we present a case study and show 
the efficiency of the proposed hybrid method. 

A. Architecture Description 

This study purposes to solve a scheduling problem on 
heterogenous parallel machines. An effective scheduling 
algorithm plays a significant role in an effective supervision of 
the grid and so in reducing the maximum completion time.  In 
our suggestion, the load balancing is reached by using a fuzzy 
hybrid algorithm and a hierarchical mobile agent system. 

As shown in Fig. 1, five types of mobile agents are engaged 
in our proposal: The Producer-Agent, the Tester-Agent, the 
Dispatcher-Agent, the Controller-Agent and the Worker-Agent.  
The Producer agent is the one that characterizes the creators of 
tasks as: web application, mobile application, embedded 
system (IOT), expert agent (human) and so. The Tester-Agent 
approximate by previous experiments the execution time of 
novel tasks. The Dispatcher agent is a type of central manager 
of the grid and is in charge for distributing new arrival tasks 
among available workers.  Controller-Agent is responsible for 
continuously monitoring the status of the workers and Worker-
Agent performs the tasks received from the dispatcher. 

Each machine that seeks to join the grid, at the 3rd layer, as 
a worker node to participate on the computation must follow 
these three steps called referencing phase [26]: 

1) Send a request to the dispatcher to join the workers. 

2) Receive and perform the referencing task: T0. 

3) Communicate to the Dispatcher the results of T0 

execution: Li, Pi, NBCi. 

 
Fig. 1. Framework Architecture [26]. 

B. Proposed Fuzzy Hybrid Algorithm: FHA 

The design of the proposed fuzzy hybrid algorithm is 
inspired from the combination of Q-Learning and Ant Colony 
algorithms. In this method, the hybrid algorithm performs in 
two parallel phases. In the first phase, ant colony algorithm 
involves a set of artificial ants acting parallel searches on 
network links between Dispatcher and resources. Each ant Ai 

receives from the controller machine, belonging on its network 
link, the state si(t) of the worker Mi. All ants <Ai>i=1..N are 
inside the Dispatcher node and calculate  Pdi(t) according to 
(10). 
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Ri(t) refers to the pheromone deposited on the network link 
connecting the Dispatcher with the worker machine Mi. It’s 
also refers to the reward of the worker machine Mi at time t. 
The Dispatcher rewards powerful machines by a positive value 
and discourages weak machines by a negative value. The 
rewards and penalties are continuously calculated in order to 
supply the Q-Learning by the updated values to select the 
appropriate worker. 

To measure the worker reward, fuzzy logic process is 
implemented by following in order of these three steps: 

1) Fuzzification of Input: The first step in the fuzzy 

inferencing method is the fuzzification. It consists to convert 

crisp inputs into fuzzy inputs. Crisp inputs are precise inputs 

calculated in real time by the Dispatcher. As shown in Fig. 2, 

Pdi(t) and θPi(t-1) are the two measured crisp inputs passed 

into the Fuzzy system for treatment to calculate associated 

crisp output: reward. 

In addition, it is important to note that θPi (t-1) refers to the 
execution time of each node in the last previous schedule. This 
parameter shows the performance of each node in the history 
and is considered important next to Pdi (t) to calculate the value 
of the worker's reward. 

For each crisp input, a membership function is associated. 
The two following figures: Fig. 3 and 4 shows the curve of 
membership functions for : “Node rapidity” and “Node state”. 

Regardless of the worker historical, a value of Pdi(t) that 
tends to 1 indicates that the worker Mi is the most candidate 
likely to receive the current task. This also shows that Mi is the 
most under loaded among all the machines in the grid. 
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Fig. 2. Input-Node Rapidity. 

 

Fig. 3. Input-Node State. 

 

Fig. 4. Output-Node Reward. 

The fuzzy system output is a result of all the inputs and the 
rules. Fig. 4 shows the curve of membership functions for the 
output: Node reward. 

2) Fuzzy Inference Process-Rules: Fuzzy inference is the 

procedure of expressing from specific inputs, an output by 

using fuzzy logic. This process implies membership 

Functions, Logical operations, and If-Then Rules. The nature 

of the rules is the most important parametrization of fuzzy 

logic systems. It allows concluding the output based on the 

inputs and the rules. Table II shows the list of fuzzy rules 

employed to capture the imprecise methods of worker 

rewarding. 

TABLE II.  IF THEN-RULES 

If-Then Rules 

1 
if node state is (very overloaded or overloaded) and node rapidity is 

(slow or normal) then node reward is very bad 

2 
if node state is normal and node rapidity is (slow or normal) then node 

reward is bad 

3 
if node state is normal and node rapidity is speed then node reward is 

good 

4 
if node state is underloaded and node rapidity is slow then node reward 

is bad 

5 
if node state is underloaded and node rapidity is normal then node 

reward is good 

6 
if node state is very underloaded and node rapidity is (slow or normal) 

then node reward is good 

7 
if node state is (underloaded or very underloaded) and node rapidity is 

speed then node reward is very good 

3) Defuzzification: Defuzzification is the last step that 

returns crisp output from the fuzzy sets. There are several 

types of defuzzification methods. The following are the well-

known methods: Center of Sums Method (COS), Center of 

gravity (COG) / Centroid of Area (COA) Method, Center of 

Area / Bisector of Area Method (BOA), Weighted Average 

Method and Maxima Methods. 

The COG defuzzification is more commonly used fuzzy 
mathematics method; it defines the output as corresponding to 
the abscissa of the center of gravity of the surface resulting 
from the combination of the conclusions and the rules in order 
to apply the output found to the original problem. 

At each computation of Pdi(t), the reward is calculated by 
using COG defuzzification as follows: 

Hence:
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In the inspired ACO algorithm, the smell of pheromone, as 
shown in (13), has a direct effect on the calculation of future 
rewards by the ants. Updating pheromone means that even if a 
machine has a favorable reward, it does not prevent the 
dispatcher from continuously reviewing its workload in order 
to assign it a new value proportional to its state among the 
other resources. In the second phase, Q-Learning is used to 
search an optimal action-selection strategy for the tasks 
allocation. Based on the immediate reward         , the agent 
Dispatcher updates its estimate for Q by its latest observation 
from the grid environment. It calculates Qi for each machine Mi 
according to (14). Then, it selects the machine having the great 
value of Qi for the current task. 

))),()','((max)((),(),( '1 iittaiiitiit asQasQtrasQasQ             (14) 

The grid manager executes parallelly both collaborative 
algorithms to solve the problem described in this work. Ants 
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are used to calculate reward and Q-Learning is used to 
schedule the current task to the appropriate worker. 

V. PERFORMANCE EVALUATION AND DISCUSSIONS 

In this section, the configuration of the used resources and 
the results obtained from the fuzzy hybrid algorithm test are 
described and presented. 

The entire system is developed in Java and is tested on a 
cluster of 10 heterogenous workers. The proposed load 
distribution process purposes to deploy the agent features to 
develop a self-directed organization by means of a real multi-
agent system based on the JADE platform (Java Agent 
Development Framework). 

The associated scheme aims to build a multi-agent system 
to schedule jobs on a cluster of 10 heterogeneous machines. 
The used method is based on the intelligent agents, which must 
be able to delegate specific tasks. 

The configurations of the 10 heterogenous workers is 
determined by executing a referential task T0 by each machine 
before joining the grid. The machines have four distinct 
capacities: Pi ,Li ,NBCi .The scheduler must take into account 
the heterogeneity of node capacities before making scheduling 
decisions. 

A. Referencing Phase 

In this test example, there are ten heterogenous worker 
nodes that are shown in Table III. These worker configurations, 
shown below, are determined by executing a referential task T0 

[26]. 

Note that: 

θi: Total Time required to perform T0 . 

θPNi: Total Time required to perform T0 on Node 
Ni(i=1..n). 

Li= θi:- θPNi               (15) 

Pi is inversely proportionate to θPNi . Pi=10
3
/ θPNi             (16) 

TABLE III.  PARAMETERS CALCULATION BY REFERENCING PHASE 

Node i Pi (ms) Li (ms) NbCi Reward: 

0 80 2 4 1 

1 150 10 2 1 

2 120 8 1 1 

3 70 10 4 1 

4 100 8 8 1 

5 90 10 2 1 

6 160 3 1 1 

7 170 5 16 1 

8 120 1 2 1 

9 145 3 4 1 

B. Q-Learning and ACO Parametrization 

The performance metric in searching optimum results 
depends principally on the parameterization of both Q-
Learning and ACO operators. 

The best Q-Learning operators found are shown in 
Table IV. 

TABLE IV.  BEST PARAMETER SETTINGS OF THE Q-LEARNING OPERATORS 

  

0.3 0.4 

The best ACO operators found are shown in Table V. 

TABLE V.  BEST PARAMETER SETTINGS OF THE ACO OPERATORS 

            

3 3 3 5 2 

C. Load Balancing Theoretic (LBT) 

Theoretically, the load balancing can be calculated for a 
giving system S, having at time t, N distributed resources and 
an overall execution time T, each resource must have a 
workload of execution time around the theoretical value: 
LBT=T / N which is impossible experimentally [26]. 

D. Scheduling Test by using Fuzzy Hybrid Algorithm (FHA) 

The test experiments were generated using a set of NbT 
heterogenous tasks (NbT= 1000). To evaluate and measure the 
system performance, FHA algorithm is put under dissimilar 
system loads complexity, we select randomly for each task Ti: 

{
                                   

                                             
 

Our hypothesis is tested by making a comparative 
experiment with the results obtained with scheduling by using 
Ant colony optimization ACO [25] and by Q-Learning QL [26] 
under the same controlled configurations. 

The scheduling findings are as follows: 

Table VI shows the distribution results by using ACO, Q-
learning, FHA method, whereas Fig. 5 shows a comparison 
between their curves duration. 

TABLE VI.  DISTRIBUTION RESULTS BY USING ACO, Q-LEARNING, FHA 

Node Ni 
θPi(ms) 

FHA 

θPi(ms) 

Q-L 

 

θPi(ms) 

ACO 

 

0 70694609 91214279,5 50694609 

1 90009970 56255662 40009970 

2 40009970 37788468 70171256 

3 60171256 34039604,5 90171256 

4 60171256 36351290 41397431 

5 143171256 42744272 110171256 

6 78018383 148449863 58018383 

7 129563908 89091486,9 149563908 

8 55679447 165171256 65679447 

9 85106444 99118657,5 55106444,3 
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Fig. 5. Comparison Between ACO, Q-learning and FHA Curves Duration. 

We use the ratio   to assess the performance of proposed 

method FHA. The   is expressed as follows. 

LBT

FHA
FHA




              (17) 

In this section, as shown in Fig. 5, the performance of FHA 
algorithm is tested in comparison with ACO and QL 
algorithms, which are two of the well-known scheduling 
methods for Heterogenous distributed systems as mentioned in 
[25, 26]. 

Table VII shows the ratios calculated at the end of each 
scheduling of 1000 tasks respectively by FHA, ACO, QL. 

Clearly, it is shown that the proposed FHA method allows 
the dispatcher to schedule tasks among the resources much 
more efficiently than the ACO and QL methods. 

The relevant question is whether the system will react in 
the same way and the same optimality to more complex and 
more heterogeneous tasks. The answer is of course no, we will 
not always find the same ratios since it is an np hard problem. 
Hence the need to develop the practice of artificial intelligence 
to avoid the repetition of the same scheduling errors and to 
master as possible the optimal control of all available 
resources. Looking forward, our goal is to be focused on deep 
learning through the experience accumulated during scheduling 
already realized, which allows the dispatcher to review 
continuously its strategy and then to reduce the total tardiness. 

TABLE VII.  CALCULATED RATIOS: FHA
, ACO

, QL  

FHA
 ACO

 QL
 

1.85 1.95 2.14 

VI. CONCLUSION 

In this paper, we have developed a Fuzzy hybrid method 
called FHA to solve the problem of tasks scheduling. For 
efficiency purpose, the proposed Framework simultaneously 
applies two algorithms that solve the same problem. The aim of 
the proposed hybrid model is to combine the effectiveness of 
Q-Learning and ACO to reduce the overall execution time and 
then comes imbalance among available resources. The 
experiment results showed that the proposed hybrid algorithm 
has achieved a perfect convergence in terms of the load 
balancing among available nodes in grid as well as improving 
the optimal solution. 

The proposed method can be extended to hybridize other 
metaheuristics with RL algorithms in order to minimize as 
possible the total tardiness. 
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Abstract—Every organization wants to automate the manual 

system for moving and storing their data in particular format. A 

QEC department takes feedback of teacher evaluation manually 

from the students in the university that is somehow more difficult 

to maintain the record of a teacher, more cost-effective and fewer 

chances to generate an accurate and optimized report. The 

computerized system has been developed that generates an 

accurate and optimized report, easy to maintain the record of the 

teacher. Lots of possibilities are available to design and develop 

the application using different programming languages. We have 

developed a network-based JAVA application and web-based 

PHP application to automate the manual system of teacher 

evaluation. The GUI of the application contains 18 questions as 

per policy of HEC which will be answered by the students. After 

submitting the answers to questions to the server, an excel report 

will be ready to generate. Our primary focus is to measure the 

performance of the server of a network-based JAVA application 

and web-based PHP application. Both forms contain the same 

scenario, but here we have to find which form is more suitable 

and beneficent for an organization in terms of their server’s 

performance parameters like average response time, throughput, 

and standard deviation and data transfer rate. 

Keywords—QEC; network based JAVA; web based PHP; server; 

apache JMeter 

I. INTRODUCTION 

As the growing of software technology day by day, the 
software applications are needed for every organization to run 
their system correctly. Data is the bits of information, cross-
region and comprehensive on the evaluation of environmental 
impact [1]. Framed collection of data is called database. 
Database management system facilitates the user to collaborate 
with databases for retrieving, managing and accessing the data. 
The database supply effective methods to stock the facts. There 
is research required to collar database system and to search 
approaches for system’s knowledge-based technology [2]. By 
using the web interface and availability of resources and rapid 
growth of internet, a user can easily access the database by 
performing operations on it. The web has a medium containing 
huge data where the user can access it through the web [3]. The 
Internet has become an important key resource of an 
organization. The usage of internet service is now a matter of 
learning and analyzed as a dynamic process [4]. 

II. BACKGROUND 

Data and Information are the synonym term to each other, 
but each contains accurate and exact meaning. There are two 
concepts to collect and manage the data in the database either 
manually or systematically. To receive and calculate the data 
manually and to maintain and generate the optimized report is 
more quite tricky. 

In order to create and manage data of the QEC in an 
organization, there is a need for the computerized system. The 
automated system is an excellent solution to manage 
information. The aim to develop a QEC application is to 
automate the manual system of teacher evaluation. Many 
resources are required to get teachers evaluation, and lots of 
analysis is necessary to generate the excel report, and there 
were thousands of papers were distributed among students to 
get their teachers evaluation which was somehow more 
difficult to arrange a number of sets needed for assessment of 
the students, but this computerized system replaces the manual 
systems. 

The two most popular programming languages JAVA and 
PHP contain the open source for designing and developing 
different applications. Comparing both languages, this paper 
analyzes that the interoperability support of JAVA is greater 
than PHP. JAVA takes more time to program, but it is a stable 
application, covers much security problems and gives better 
influences [5]. Strongly typed language such as JAVA 
expressed their ability to produce robust, easily maintainable 
applications while lightweight language such as PHP is critical 
to provide infrastructure for component-based applications [6]. 

The GUI (Graphical User Interface) of the application 
contains only 18 question as per policy of HEC which will be 
answered by the student. After submitting these answers to the 
server, an excel report will be ready to generate. 

III. LIFE CYCLE OF QUALITY ENHANCEMENT CELL 

APPLICATION 

To describe the possible environmental effect of the 
system, a life cycle assessment is performed [7]. The 
application mainly consists of three parts described below: 
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 Server Program: The server program is a server-side 
program which machine must be running. Whenever 
any of batches is to be evaluated for assessment of 
teacher and on same machine database file exists, all 
results submitted by the student from the client will be 
stored in database file using server program. 

 Client Program: The client application is part of QEC 
application which will be running on LAN (local area 
network), i.e. (Computer Lab) to evaluate teacher using 
QEC application. 

 Admin Panel: Admin panel will reside on the server 
side to manage the admin related task like inserting 
teacher, deleting teacher from the database and setting 
up that for which batch we are getting the evaluation 
from the students. Due to the significant distance 
between a client-side application and server-side 
application factor, the quality of service of network-
based application may demean [8]. 

IV. FEATURES OF APPLICATION 

 Accuracy: The application generates excel report which 
is 100% accurate as per the result submitted by the 
students the manual report may not be accurate because 
that is calculated by any human and human can make 
an error,but there is no any chance for error in the 
computer-generated report. 

 Financial Benefit: In manual to get an assessment of 
any teacher, there is need of a lot of papers which were 
to be distributed among the students, and they provide 
their answer on paper after getting these all paper these 
were submitted to QEC, and then QEC use to start the 
process to generate a report. 

 Time-saving in terms of Generate Assessment 
Report: The report is exported to excel file which 
exposes the result of all teachers of one department this 
report is generated within 3 seconds whereas in the 
manual system it may take about a number of days for a 
single department to generate the same report. 

 Dynamic Report: The program written for generating 
the report is smart enough to createdynamic report. 
Dynamic means whatever result is submitted by the 
students the program will read a database file and 
prepares the report accordingly and exports that report 
to excel. The report is totally depending on the result 
being submitted by the students. 

 User-friendly Application: Application is 
straightforward to use because it does not require any 
input from students except the answer of question all 
other information is maintained by application itself on 
runtime suppose student from any department has 

finished his evaluation for one teacher then he need not 
select another teacher only he presses Submit & 
Proceed button then application submits these answers 
to server and selects another teacher for the same 
students and in last when the students completed 
evaluation for all teachers Submit & Proceed button 
goes disable, and message is being displayed the 
students “Your Feedback submitted successful Thanks 
for your usual co-operation” after this that students 
feedback entirely submitted and save to server machine. 

 Maintain log file at server side: Any computer 
connected to server program is being registered with its 
computer name in log file name ComputerList.log also 
it displays the state of the client whether the connected 
client has completed the teacher evaluation or still 
working on Performa suppose the connected client 
name is John then its entry in the log file will be like 01. 
John NO here John is the name of connected client NO 
means this client is still working on Performa as soon as 
this client completes the Performa the status of that 
client is changed from NO to YES. YES means this 
client has completed filling Performa. 

 Application is configurable: Service-oriented 
architecture is developed for configurable application 
packages for the use [9]. Most of the parameters are 
configurable in demand; admin does not need to change 
the code at any point a file named config.properties 
provide the feasibility to change any parameterby 
changing the code base. 

 Robustness of application: The change effects are 
related to the robustness which is before and after a 
change has occurred, scaled differences in system 
parameters [10]. The robustness of application 
maintains the client state on the server side. 

A leading web based language development language PHP 
organizes without particular course of action about things or 
structure [11]. Attachment modifying is used to correspond 
those you quit offering on that one PC to an alternate machine 
with one another clinched alongside An p2p framework [12]. 
The java system built modifying will be very basic 
Furthermore not difficult Yet remains puzzling [13]. 

There are two phases in QEC application as shown in 
Table I. 

 Server Application Files 

 Client Application Files 

These two phases are strictly worked with each other. 

Database details used in the application are shown in 
Table II. 
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TABLE II. QEC APPLICATION TECHNICAL DETAILS 

SERVER APPLICATION FILES 

S# FILE NAME FILE TYPE LOC PURPOSE 

1. QEC Server JAVA 316 
Start server and handles all requests 

coming from multiple clients. 

2. Generate Teacher Evaluation Report JAVA 508 
Generate dynamic report and 

export to excel 

3. Answers DTO JAVA 87 Populate answers from database 

4. Departments DTO JAVA 33  

5. Teachers DTO JAVA 44 Populate departments for database 

6. Application Utility JAVA 40 

Its utility class which reads the 

parameters from config.properties 
and provide these parameters to 

server program 

7. Database Manager JAVA 303 Manages all database transaction 

8. Config.properties Properties 2 
Maintain configurable parameters 

of application 

9. Computer List LOG N/A 
Logs the computer name of client 

connected to server 

CLIENT APPLICATION FILES 

1. Main JAVA 23 Starts Client application 

2. Teacher Evaluation Form JAVA 2909 

User interface of client program 

from where student fill the teacher 

evaluation proforma-10 

3 Today JAVA 109 
Returns data time day and year 

information 

V. FEATURE COMPARISON OF QEC APPLICATION 

To compare the features of QEC application with the 
application which is already used in Shaheed Benazir Bhutto 
University Nawabshah, we have accepted the path of creating a 
list of required features. 

Technical requirements of applications are shown in 
Table III, analyzes the applications on the basis of particular 
features and their availability, each feature can contain one of 

the following values that are: ✓ (yes, present), ✕ (no, not 

present), + (present but limited use). 

TABLE III. DATABASE DETAILS 

S# TABLE NAME No: of Rows 
No: of 

Columns 

1. Department 3 2 

2. Teachers 9 5 

3. Answers 288 7 

4. 
MAINTAIN-EACH-

CLIENT-STATE 
23 4 

VI. ADVANTAGES OF DESKTOP AND WEB-BASED 

APPLICATIONS 

The advantages of desktop based and web-based 
application are shown in Table IV. 

TABLE IV. FEATURE COMPARISON OF QEC APPLICATION 

CATEGORIES FEATURES QEC APP 
QEC APP 

OF SBBU 

Interface Login history ✓   ✗ 

Performance Page Load ✓   ✓   

Dynamic Report Excel report ✓   ✗ 

Accuracy Error Calculation ✗ + 

Development Deployment ✓   + 

Maintenance Log File ✓   ✗ 

TABLE V. ADVANTAGES OF DESKTOP AND WEB-BASED APPLICATION 

S.No 
DESKTOP BASED 

APPLICATION 

WEB BASED 

APPLICATION 

  (1) No reliance on an internet Cross Platform 

  (2) Much easier to customize Huge Community 

  (3) High Efficiency Fast Development Cycle  

  (4) User Interface Flexibility Standard Based 
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TABLE VI. DISADVANTAGES OF DESKTOP AND WEB-BASED APPLICATION 

S.No 
DESKTOP BASED 

APPLICATION 

WEB BASED 

APPLICATION 

  (1) 
Speed at which Software 

upgrades 
Larger Overhead 

  (2) 
Restricted to a single standalone 

machine 

Less control over computer 

resources 

  (3) Less Connectivity Accessible any where 

The disadvantages of desktop based and web-based 
application are shown in Table V. 

VII. DATABASE SCHEMA 

In the framework of the traditional information system, 
database developing is at the center of an information system 
expresses a hard alimony problem [14]. Database Schema 
expresses the logical view of the whole database that describe 
show to manage and organize the data or information, and the 
relationship between them. It also explains all the set of rules 
that are to be enforced on data. A database schema defines its 
entities, attributes and the relationship between them. It 
contains descriptive details of the database that can be 
illustrated by the schema. A database designer designs a 
database schema that helps the developer or programmer to 
manage and understand the database and to make a useful 
database. 

 

Fig. 1. Database Schema of the Application. 

The databases used in QEC application have four tables, 
i.e., batches, departments, teachers and answers. These four 
tables have one to many relations with each other as shown in 
Fig. 1. 

VIII. QEC PROJECT DESIGN 

Designing a project plays an important role which follows 
the methods and theories that contest the behavior of end users 
and project goals [15]. The project is designed and developed 
to provide the advanced functionalities of feedback of teacher 
evaluation, which contains some teachers related questions as 
per policy by HEC and answered by the students during the 
assessment of feedback of teacher evaluation. This feedback 
evaluation system generates an accurate and optimized report 
in excel and provides correct results. 

IX. QEC APPLICATION MAIN SCREEN 

This is the main view of QEC application that shows text 
boxes, check boxes, buttons and different contents of the 
application as shown in Fig. 2. 

The text boxes contain specific information of the 
department’s related Instructors and course titles which is 
handled by the system administrator. These boxes are already 
selected by the administrator when taking feedback of teacher 
evaluation from the students of the different batches of the 
departments. There is no any facility to make any changes in 
the text boxes to the student. The checkboxes show different 
options for each question. Each question contains some 
teacher’s related meaning. The Graphical User Interface of this 
application provides only 18 items as per policy of HEC 
related with the teacher which will be answered by the student. 
By attempting all the questions of the teacher evaluation form, 
press Submit and proceed. The instructor name and course title 
have been changed dynamically after attempting and 
submitting all the questions related to the teacher and his 
course title. There is validation in attempting the entire 
questions. The submitting will not proceed till trying all the 
questions. The grading scale of each Instructor has been 
generated in excel file after submitting and proceeding the 
application. The request from QECClient.JAVA sends to the 
server, the server loads that file obtained from the client, the 
file loads all the system’s data i.e., Personal computer name for 
security purpose on the server and interact with the database. 
When all the data load on the server successfully, the server 
generates the response and sends to the client in the shape of 
Message Dialog Box. Fig. 3 shows the flow of the main screen. 

When the student fills the teacher evaluation form 
completely, the entire teacher’s related data loads on the server. 
Then an excel report is generated on the server which contains 
the grading scale of every teacher of the specific department 
which is already being selected by the administrator. The excel 
report makes accurate and optimized information of the 
teacher. 
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Fig. 2. QEC Main Screen. 

 
Fig. 3. Flow of the Main Screen. 

X. ADMIN PANEL SCREEN 

Admin panel plays a vital role in updating and managing 
relevant data or information of the teacher evaluation feedback 
through web administrator. The administrator uses admin panel 
screen which contains admin login module. The module 
provides two textboxes, his/her login id, and password as 
shown in Fig. 4. 

When the administrator successfully login, the control 
panel screen is visible on the mainscreen which yields the 
provision to manage QEC application. It produces the facility 
to enter the facts and statistics collected together for reference 
of particular batch whose feedback is to be taken. The admin 
makes changes in department name, batch name, and the name 
of instructor and course titles. It provides an interface to the 

client where all these mentioned above parameters are pre-
selected. There is no any chance for the client to makes any 
changes in the above parameters. 

Fig. 5 shows the movement of client’s data which shows 
how data flows from dashboard screen to the server. The data 
is correctly filled by the client and sends a request to the server. 
The server stores all the data of the client into the database and 
generates a response. There is a valid option when filling up 
the feedback teacher evaluation form. When the data is 
successfully inserted into the database then it creates a message 
to the client like this “The Data is Successfully Saved.” 

 

Fig. 4. Circulate of the Panel Display. 
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Fig. 5. Flow of Data from Control Panel / Dashboard to Database. 

XI. EXPERIMENTS AND RESULTS 

There is need to design and develop QEC applications for 
taking the proper feedback of teacher evaluation of the 
departments. The applications are developed in JAVA and 
PHP computer programming languages. There is too much 
obligatory to enable the run of applications. Keep application 
remains in a proper state; the architecture is designed properly 
of both the applications. There are certain efforts have been 
needed for obtaining the final results of performance 
parameters such that design and develop the application. 
Installation of both applications, JAVA desktop based 
application, is installed on each machine and web components 
are placed at the server. To connect each machine with the 
server, the paper contains same URL Address [IP address / 
index.PHP]. The paper enables to fetch same size of 
organization (here same number of students) that may be 
offline (not connected with internet) locally. To measure the 
performance parameters of both the applications in terms of 
average response time, throughput, standard deviation and data 
transfer rate, there is need of a load balancing testing tool. 
There are lots of testing tools available for measuring the 
performance of the desktop application and web-based 
application. The Apache JMeter testing tool is one among all of 
them. Jmeter is a popular and powerful free load testing tool 
which is used for measuring the performance parameters of the 
applications [16]. The Apache JMeter is the open source 
testing tool which is used to measure the performance of the 
server by using the applications. It acts by a surrogate as client 
side of client/server applications. The server resources like 
CPU loads, memory loads and response time, is calculated by 
Jmeter [17]. There is a need to connect load balancing testing 
tool (Apache Jmeter) with the Server to measure the different 
performance parameters. 

XII. HOW JMETER WORKS 

Jmeter contains a graphical user interface with the clear test 
plan. To conduct a test, there is a need of test plan in JMeter 
which describes the steps will take to perform some specific 
testing task [18]. A test plan is made up of a sequence of test 
components which determines how the load will be simulated. 
First, there is a need to build a basic test plan as shown in 
Fig. 6. 

 

Fig. 6. Build a Basic Test Plan. 

The JMeter tool is used to measure the variety of tests 
which are useful for the environment. A test plan includes the 
thread group element which is used to identify clearly and 
definitely the number of running threads and ramp up period 
[19]. A thread group contains some useful properties that 
influence the load test such as threads (users), ramp up period 
and loop count. The loop count shows the number of times, the 
test will be executed [20]. Here 1 loop count means each test 
will be repeated 1 time. The threads contain the number of 
users which you want to simulate, here we set 50 users. Ramp 
up period is the duration of time will divide the start of thread 
over, here we set 10 seconds. Loop count shows the number of 
times, the loop will be executed; here we set 1 count as shown 
in Fig. 7. 

In test plan, The HTTP default config element is used to set 
the HTTP default request’s values. This parameter is more 
useful to measure multiple HTTP requests on the same server. 
If the web server runs on the local machine, then there is no 
need to set the IP address as shown in Fig. 8. 

 
Fig. 7. Thread Properties. 

 
Fig. 8. Http Request Default. 
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XIII. SUMMARY REPORT IN APACHE JMETER 

The summary report in apache jmeter contains a list of 
performance parameters which we get after performing some 
series of steps in apache jmeter. The summary report shows the 
overall response of the server after sending the requests. The 
performance parameters are listed below: 

1) Label: The label section displays all the recorded 

HTTP requests. 

2) Samples: Samples section shows the number of HTTP 

requests or the number of users/ threads during the test run. 

3) Average response time: Average response time refers 

to the amount of time; the server takes and returns the 

response to the user. It is the average response time of HTTP 

requests and is calculated in milliseconds. 

4) Min average response time: It is a minimum amount of 

response time obtained from the server after sending the 

HTTP requests. It is also calculated in milliseconds. 

5) Max average response time: It is the maximum amount 

of response time received from the server after sending the 

HTTP requests. It is too calculated in milliseconds. 

6) Standard deviation: It is a quantity which shows how 

much group members are to be dissimilar from the signify 

value. A low standard deviation value is also called expected 

value which expresses the data points are close to the mean 

value. 

7) Error rate: In samples during the run, it shows the 

error percentage. 

8) Throughput: It defines the number of requests per unit 

of time that the claims which are sent from clients to the 

server during the test and is calculated either in seconds, 

minutes or hours. 

9) Data transfer rate: It shows the amount of speed 

through which the data can be emitted from one device to 

another device and is calculated in megabits or megabytes. 

Throughput is also another word used for Data Transfer rate. 

XIV. PERFORMANCE EVALUATION 

Performance evaluation is a key task to expect when 
designing and implementing several technologies. Few 
common complications might occur due to implementation of 
either lightweight or large IT environments. The load balancing 
testing tools can be useful computing several parameters of 
performance of the applications. 

A. Performance Evaluation of PHP Application 

The following are the results of QEC application in apache 
jmeter, which is being designed and developed in PHP 
programming language. As the application running on the 
single machine, give the localhost address and port number 
(8080) when using the apache jmeter. This research paper 
explains that 300 numbers of samples/users are sent to the 
server and get the response from the server in the following 
performance parameters results in apache jmeter. 

 Number of Samples/Requests = 300 requests  

 Average Response Time = 33 ms = 0.033sec  

 Min Response Time = 4 ms = 0.004sec  

 Max Response Time = 384 ms = 0.384sec  

 Standard Deviation = 91.71  

 Error rate = 0.00%  

 Throughput = (number of requests) / (total time) = 31.3 
/ sec  

 Data Transfer Rate = KB/sec = 34.81 

B. Performance Evaluation of JAVA Application 

The application which is designed and developed in JAVA 
programming language shows the response in different 
parameter results of the server after sending the request of 
JAVA QEC application in apache jmeter. Socket programming 
is used inside JAVA because the JAVA application is network 
based. As the application running on the single machine, an 
object from the localhost address was sent by using a port 
number (9090), 300 number of samples/users to the server and 
get the response back from the server in the following 
performance parameters results in apache jmeter. 

 Number of Samples/Requests = 300 requests  

 Average Response Time = 22 ms = 0.022sec  

 Min Response Time = 4 ms = 0.004sec  

 Max Response Time = 367ms = 0.367sec  

 Standard Deviation = 61.83, Error rate = 0.00%  

 Throughput = (number of requests) / (total time) =      
31.2 / sec  

 Data Transfer Rate = KB/Sec = 34.64  

XV. COMPARING OF PHP AND JAVA APPLICATION IN 

TERMS OF PERFORMANCE PARAMETERS 

To compare the graphs, and the best practices help the 
designers and programmers for selecting the visualization 
techniques and also allows users to interpret and perform 
related tasks of how graphs are used to gather. The graph 
which select must support the user’s primary and secondary 
tasks. If the overall data support these tasks with the same 
measurement unit than plot both number of events in a single 
graph. The data or information which changes continuously 
over time, the Line Graph is a better approach to increase or 
decrease in data and to display the data or information. A 
commonly used, line graph contains a series of data points 
which are connected through the straight line on two axes and 
changes over time. 

 Line Graph in Terms of Average Response Time 

Here the paper compares the server response in line graphs 
of both PHP and JAVA applications in terms of Average 
response time. Average response time shows the average 
amount of time that the server takes, a client must wait before 
request before getting a response from the server. Different 
response of server had gotten after sending the requests to the 
server time by time. By using PHP application, sent 50 number 
of requests or samples to the server, got average response time 
in milliseconds which is 48.75 ms. This paper defines when 
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sent 300 number of requests to the server, got another result 
which is 33 ms. In the same way, by using the network-based 
JAVA application when sent 50 number of requests to the 
server, got 43 ms of average response time, but when sent 300 
numbers of requests to the server, got different average 
response time which is 22 ms as shown in Fig. 9. 

 
Fig. 9. Line Graph in Terms of Average Response Time. 

 Line Graph in Terms of Throughput 

Throughput is defined as the measure of units of 
information; the system can process in a specific period of time 
or in other words, it can be described as the number of requests 
per unit time. Here it is calculated in seconds. The different 
throughput of the server had gotten after sending the requests 
to the server time by time. By using PHP application, when 
sent 50 numbers of requests or samples to the server, got 
throughput in seconds which is 5 seconds. When sent 300 
numbers of requests to the server, obtained 31.3 seconds. In the 
same way, by using the network-based JAVA application when 
sent 50 numbers of requests to the server, get 5 seconds of 
throughput, but when sent 300 numbers of requests to the 
server, got different throughput which is 31.2 seconds. There is 
little bit variation in performances of both applications, as 
shown in Fig. 10. 

 
Fig. 10. Line Graph in Terms of Throughput. 

 Line Graph in Terms of Standard Deviation 

This paper compares the server response in the line graph 
of both PHP and JAVA applications in terms of standard 
deviation. Standard deviation is defined as a measure which is 
used to liberate the amount of difference of a lay of data 
values. The data points close to the expected value express the 
low standard deviation. Different standard deviation values of 
the server have gotten after sending the number of requests to 
the server time by time. By using PHP application, when sent 
50 numbers of requests or samples to the server, got standard 
deviation which is 100 data values. When sent 300 numbers of 
requests to the server, obtained 91.71 data values. In the same 
way, by using the network-based JAVA application when sent 
50 numbers of requests to the server, got 78 data values of 
standard deviation, but when sent 300 numbers of requests to 
the server, got different standard deviation which is 61.83 data 
values, as shown in Fig. 11. 

 
Fig. 11. Line Graph in Terms of Standard Deviation. 

 Line Graph in Terms of Data Transfer Rate 

This paper compares the server response in the line graph 
of both PHP and JAVA applications in terms of data transfer 
rate. The data transfer rate shows the speed of transmitting the 
data from one device to another device. It is measured in 
megabits or megabytes per second. Different data transfer rate 
values from the server have gotten after sending the number of 
requests to the server. By using PHP application, when sent 50 
numbers of requests or samples to the server, got 40 kb per 
second of data transfer rate. When sent 300 numbers of 
requests to the server, obtained 34.81 kb per second of data 
transfer rate. In the same way, by using the network-based 
JAVA application when sent 50 numbers of requests to the 
server, get 48 kilobytes per second of data transfer rate, but 
when sent 300 numbers of requests to the server, got different 
data transfer rate which is 34.64 kb per second, as shown in 
Fig. 12. 
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Fig. 12. Line Graph in Terms of Data Transfer Rate. 

XVI. ACHIEVEMENTS 

All the objectives achieved successfully which are: 

 Design and Develop QEC Network Based JAVA 
Application 

 Design and Develop QEC Web Based PHP Application 

 Compare the results of both Applications in terms of 
Average Response Time, Throughput, Standard 
Deviation and Data Transfer Rate Parameters of the 
server. 

In the results of objectives, obtained the desired aim that is: 

 To Find the most feasible solution for getting feedback 
data for QEC 

XVII. CONCLUSION 

Now a day, the software technology is growing rapidly day 
by day. Each and every organization provides facility to the 
user to run their system correctly takes less time and gives 
better and accurate results which are beneficent for the 
organization. All the required information is collected from the 
clients and has to know which type of application is needed for 
the organization. The software architects provide proper 
solution according to the user requirements. By comparing the 
server results of network-based JAVA application and web-
based PHP application in terms of performance parameters, 
i.e., average response time, throughput, standard deviation and 
data transfer rate, it is observed that JAVA application is the 
best feasible solution for feedback evaluation of the 
organization. With the results of average response time and 
throughput, we concluded that the JAVA application gives 
quick response than PHP. 

The network-based JAVA application contains fewer data 
values of the standard deviation as compared to the web-based 
PHP application. By using the apache jmeter and with the core 
study of standard deviation, concluded is that the 
applicationhasfewer data values of standard deviation will give 
the better influences. So JAVA application is also better than 
PHP in terms of standard deviation, it contains less standard 
deviation. The apache jmeter also keeps the feature of data 

transfer rate and calculate it in kilobytes per seconds. There is a 
little bit different but almost same in data transfer rate of both 
the applications. By comparing the results of each and every 
parameter, it is concluded that network-based JAVA 
application is better than web-based PHP application in all 
aspects for the organization. 

In future, the educator’s testament assessment will make 
made by utilizing these sorts about electronic framework 
requisitions. It holds ton of characteristics and gives great deal 
of profits of association such provides for fast reaction what’s 
more generates exact what’s more optimized report card about 
educator’s testament. This electronic framework gives 
preferred comes about what’s more certain ways appears to be 
will be more positive position over manual framework for 
QEC. 

XVIII. DISCUSSION 

It may be as a relatable point to each and each association 
moves towards on the most recent innovations whose use will 
be ended up additional beneficent for future worth of efforts 
that is whichever oversaw economy system, majority of the 
data system, sound alternately feature imparting also a great 
deal a great amount. Each association needs on move starting 
with manual framework should programmed framework by 
utilizing the web built innovations. Our research inspiration is 
related on the execution from claiming QEC requisitions 
uncommonly outlined also created over system built JAVA 
provision and web based PHP provision. The provisions hold 
the same eighteen inquiries viewing with those educator’s 
testament assessment concerning illustration for every strategy 
for higher education commission gives the web submission 
about educator’s testament assessment manifestation. In the 
event for outline judgment report, both requisitions produce 
exact what’s more optimized report card. Anyway here 
fundamental objective will be should measure the server 
execution of both requisitions as far as execution parameters 
like Average response time, throughput, standard deviation and 
data transfer rate. The load balancing testing tool Apache 
JMeter is selected for getting the final performance parameters 
results. The number of requests is sent to the server. When the 
requests successfully received by the server generate response 
for the client in different measurement units in milliseconds, 
seconds and microseconds. 
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5Ingenierı́a Informática, Facultad de Ingenierı́a,
Ciencia y Tecnologı́a, Universidad Bernardo O’Higgins, Santiago, Chile

6Escuela de Kinesiologı́a, Facultad de Salud,
Universidad Santo Tomás, Talca, Chile

7Ingenierı́a Civil Industrial, Facultad de Ingenierı́a,
Universidad Autónoma de Chile, Talca, Chile

8Programa Doctorado en Sistemas de Ingenierı́a, Facultad de Ingenierı́a,
Universidad de Talca, Curicó, Chile
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Abstract—MapReduce represents a programming framework
for modular Big Data computation that uses a function map
to identify and target intermediate data in the mapping phase,
and a function reduce to summarize the output of the map
function and give a final result. Because inputs for the reduce
function depend on the map function’s output to decrease the
communication traffic of the output of map functions to the input
of reduce functions, MapReduce permits defining combining
function for local aggregation in the mapping phase. MapReduce
Hadoop solutions do not warrant the combining functioning
application. Even though there exist proposals for warranting
the combining function execution, they break the modular nature
of MapReduce solutions. Because Aspect-Oriented Programming
(AOP) is a programming paradigm that looks for the modular
software production, this article proposes and apply Aspect-
Combining function, an AOP combining function, to look for a
modular MapReduce solution. The Aspect-Combining application
results on MapReduce Hadoop experiments highlight computing
performance and modularity improvements and a warranted
execution of the combining function using an AOP framework
like AspectJ as a mandatory requisite.

Keywords—Combining; Hadoop; MapReduce; AOP; AspectJ;
aspects

I. INTRODUCTION

MapReduce represents a computation framework aiming to
solve Big Data and Big Computation issues [1]–[4]. Hadoop
is a MapReduce application tool [4], [5] with two main
components, the Hadoop Distributed File System (HDFS)
for an ‘Infrastructural’ point of view and MapReduce for
the ‘Programming’ aspect. Hence, HDFS is a distributed

and scalable file system designed for running on clusters of
commodity hardware. HDFS follows the write-once, read-
many approach to store huge files using streaming data access
patterns to enable high throughput data access and simplifies
data coherency issues [4], [5]. HDFS abstracts developers of
distribution, coordination, synchronization, faults and failures,
and supervision tasks details. Thus, developers must focus on
two main computation functionalities: map and reduce.

Aspect-Oriented Programming (AOP) corresponds to a
programming methodology for isolating crosscutting concerns
functionalities and data to look for modular solutions [6].
Ideas of obliviousness and advisable classes appear in AOP.
Wampler [7] indicates and demonstrates the AOP support and
refinement of Object-Oriented Design (OOD) principle such
as the Single Responsibility Principle (SRP) and Open-Closed
Principle (OCP) mainly to remark the AOP practical benefits.

Even though MapReduce represents a framework to isolate
a programmer of traditional faults and issues on traditional
distributed programming approaches and frameworks, MapRe-
duce demands to figure out solutions using their main two
functions: map and reduce. Thus, these functions can include
code out of their inner nature which are clear crosscutting
concerns examples according to good modular programming
and AOP principles [7].

Hadoop allows the definition of the combining function on
the map output [5], [8], [9] to optimize the MapReduce frame-
work functioning for local aggregation in the map phase, that
is, a function to aggregate data in the map phase before sending
them to the reduce phase. Even though the combiner function
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is an optimization, Hadoop does not provide a guarantee of
how many times it will call defined combining functions [8].
Thus, as a guarantee of combining execution, [8] proposed
the use of the ‘In-Mapper’ Combining function, i.e., the
combining function behavior directly inside the map function.
Nonetheless, this solution does not respect object-oriented
modularity principles such as the SRP [7], [10]. Looking
for a modular application of the MapReduce programming
framework, this article proposes and exemplifies the use of
Aspect-Combining, an AOP application on MapReduce for the
combining functions definition. Thus, the main contributions
of this article are:

• Giving a review of performance and modularity issues
of MapReduce combining solutions.

• Locating and justifying the presence of crosscutting-
concerns in current optimal combining solutions.

• Defining and testing Aspect-Combining functions on
classic case studies for getting more modular and
usually more efficient results.

• Establishing the bases for future works about the
symbiosis of Big Data and AOP solutions.

This article is organized as follows: Section II gives a
description of the MapReduce framework and its main com-
ponents. That section also explains the primary structure and
principles of traditional AOP-AspectJ solutions. Section III
reviews previous ‘In-Mapper’ Combining function and identi-
fies crosscutting concerns issues to define Aspect-Combining
functions. Section IV defines hypothesis and variables to
measure in the experiments, and presents results of the use of
Combining, ‘In-Mapper’ Combining, and Aspect-Combining
proposal on a few application examples to highlight the main
practical pros and cons of the Aspect-Combining function.
Section V discusses validity of the established hypothesis.
Section VI concludes and presents future research work.

II. MAPREDUCE AND AOP

A. MapReduce

MapReduce is a programming model proposed by Google
[1]–[3] for distributed computation on massive amounts of data
(Big Data), that is, MapReduce is an execution framework for
large-scale data processing on clusters of commodity servers.
MapReduce has already enjoyed widespread adoption by the
use of Hadoop, a open-source implementation of MapReduce
[5], [8].

MapReduce can refer to three concepts: 1) a programming
model; 2) an execution framework to coordinates the execution
of programs written in this programming style; 3) the imple-
mentation of 1) and 2), that is, MapReduce is the implemen-
tation of a programming model and its execution framework.
Google is the proprietary of MapReduce implementation [1]–
[3], and Hadoop is an open-source analogue substitute [5], [8].

Hadoop applies the Hadoop Distributed File System
(HDFS), a highly fault-tolerant and distributed file system able
to run on commodity hardware [4], [5], [8]. HDFS provides
high throughput access to application data. HDFS is suitable
for applications with large data sets such as the set of valid
configurations in a Software Product Line (SPL) [9].

MapReduce basic idea is to partition a large problem
into smaller sub-problems possibly independent able to run
in parallel by different workers, that is, either by threads in
a processor core, cores in a multi-core processor, multiple
processors in a multi-processors machine, or many machines
in a cluster [4], [8]. Fig. 1 shows the Hadoop functioning
architecture. Hence, an iteration of a Hadoop solution (a.k.a
job) normally executes in four steps: 1) Slicing to split the
source data in multiples splices and deliver them to each map-
worker or mapper. 2) Map to process the data (each mapper
processes one or more chunks of data and sends the results
to the shufflers). 3) Shuffle to organize the data. 4) Reduce to
compact and write back results to the disk. Thus, intermediate
results from each worker are then combined to yield the final
output.

Fig. 1. MapReduce functioning architecture.

MapReduce allows for commutative and associative map
functions to define combining function, that is, to decrease the
amount of data shuffling between map-workers and reduce-
workers [5], [8]. Combining functions work on the map
functions output; hence, the output of combining functions
represent the input of reduce functions. The MapReduce [1]–
[3] execution framework coordinates functioning of map-
workers and reduce-workers.

Hadoop solutions usually enable for the definition of a
set of dependent jobs, i.e., the output of one job is used
as an input for others and so on. Thus, a set of key-value
records (Kin, Vin) is the input of a map function, and a
list(Kinter , Vinter) corresponds to its output, that is, the
input of a combining function if it were defined or input
for the shuffling process. As was mentioned, the input for
combining functions corresponds to the output of mappers,
and the combining functions output will be the input for the
shuffling process. Shuffling process orders and distributes data
for reduce functions, that is, they get (Kinter, list(Vinter))
as input to produce an output (Kout, Vout) which can be the
input of other map functions, and so on. Fig. 2 illustrates this
described process.

B. Aspect-Oriented Programming

Aspect-Oriented Programming (AOP) [6] permits modu-
larizing crosscutting concerns in base classes as aspects in
Object-Oriented Programming (OOP). Aspects advise classes
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Fig. 2. A Simplified view of MapReduce.

statically in defined advisable modules and dynamically like
events. AOP like AspectJ [6] defines oblivious advisable
classes and modularizes crosscutting concerns as aspects, that
is, orthogonal methods which are not part of the nature of
advisable classes.

AOP well modularizes homogeneous crosscutting concerns
as aspects [6], [7], [11]–[13]. However, aspects do not reflect
the structure of refined features and the classes cohesion for the
modularization of classes collaboration [14], [15]. Moreover,
AOP languages like AspectJ [13], [16], [17] introduce implicit
dependencies between aspects and advisable classes [18]–[21].
Hence, first, aspects do no respect the information hiding
principle because oblivious classes can experience unexpected
behavior and properties changes, and second, changes on the
firm of advisable behavior can generate spurious and non-
effective aspects. Thus, aspects need to know structure details
about the advisable behavior and classes, a great issue for
independent development.

Next, this article describes main AOP elements.

C. Join points and Pointcuts

A join point represents an event in the execution control
flow of a program, that is, “a thing that happens” [13], [16].
Hence, in AOP [6], [11], a join point is a point of the program
execution in which aspects advise advisable base modules.
Examples of join points in AspectJ are method calls, method
executions, object instantiations, constructor executions, field
references and handler executions

Fig. 3. AspectJ components and functioning.

Fig. 4. AspectJ HelloWorld example.

According to [6], [7], a pointcut is a rule to pick out and
define the join points occurrence and expose data from the
execution context of those join points. Possible components of
pointcut rules definition are call (method pattern), execution
(method pattern), get (field pattern), set (field pattern), iden-
tifiers of time for advisable methods, objects associated to an
advisable method, among others.

Just, for the pointcut definition in AOP like AspectJ
languages of a method execution, two important times exist:
when a methods is called (call time) and when a method is in
execution (execution time). Furthermore, we can differentiate
between target and this objects on the join point event, that is,
the object whose method is in execution and the object that
executes the method on the target object. Thus, this and target
are the same object for pointcut rules of execution methods,
and for call pointcut this is the object that order the target
method execution.

D. Inter-type Declarations and Advices

In essence, inter-type declaration statically injects changes
on fields, properties, and methods into existing advisable
classes in AOP [6].

Advice defines crosscutting behavior regarding pointcut.
Three type of advice in traditional AOP exist [6]: before, after,
and around which determine how an advice runs at every
picked out join point. These kinds of advice determine how
the code injection works over the join points. Thus, in AOP
like AspectJ languages there exist advice instances which run
before their join points, run after their join points, and run in
place of (or “around”) their join points.
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Fig. 3 [22] details the AspectJ components and functioning
structure, that is, aspects advise oblivious base modules and
they present implicit dependencies among them.

Fig. 4 [11] illustrates a basic AspectJ example, an advisable
class HelloWorld and an aspect with two advice instances
to inject behavior into the advisable class before and after
calling a void method that starts with the word say in the
class HelloWorld.

AspectJ mainly looks for of modular solutions and respect-
ing modularity principles [16]–[18], [23]. This paper looks for
getting modular MapReduce solutions by the use of AspectJ
on Hadoop solutions.

III. GROUPING DATA LOCALLY IN MAPREDUCE

The MapReduce computation in Hadoop does not require
to put attention on embarrassingly-parallel issues such as syn-
chronization and deadlock [7], [8]. Hadoop and MapReduce
solutions possibly involve large data-intensive transferring
from map-worker to reduce worker instances. Thus, since data
transferring can be of a high cost; for the local aggregation,
combining functions can considerably diminish the map output
records with the same key in the map-workers.

Fig. 5. Traditional Hadoop WordCount example.

In practice, primary map and reduce functions in Hadoop
[9], write intermediate results on local disk before sending
them over the network. Those I/O processes possibly imply
high computing and hardware costs depending on the network-
latency and disk-space costs. Thus, using combining functions
minimizes the amount of intermediate data transferring from
map-workers to reduce-workers. That also allow decreasing
the number and size of key-value pairs to shuffle from map-
workers to reduce-workers for getting improvements on the
MapReduce algorithmic efficiency. Just, combining functions
are named “mini-reducers”. In general, the use of combining
functions seems adequate because map functions recognize
intermediate-key and value pairs to send them for the shuffling
and sorting process in traditional MapReduce solutions. The
output of those processes corresponds to the input for reduce-
worker instances.

Fig. 6. ‘In-Mapper’ Combining Hadoop solution for the WordCount example.

A. Combining and ‘In-Mapper’ Combining

Even though map and reduce functions seem algorith-
mically simple to think and implement, combining function
symbolize improvements performance for cases of high-traffic
of data between map and reduce-workers. Combining functions
act like the reduce functions [8] because they minimize the
amount of intermediate data generated by each map-worker.
For example, WordCount and Average represent two traditional
solutions that support the use of a combining function, in the
first case, functioning likes the reduce function. Nevertheless,
combining functions execution are not always effective [5], [8].
Precisely, ‘In-Mapper’ Combining functions [8] solve those
mentioned issues.

Fig. 5 presents a traditional Hadoop MapReduce solution
for the WordCount example, and Fig. 6 shows an ‘In-Mapper’
Combining function to local aggregate data in the map phase
and reduce the information traffic between map-worker and
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Fig. 7. Class Palabra for local aggregation in the Hadoop WordCount
example.

reduce-worker. The input for that example corresponds to a
set of words. Fig. 7 shows a new class Palabra for grouping
values (local aggregation) in the WordCount example. The
main function of the mapper functions in Fig. 5 and 6 look for
identify words only, and to identify words and locally aggre-
gate the already identified words count in the map function,
respectively.

Fig. 8 shows the MapReduce solution for the Average
example that looks for to obtain the average score of each
student in a list of student and grade pairs. Fig. 9 shows an
input example for the Average example. Fig. 10 illustrate the
GradeCount class necessary for the local aggregation in the
Average example.

Note that, for ‘In-Mapper’ Combining solution of the
WordCount example, map function produces the same output
as a traditional MapReduce solution, i.e., reduce function
continues being the same. Nevertheless, as Lin and Dyer [8]
illustrate, map and reduce functions of ‘In-Mapper’ Combining
for the Average example do not produce and receive the same
values such as those of the map and reduce functions in a
traditional MapReduce solution of that example.

Even though the ‘In-Mapper’ Combining approach allows
reducing information traffic from map-workers to reduce-
workers [8], this approach implies to add more code and
responsibilities on map functions. For example, ‘In-Mapper’
Combining of Fig. 6 includes a HashMap definition, and map
function presents two actions in the loop, one to recognize
each word and add them in the HashMap, and another one
to update previous values of existing words; and map outputs
these values after identifying all words and their occurrence
number in the received input value. The number of sending
and receiving messages of this solution would decrease if there
were repeated words in the input. Nevertheless, map function
grows in code and responsibilities, that is, the map function for
‘In-Mapper’ Combining approach is definitely lesser modular
than its original version.

Fig. 8. Traditional Hadoop Average example.

Fig. 9. Input format for the Hadoop Average example.
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Fig. 10. Class GradeCount for local aggregation int the Hadoop Average
example.

B. Aspect-Combining

Aspect-Combining represents a combining function as an
AOP aspect on map function. In practice, such as Fig. 11 illus-
trate, AOP solutions would permit add behavior on MapReduce
map methods just to isolate their functioning and nature. Thus,
we propose Aspect-Combining. Aspect-Combining looks for
the inclusion of structural and functioning elements of tra-
ditional ‘In-Mapper’ Combining functions. Hence, Aspect-
Combining preserves the simplicity of the map function and
guarantees the execution of the function combining. Further-
more, Aspect-Combining seems applicable by the use of any

AOP approach over Hadoop. Next, this article describes a few
AspectJ application examples.

Like for traditional combining function, the goal of Aspect-
Combining is to locally aggregate data in map-worker in-
stances to diminish the associated networking traffic in the
map-workers for the shuffling process. Therefore, taking into
account the components and functioning of the ‘In-Mapper’
Combining solutions such as those in Fig. 6; a class that
contains the map function should also contain an attribute
for local aggregation and methods for that process. Thus, in
the WordCount example, it is necessary to know about each
identified word and the number of previous occurrences of
that word for updating its occurrences number. Hence, new
attributes and methods for advisable classes are required by
inter-type declaration in an AOP context. Likewise, in Average
case, for each identified student, it would be necessary to sum
their grades and also to count the number of their grades.

As Fig. 11 shows, three events exist for code injection in
the advisable map method: before starting the execution of a
map method to initialize attributes to group values, around the
execution of a map method to group or create an identified
element for local aggregation, and after the method map
finishes for sending information to the next MapReduce step.
Without considering the injection time for the occurrence of
these events, pointcut rules are definable in AOP and AspectJ
as well as the time for injecting the new behavior code that is
analogue to the definition for AOP advices.

IV. ASPECT-COMBINING APPLICATION AND RESULTS

A. Experiments

Table I shows the hypothesis and use of variables when
conducting experimentation on classic Combining, In-Mapper
Combining, and Aspect-Combining functions on the Word-
Count and Average examples.

For each experiment of Table I, the null hypothesis es-
tablishes that Aspect-Combining neither performs faster nor
is more modular than classic Combining and ‘In-Mapper’
Combining solutions on the analyzed examples.

Fig. 11. Advisable map method of a MapReduce solution.

B. Results

In this section we discuss the results we obtained and
how the null hypothesis has been rejected, thus accepting the
alternative hypothesis.
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We perform four experiments on the WordCount example
and three experiments on the Average example to check
the validity of the Aspect-Combining approach for modular
MapReduce solutions in Hadoop.

Fig. 12 and 13 present the definition of pointcut instances
for the Aspect-Combining of the WordCount and Average
examples, in this case, 3 point cuts for each case: one to
start collecting data, one for the collect and write methods
call inside the advised map methods, and one for the end of
the map method execution.

Fig. 14 and 15 show Aspect-Combining inter-type declara-
tion for the WordCount Average examples to add and manip-
ulate the required object collection, ArrayList of class Palabra
and HashMap of class GradeCount instances, respectively.

Finally, for Aspect-Combining in the WordCount and Av-
erage examples, Fig. 16 and 17 present advice instances for
before the method map execution to initialize the attribute for
local aggregation, around the grouping values process, and
after the execution of map method to effectively send the
locally grouped values to the next MapReduce step.

As a practical functioning and results evaluation, Tables
II and III present traditional In-Mapper and Aspect-Combiner
results for the WordCount and Average examples to appreciate
and compare them. We run practical experiments in a single
Lenovo ThinkPad Edge E530 laptop of 2.50 GHz, 16GB of
RAM and a Core i3 processor. For the WordCount examples,
as input files, Words is a text file of 168 bytes, and ebook
is a file of 1.6 MB; whereas for the Average examples, input
files were generated taking in account ten students, and grades
from 0 to 100.

Although these experiments did not run in a cluster of
computing machines, and knowing the main practical improve-
ment of ‘In-Mapper’ and Aspect-Combining is a reduction of
traffic between map-workers and reduce-workers; surprisingly,
Aspect-Combining permits obtaining better modularity and
better performance for big-input examples. Hence, only for
a single and small file, the traditional WordCount solution
without combining approaches obtains the best time. In the
WordCount example, for two files, ‘In-Mapper’ WordCount
solution is the best and Aspect-Combining the 2nd one. For all
other cases, Aspect-Combining presents the best performance.
Thus, in addition to the best modularity, Aspect-Combining
permits getting efficient computation results in one machine
execution. This situation would be the same cluster environ-
ments.

V. DISCUSSION

The null hypothesis establishes that Aspect-Combining
does not improve the modularity for the presence of
crosscutting-concerns issues and the execution-time compared
to the Combining and ‘In-Mapper’ Combining solutions for
testing on the WordCount and Average examples. To refute
that hypothesis, we review the modular code of Aspect-
Combining solutions in which the map function has only
one responsibility, and we analyze the execution-time for
experiments described in Table II and Table III, both tables for
random files of different sizes. For the appreciated results, we
accepted the alternative hypothesis that the Aspect-Combining

Fig. 12. Pointcut definition for Aspect-Combining in the WordCount example.

Fig. 13. Pointcut definition for Aspect-Combining in the Average example.

outperforms the traditional approach of Combining and ‘In-
Mapper’ Combining solutions on the WordCount and Average
case-studies.

The SRP establishes that each module or class should have
one and only one purpose and reason to change since if a
class has more than one responsibility, then the responsibilities
become coupled [10]. According to [7], “The SRP is the OOD
solution to the classic ’separation-of concerns’ problem”. Thus,
Aspect-Combining permits simple map functions and efficient
MapReduce solutions, even though, for the weaving process
of AOP, the code of ‘In-Mapper’ Combining and the final one
of Aspect-Combining should be equivalent.

Fig. 14. Inter-type declaration for Aspect-Combining in the WordCount
example.
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TABLE I. HYPOTHESES AND DESIGN OF EXPERIMENTS FOR WORDCOUNT AND AVERAGE MAPREDUCE EXAMPLES

Hypotheses of Experiments 1 and 2
Null Hypothesis (H0) Aspect-Combining solutions neither are faster nor more modular than Combining and ‘In-Mapper’ Combining for the WordCount case-study.
Alt. Hypothesis (H1) Exist cases in which Aspect-Combining solutions performs faster than Combining and In-Mapper Combining and does not present crosscutting

concerns for the WordCount case-study.
files used as input Randomly generated files of words of name and grade. Size of files are from 10KB to 1MB.
Blocking variables In each experiment, we generated a set of files in increasing size.

Hypotheses of Experiment 2
Null Hypothesis (H0) Aspect-Combining solutions neither are faster nor more modular than Combining and ‘In-Mapper’ Combining for the Average case-study.
Working Hypothesis (H1) Exist cases in which Aspect-Combining solutions perform faster than Combining and ‘In-Mapper’ Combining, and Aspect-Combining solutions

do not present crosscutting concerns for the Average case-study.
Files used as input Randomly generated files of pairs of name and grade. Size of files are from 10KB to 1MB.
Blocking variables In each experiment, we generated a set of files in increasing size.

Constants
Hadoop 2.4.1 in Ubuntu Linux
14.02

WordCount and Average solutions implemented in 2016 and 2017, respectively

TABLE II. WORDCOUNT SOLUTIONS - PRACTICAL EVALUATION

Input Traditional
WordCount

In-Mapper
WordCount

Aspect-Combiner Word-
Count

Words file (168B) 2768867581 ns 2797626514 ns 2830724641 ns
Words file (168B)+
ebook (1.6MB)

6474883019 ns 4750820118 ns 5675306443 ns

Words file (168B) + 30
ebook copies (48MB)

36835481761 ns 36011355288 ns 33913147695 ns

Words file (168B) + 50
ebook copies (80MB)

52135395542 ns 58132499534 ns 51053756385 ns

TABLE III. AVERAGE SOLUTIONS - PRACTICAL EVALUATION

Input Traditional Average In-Mapper Average Aspect-Combiner Aver-
age

100 files
(48.1KB)

12208547623 ns 11833383768 ns 13055207744 ns

200 files
(192.6MB)

139049238451 ns 61734379340 ns 68603119714 ns

400 files
(384.1MB)

257664874145 ns 134202559848 ns 129013569364 ns

Fig. 15. Inter-type declaration for Aspect-Combining in the Average example.

VI. CONCLUSIONS

In this section, we present the lessons we learned while
developing the Aspect-Combining solutions:

• Aspect-Combining presents a practical symbiosis be-
tween MapReduce and AOP. In particular, this article
presented a Hadoop and AspectJ for the implementa-
tion of Aspect-Combining.

Fig. 16. Advices for Aspect-Combiner in the WordCount example.
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Fig. 17. Advices for Aspect-Combiner in the Average example.

• Thinking on the primary functions of MapReduce
along with their focus, original combining functions
are usually adequate to preserve the map function
nature and simplicity. Nonetheless, this article pointed
out its non-effectiveness and cost. Therefore, ‘In-
Mapper Combining seems more practical, but they
do not respect modularity principles. Hence, this ar-
ticle presented and practically proved the benefits of
Aspect-Combining for modular MapReduce solutions
and, for big data-input, possible more efficient results
than Combining and ‘In-Mapper’ Combining Hadoop
solution.

• Although a class for map-worker permit the producion
of modular solutions, a programmer is in charge
of putting attention on Initializer, Map, and Close
methods, that is, setup(..), map(..), and cleanup(..)
methods in Hadoop which does not permit an indepen-
dent development. Thus, Aspect-Combining approach
separates these functions as advice instances, and
the map-worker focuses only on an oblivious map(..)
method of before(..), around(..) and after(..) advice
instances which operate similar to Initialize, Map, and
Close methods of Fig. 18 [8].

Fig. 18. A modular structure of Mapper class in MapReduce Solutions.

As future work, this research group plans to review more
about AOP on MapReduce applications to figure out the
applicability of other AOP practical approaches such as JPI
[18], [20], [22], [24] and Ptolemy [17] on Hadoop [5], [8] and
Giraph approaches [25], and compare their effectiveness and
practical performance. Giraph also permits defining combining
functions without a guarantee for their execution [25], and
Aspect-Combining seems adequate to guarantee their execu-
tion.
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Abstract—As the use of technology is increasing rapidly, the
amount of shared, sent, and received information is also increas-
ing in the same way. As a result, this necessitates the need for
finding techniques that can save and secure the information over
the net. There are many methods that have been used to protect
the information such as hiding information and encryption. In
this study, we propose a new encryption method making use
of amino acid and DNA sequences. In addition, several criteria
including data size, key size and the probability of cracking are
used to evaluate the proposed method. The results show that the
performance of the proposed method is better than many common
encryption methods, such as RSA in terms of evaluation criteria.

Keywords—Information; secure; encryption

I. INTRODUCTION

As the digital world is growing dramatically, the need for
secure and safe information is growing in the same way. There
are many ways to keep the data secure such as Cryptography,
Stenography or a combination of them [1]. There are two
main ways to encrypt a text, either secret-key cryptography
or public-key cryptography [2]. The author in [3] proposed an
algorithm to encrypt a message based on DNA sequences. The
algorithm uses a DNA sequence to encrypt a text using one of
the complementary rules. He proposed three complementary
rules based on biological and chemical features of each DNA
base among each other. The algorithm also made a DNA based
code to represent each DNA letter with 2 bits binary number.
The final string contains English alphabetic letters that involve
the hidden message. The author in [4] use another method to
encrypt and hide the data in a DNA sequence. The technique
uses a dictionary of codons that is used in our own method.
The dictionary codon contains on 64 codons starting from ACT
which is numbered 0 to GGG that is numbered 111111. The
method converts the message to 8 bits ASCII binary number.
Then each 6 bits of the message are represented to three
DNA letter based on dictionary codon. In our new proposed
algorithm, a new technique is being used in the process of
cryptographic taking benefits of amino acid sequences. The
rest of the paper will explain the details of the new method.
Firstly, it presents a background about the information security.
Then it will explore basic of molecular biology. Thereafter, the
steps of the encryption and decryption with an example will
be explained. Finally, the paper will assess the new method
based on some criteria with existing methods.

II. INFORMATION SECURITY

There are millions of people who get in touch to each
other every day electronically via e-mail, e-commerce, e-
banking machine and e-learning [2]. Among these vast amount
of communications over the net, the biggest question is to
which extend these communications are secure. Transferring
information across the world over the Internet leads to the
biggest concern related to the security of the transferred
information. There are many attacks, such as Crypt analytic
and Brute force, could recover the original message when the
information are sensitive. Encryption is one of the methods
used to secure the information. It has been developed quickly
recent years to save and protect transmitted information [5].

A. Encryption

Encryption is a mathematical technique which is related to
the security of information sides such as data authentication,
data integrity and confidentiality. Encryption is used wildly
in many fields especially in sensitive communications such as
in wars, military bases and intelligent agency. Cryptography
is not just meant to information security, it is rather set of
techniques. There are two types of Cryptography which are
used widely, public and secret key. Rivest Cipher 5 (RC5)
and Advanced Encryption Standard (AES) are the most well-
known algorithms based on secret key, while RivestShami-
rAdleman (RSA) algorithm is the most common for public
key [2].

III. BASICS OF MOLECULAR BIOLOGY

The life of an organism has been mapped as a very long
sequence called genome. The genome is a repeated of 4
chemical bases called deoxy ribo nucleic acid (DNA). The
DNA consists of 4 nucleotides (A, C, G and T). The ribo
nucleic acid (RNA) sequence is one of genetic materials. The
DNA sequence is convert into mRNA sequence in an operation
called transaction. Then the mRNA is translated into amino
acid sequence based on genetic codes. There are 20 amino
acid letters which construct any protein [6]. The twenty amino
acids are (E, P, A, C, G, Q, V, R, K, W, D, N, H, F, L, I, S,
T, Y, M).

A. BLUSOM 50

BLOSUM (Blocks Substitution Matrix) are substitution
matrices used in Bioinformatics for aligning amino acid se-
quences to give a score of each alignment. The intersection of
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amino acids in the matrix is a spesifc score which represnts to
what extend it is welling to interact with other amion acides in
the matrix. The higher score in the matrix is when the amion
acid interact with itself [7]. BLUSOM50 is a scoring matrix
that is used by FASTA and BLAST programs for identifying
distant homologous especially with fully length sequence [8].

IV. PROPOSED APPROACH

Based on the score among of the amino acids in BLUSOM
50, four amino acids which have less score with other amino
acids have been neglected from the proposed algorithm. The
amino acids that are not considered are (S, T, Y, M) while the
rest sixteen amino acids (E, P, A, C, G, Q, V, R, K, W, D, N,
H, F, L, I) have been used. Then each of these amino acids
has been given a 4 bits binary number as it is illustrated in
Table 1.

TABLE I. REPRESENTING EACH AMINO ACID BY 4 BITS BINARY
NUMBER

Amino acid Code Amino acid Code
A 0000 C 0100
R 0001 Q 0101
N 0010 E 0110
D 0011 G 0111
H 1000 F 1100
I 1001 P 1101
L 1010 W 1110
K 1011 V 1111

Two kinds of complementary rules have been applied. A
complementary rule means which amino acid is more or less
applicable to interact with other amino acids according to the
scores taken from BLOSUM50. The higher the score, the
higher the probability of interaction. The lower the score,
the lower the interaction probability. Accordingly, the first
complementary rule is based on the maximum score between
a specific amino acid and the rest, and then we take that amino
acid as a complementary rule for the proposed approach. The
second complementary rule is based on the minimum score
between a specific amino acid and the rest, and then we take
that amino acid as a complementary as it is shown in Tables
2 and 3.

TABLE II. RULE 1 , THE COMPLEMENTARY RULE ACCORDING TO
MAXIMUM VALUE IN BLOSUM50

(A, G), (G, A) (R, Q),(Q, R) (N, D), (D, N) (C, V), (V, C)
(E, K), (K, E) (H, F), (F, H) (I, L), (L, I) (P, W), (W, P)

TABLE III. RULE 2 , THE COMPLEMENTARY RULE ACCORDING TO
MINIMUM VALUE IN BLOSUM50

(A, F), (F, A) (R, C),(C, R) (N, L), (L, N) (K, P), (P, k)
(Q, I), (I, Q) (E, G), (G, E) (H, V), (V, H) (D, W), (W, D)

In addition, a 6 bits binary number has been given for every
codon starting from 000000 for TTT to 111111 for GGG as it
is revealed in Table 3.

A. Proposed Data Encryption Algorithm: Main Steps

1) Represent each letter in the original message as a
binary of 8 bits.

2) Represent each part (4 bits) as a letter based on Table
1.

TABLE IV. DICTIONARY OF CODONS, ADOPTED [4]

Codon 6 Bits number Codon 6 Bits number
TTT 000000 TTC 010000
TCT 000001 TCC 010001
TAT 000010 TAC 010010
TGT 000011 TGC 010011
CTT 000100 CTC 010100
CCT 000101 CCC 010101
CAT 000110 CAC 010110
CGT 000111 CGC 010111
ATT 001000 ATC 011000
ACT 001001 ACC 011001
AAT 001010 AAC 011010
AGT 001011 AGC 011011
GTT 001100 GTC 011100
GCT 001101 GCC 011101
GAT 001110 GAC 011110
GGT 001111 GGC 011111
TTA 100000 TTG 110000
TCA 100001 TCG 110001
TAA 100010 TAG 110010
TGA 100011 TGG 110011
CTA 100100 CTG 110100
CCA 100101 CCG 110101
CAA 100110 CAG 110110
CGA 100111 CGG 110111
ATA 101000 ATG 111000
ACA 101001 ACG 111001
AAA 101010 AAG 111010
AGA 101011 AGG 111011
GTA 101100 GTG 111100
GCA 101101 GCG 111101
GAA 101110 GAG 111110
GGA 101111 GGG 111111

3) Apply one of the complementary rule (either rule one
or two) on the letter) based on Table 2.

4) Take the first occurrence position of the 16 amino
acids in any sequence as indexes.

5) Represent the decimal index numbers to 8 bits binary
numbers.

6) Finally, represent each 6 bits binary numbers repre-
sented to DNA letters according to Table 3. Extra
zeros are added to make the length of binary number
6 or multiply of 6.

B. An Example to Encrypt a Message

Let consider our message is Hi, and the amino acid
sequence is MPQVKLWLSGIQICLQSNQLAPLIRELQKD-
STASFHFI EGEVECGPGPGIEGIFEGP

1) Represent the message in 8bits binary: 01001000,
01101001

2) Represent each part (4 bits) as a letter based on Table
1: C, H, E, I

3) Apply one of the complementary rule (1) based on
Table 2: V, F, K, L

4) The first occurrence of V F K L in the sequence is
3, 34, 4, 5 respectively.

5) Represent the decimal index numbers to 8 bits binary:
00000011, 00100010 00000100, 00000101

6) Represent each 6 bits binary numbers represented
to DNA letters according to Table 3. Not: extra
zero added to make all of them 6bits 000000 =
TTT, 110010 =TAG, 001000 = ATT, 000100 =
CTT, 000001= TCT, 010000 = TTC The faked
DNA that hold the secret message is TTTTA-
GATTCTTTCTTTC
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C. Proposed Data Decryption Algorithm: Main Steps

1) Represent each three DNA letters of the encrypted
message to 6 bits binary numbers according to Table
3.

2) Take each 8bits and then convert them decimal num-
bers. Ignore the mod of 8.

3) Take these decimal numbers as indexes for the key
and retrieve the represented value for each index in
the key.

4) Apply one of the complementary rule (either rule one
or two) on the letter created in previous step, so each
letter will be represented to another letter of amino
acids based on Table 2.

5) Represent each letter to 4bits binary number accord-
ing to Table 1.

6) Represent each 8bits binary number to ASCII num-
bers and letters to get your original message.

D. An Example to Decrypt a Message

The faked DNA is: TTTTAGATTCTTTCTTTC
The amino acid sequence: MPQVKLWLSGIQICLQS-
NQLAPLIRELQKD STASFHFIEGEVECGPGPGIEGIFEGP

1) Represent each three DNA letters of the faked DNA
to 6 bits binary numbers according to Table 3:
TTT = 000000, TAG= 110010, ATT= 001000, CTT=
000100, TCT= 000001, TTC= 010000.

2) Represent every 8bits to decimal number: 3, 34, 4, 5
Ignore the mode of 8 (here is the last 4 zeros).

3) Take these decimal numbers as indexes for the key
and retrieve the represented value for each index in
the key: V, F, K, L.

4) Apply complementary rule (1): C, H, E, I
5) Represent each letter to 4bits binary number accord-

ing to Table 1: 0100, 1000, 0110, 1001
6) Represent each 8bits binary number to ASCII num-

bers and letters to get your original message:
01001000 = H 01101001 = i The message is Hi

V. RESULTS AND COMPARATIVE ANALYSIS

The results show high performances in the proposed
method comparing with other encryption techniques. There
are many criteria that can be used to evaluate any encryption
method or algorithm. These terms are key size, data size,
security and time complexity [9]. Here, we present a compara-
tive analysis between our proposed algorithm and well-known
encryption method based on these criteria.

A. Key Size

Key size means the length of the key used in bits or
letters to encrypt a message by any technique. Every method
of encryption has its own key size [10]. In the asymmetric
RSA cipher, the amount of key size is not limited to any
number. It could be any length as it depends on the amount of
information to be encrypted. The more the information, the
longer the key, the more complexity time. AES is another
method which has three options in terms of key size, either 256
or 192 or 128. This increase the security level of this technique
as the key size has a positive correlation with security level

[1]. In our proposed algorithm, the key size is composed of
16 amino acid letters. These letters are extracted from any
amino acid sequence with their indexes to be used for the
encryption process. The amino acid sequence could be in any
length and the 16 letter could be in any position. Consequently,
this increase the security level of this method to a large extend
as there are hundreds of thousands of amino acid sequences.

B. Data Size

The amount of data to be encrypted which is measured
by either bytes or kilobytes is called data size. The data size
in some cases could be a weak point for some encryption
methods. Some methods has restriction size on the amount of
data to be encrypted. While others such as vigenere cipher
method, the big amount of data led to repetition when the key
size is small. In RSA cipher case, there is a positive relation
between the key size and the data size. Each amount of data
should has an appropriate key size [1] . In this new method,
the data size has no limitation. In addition, it has no relation
with key size. Accordingly, each of the key and the data are
separated from each other.

C. Security

The security in the field of encryption means the probability
of cracking. Every encryption technique has its own security
level by calculating the cracking probability. The security level
of the Vigenere cipher method is very weak as the key is
repeated, so the cracker can guess the key length of the key
using some statistical methods and ultimately decipher the
text. On the other hand, the RSA cipher security level relies
heavily on the key size. If the chosen key is small, the text
could be cracked easily. In the AES method, the time required
to crack it, depends on the key length used to cipher the
text. As AES use long key size, it makes its method better
than other advanced symmetric ciphers and cannot be cracked
only by using the brute force cryptanalysis. In our proposed
method, the key is an amino acid sequence in any length.
The indexes of the first occurrence of the 16 amino acids
are kept to be used later. Accordingly, the security level of
the new encryption method depends on how many amino acid
sequences are there?. There are many official databases that
hold amino acid sequences. The Universal Protein Resource
(UniProt) is one of the main amino acid and protein sequences
recourse over the world. According to last release on March
2017, the database of the UniProt contains on 80204459 amino
acid sequences [11]. So the security level or the probability
of cracking can be calculated as it is illustrated below. The
probability of cracking will be =1/280204459 . We multiplied
it by 2 as we use 2 complementary rules. In addition, this is
not the end, this number (80204459) is grown dramatically and
this will increase the security level of the method

D. Time Complexity

Time complexity means the required time needed to en-
crypt a message. The time depends heavily on the steps of a
specific algorithm. In our algorithm, there are 6 steps to encrypt
a message. The more advanced ciphering methods such as AES
and RSA shows more executing time than simpler methods
such as DNA-based PCF.
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We used Perl programming language to implement our
method. gmtime() is used in Perl to print the executing time. It
shows very fast performance to encrypt even a long message.

All the criteria above have been compared and elaborated
in Table 5 which compare the proposed method with common
once

TABLE V. COMPARATIVE ANALYSIS

Parameters DNA-based PCF RSA Proposed method
Key size English letters of

maximum length 25
Large sizes lead to
extensive computa-
tional efforts

16 amino acids let-
ters.

Data size Any size Large sizes needs
large key size

Any size

Time
complex-
ity

Low The highest Low

Security Its cracking proba-
bility is very low

Can be cracked for
small key lengths

Very low and ex-
plained in security
point.

VI. CONCLUSION

To conclude, it is compulsory to keep the information safe.
Using DNA and amino acids sequences as mediums to encrypt
a message took much attention of the researchers. There are
many algorithms and methods have been designed to encrypt a
message using different kind of medium. Every cryptography
technique has its own features in term of performance. Some
of them are performing well in terms of key size and might fail
in data size, while other present good result in time complexity
meanwhile has high probability to crack the message.

Our proposed method has no restrictions in data size and
the key size. In addition, its probability to crack it down is very
low comparing with other methods. Moreover, this probability
is decreased as long as UniProt get updated. In terms of time,
as there are just six steps to encrypt any message, it shows
high speed in terms of time complexity. Consequently, the new
proposed algorithm has satisfied most encryption criteria to a

large extend the used to evaluate and ciphering method. This
method could be more improved by decreases the length of
the encrypted message.
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Abstract—Worldwide, the monitoring of pests and diseases
plays a fundamental role in the agricultural sustainability;
making necessary the development of new tools for early pest
detection. In this sense, we present a software application for
detecting damage in tobacco (Nicotiana tabacum L.) leaves caused
by the fungus of blue mold (Peronospora tabacina Adam). This
software application processes tobacco leaves images using a pat-
tern recognition technique known as Artificial Neural Network.
For the training and testing stages, a total of 40 images of tobacco
leaves were used. The experimentation carried out shows that the
developed model has accuracy higher than 97% and there is no
significant difference with a visual analysis carried out by experts
in tobacco crop.

Keywords—Nicotiana tabacum L.; Peronospora tabacina Adam,
image processing; artificial neural networks

I. INTRODUCTION

Worldwide, there is considerable interest in working to-
wards agricultural sustainability. Therefore, the pests and dis-
eases that attack different crops are some of the enormous
challenges that must be faced. For this reason, integrated pest
control is usually one of the most used approaches, where the
monitoring of pests and diseases plays a fundamental role.

Tobacco (Nicotiana tabacum L.) is an economically impor-
tant crop worldwide, which is grown in different agricultural
areas around the world [1]. According to the SIAP1, in 2015,
7,936 ha were planted in Mexico, which 1,264 ha were
reported as damaged.

Blue mold (Peronospora tabacina Adam) is considered the
main phytosanitary problem of tobacco cultivation in many
countries worldwide [2]. The humid and cold climates favor
the development of the fungus, which can be germinated in a
period from 2 to 4 hours. This fungus can infect the tobacco
plant in all its phenological stages. Initially, several localized
lesions appear in different areas of the infected leaves, as the
disease progresses, these lesions gather forming necrotic zones
of light brown color. Fig. 1 shows a leaf of tobacco damaged
by blue mold in its initial stage.

In general, farmers and agriculture experts detect diseases
of their crops through visual inspection, which is based on their
experience. This type of work requires continuous monitoring

1Mexican Agrifood and Fisheries Information System (Servicio de Infor-
mación Agroalimentaria y Pesquera). Available: http://infosiap.siap.gob.mx

Fig. 1. Tobacco leaf damaged by blue mold.

of expert people, which is often prohibitively expensive for
many farmers due to the vast extensions of the plots. In several
countries, there is government support for the monitoring of
crops in order to guarantee agrifood sustainability. In Mexico,
there is economic and technical support from some government
agencies to help farmers monitor some pests and diseases2,3.
However, this evaluation process is tedious, time-consuming
and moreover very much subjective. For this reason, the
detection of diseases based on the processing of images is
a very relevant research topic [3]. This technique allows non-
expert people, helped by a software application, automatically
detect the signals of diseases that occur in the crops.

The process of plant diseases recognition using images
consists of extracting the feature information of the diseased
regions in the obtained images by the use of image processing
techniques, and then achieve the identification of diseases by
employing some pattern recognition technique such as Neural
Networks (NNs) [4], [5], Support Vector Machine (SVM) [6],
[7], Genetic Algorithms (GA) [8], among others.

In particular, artificial neural networks (ANNs) stand out as
a popular machine learning technique due to their relative ease
of use and understanding compared to statistical methods, as
well as their excellent performance in various machine learning
tasks. In recent years, several studies have shown that ANNs
have unique abilities such as learning and generalization which
facilitates a reliable diagnosis of plant diseases [9], see Table I;
in general, ANNs have a higher degree of diagnostic than other
machine learning techniques.

2Mexican Service for Agroalimentary Public Health, Safety and Quality
(Servicio Nacional de Sanidad, Inocuidad y Calidad Agroalimentaria). Avail-
able: https://www.gob.mx/senasica

3Nayarit Plant Health Committee (Comité Estatal de Sanidad Vegetal de
Nayarit). Available: http://cesavenay.org.mx/
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TABLE I. STRATEGIES FOR THE RECOGNITION OF DISEASES IN
PLANTS BASED ON IMAGE PROCESSING AND NEURAL NETWORKS

TECHNIQUES

Description Technique Accuracy Reference
It is introduced that an algorithm
for extracting lesion area and appli-
cation of Probabilistic Neural Net-
work (PNN) to classify seedling
diseases such as anthracnose and
frog-eye spots on tobacco leaves.

PNN 88.59% [10]

It is presented a method to rec-
ognize wheat and grape diseases
which is based on the princi-
pal component analysis (PCA) and
PNN techniques. PCA is used to
reduce the dimensions of the fea-
ture data to reduce the number of
neurons in the input layer and to
increase the speed of PNN.

PCA and
PNN

95% [4]

The authors introduced an im-
age processing method to de-
tect diseases which attack the
pomegranate crop. The method is
based on the artificial neural net-
work (ANN) technique.

ANN 91% [11]

Sannakki et al. presented a model
to classify diseases that attack
the leaves of the grape, in spe-
cific, downy mildew and powdery
mildew. The model was based on
the ANN technique.

ANN 100% [5]

A method for identifying fungal
diseases that affect vegetable crops
is presented, the approach is based
on the ANN technique.

ANN 84.11% [12]

In this paper, with the intention of promoting the early
identification of pests and the levels of damage in tobacco
crops, a mobile application it is introduced to achieve the
detection of damage in tobacco leaves caused by blue mold.
A classification model was trained to boost this application,
which is based on the multilayer perceptron ANN technique.

II. MATERIALS AND METHODS

A. Tobacco Leaves

In Mexico, more than 80% of tobacco crop is grown in
the state of Nayarit, mainly in its coastal municipalities; being
Santiago Ixcuintla the municipality where more than 70% of
Nayarita tobacco is sown [13]. Fig. 2 shows the Nayarit state
in solid green color, the leading tobacco region is highlighted
in yellow tones, and the municipality of Santiago Ixcuintla is
in intense solid yellow.

The tobacco leaves used in this study came from tobacco
plantations located in the municipality of Santiago Ixcuintla;
There, we identified healthy plants and plants with signs of
damage by blue mold.

B. Protocol for the Acquisition of Images

The acquisition of the images was made in the following
way: activating the focus option of the mobile device, taking a
photograph at around 30 cm distance, making sure that there
is proper solar illumination and absence of shadows and non-
uniformities in light distribution over the leaf.

C. Samples

The data used in this research work consists of 40 images
of tobacco leaves with different levels of damage. The photos

Fig. 2. Santiago Ixcuintla (highlighted in intense yellow color), municipality
of the state of Nayarit (solid green color), the leader in the production of
tobacco in Mexico.

were taken in different tobacco plantations located in Nayarit,
Mexico.

D. Proposed Software System

This section outlines the overall scheme of the developed
software application and the underlying technique. Fig. 3
shows the architecture of the proposed software system, which
follows the client-server principle. On the client side, there
are two components (1) a mobile application for the user
interaction and (2) a local database. On the server side, there
are three components, (3) a web service to address the requests
of clients, (4) a database, and (5) a classification model based
on the ANN technique. Next, each of the components is
described.

Fig. 3. The architecture of the proposed software application.

1) Blue-Mold-Detector: This software component is a
mobile application based on the Android system. The user
interacts with this component to take photographs of tobacco
leaves; the photographs are sent to the central server for
analysis; finally, the results are displayed on the mobile device.

2) Local-DB: In the fieldwork, there is often no Internet
signal, for this reason, it is necessary to store the photographs
taken on the mobile device and then when there is phone signal
send them for analysis. The Local-DB component, based on
SQLite software, is responsible for doing these tasks.

www.ijacsa.thesai.org 580 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

3) Blue-Mold-Web: This component is responsible for ad-
dressing the client’s requests to analyze the images in search of
blue mold. For this, this component interacts with the Global-
DB and ANN-Model components. This component is a web
service implemented in PHP.

4) GlobalDB: This component has the task of storing the
images taken with the mobile application so that they can be
processed later. The images are stored in a database, based on
MySQL software.

5) ANN classification model: This module is responsible
for analyzing the images sent by the Mold-Blue-Web compo-
nent. This component is the classification model which is based
on a multilayer perceptron neural network. The following
section describes the method used to create the classification
model based on the ANN technique.

E. Proposed Method for Developing the ANN Model

The following steps were followed to develop the pro-
posed classification model: preprocessing, feature extraction,
creation, and validation.

1) Preprocessing: The images were enhanced by a Gaus-
sian filter; the function is shown in (1) was used for this
purpose.

g(x, y) =
1

2πσ
e

−(x2+y2)

2σ2 (1)

where

g = Filtered image

x, y = Position of pixel

σ = Standard deviation of Gaussian filter.

2) Feature extraction: Similar to that presented by Castro
et al. [14], a visual evaluation scale was established and
three levels of tobacco leaf damage caused by blue mold are
proposed. In Table II, the three levels of damage are described,
from a healthy stage, through initial damage, to advanced
damage showing large necrotic areas.

TABLE II. VISUAL SCALE FOR EACH LEVEL OF DAMAGE IN
TOBACCO LEAVES CAUSED BY BLUE MOLD

Level Stage Visual aspect
1 Healthy No visible stain.
2 Initial Few yellow spots without defined borders.
3 Advance The spots turn dark brown.

Subsequently, an application was developed in GNU Oc-
tave4 to extract characteristics of each level of damage. This
application allows it to select manually rectangular regions of
interest (ROIs) and associate the value of the RGB combina-
tions of each pixel to a level of damage. In Fig. 4, the three
histograms of blue mold damage levels are represented.

4GNU Octave. A Scientific Programming Language. Available: https://
www.gnu.org/software/octave/

(a) Level 1

(b) Level 2

(c) Level 3

Fig. 4. Histograms of the different levels of damage.

3) Creation and validation of the classification model: In
order to create and validate a classification model based on the
ANN technique, the dataset was divided as follows: 50% for
the creation and 50% for validation.
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• Creation. In this step, we used the methodology
suggested by Castro et al. [15], which were proposed
for hyperspectral images; and we modified it to use tri-
band images (RGB) and create a multilayer perceptron
neural network, see Fig. 5.

Fig. 5. The multilayer perceptron neural network architecture proposed.

In the proposed model, the number of neurons in
the hidden layer was determined by the pyramidal
principle given in (2). Three layers with three neurons
in the input layer (one for each RGB band) and one
neuron in the output layer with three possible values,
one for each class (healthy, initial and advanced).

Hn =
Xn + Yn

2
(2)

where
Hn = hidden neurons
Xn = input neurons
Yn = output neurons.

Once the algorithm based on the ANN technique was
developed, 50% of the dataset was used as follows:
training (70%), validation (15%), and tests (15%).

• Validation. In the same way, as in the previous step,
the other 50% of the data set was used to evaluate
the accuracy of the classification model created, the
results are projected in a confusion matrix.

4) Testing: All the leaves were evaluated visually by a
panel of four trained judges who determined the total area
damaged. These values were compared with those obtained
through the computational model, using descriptive statistics
techniques.

III. RESULTS

A. Android APP

A prototype of a mobile application based on the Android
system was developed, it offers an option to analyze the
photographs captured on the secure digital card of the mobile
device, see Fig. 6(a). Once the image is analyzed the results
are shown in Fig. 6(b), it includes detailed information about
the analysis, the date and time of the capture, the device that
took the photograph, the GPS location of the leaf that was sent
to be analyzed, and a graph of the levels of damage due to
blue mold.

B. Obtaining Information by Level of Damage

The ROI selector system described in Section II-E2 was
used to obtain the information by level of damage of tobacco

(a) (b)

Fig. 6. The mobile software application proposed. (a) Main screen to take a
photo of tobacco leaf and analyze it for damage caused by blue mold. (b) It
shows the results of the analysis of a tobacco leaf.

leaves. From the obtained RGB combinations, we uniformly
select 30,000 data (pixels) per damage level. As a result of the
training process, an accuracy of 97.2% was obtained, see the
confusion matrix shown in Table III.

TABLE III. CONFUSION MATRIX RESULTING FROM THE TRAINING
PROCESS

Healthy Initial Advanced Accuracy
Healthy 33.2% 1.8% 0.8% 92.7%
Initial 0.1% 31.5% 0.0% 99.6%
Advanced 0.0% 0.0% 32.5% 100%

97.2%

An example of the use of the developed classification
model is shown in Fig. 7; (a) shows a classified leaf with
different levels of damage, and (b) shows a graph which
represents the percentage of damage for each level.

(a) (b)

Fig. 7. An example of the classification model developed. (a) A leaf
with different levels of damage. (b) A corresponding graph with the damage
percentages for each level.

In order to assess the quality of the results obtained by
the classifying model, we proceeded to compare the results
against the reported in the literature. Table I shows the accu-
racy achieved by other classifiers based on neural networks
techniques.

The only previous study that we found recorded in the
literature regarding the use of automatic learning techniques
applied to the detection of diseases and pests in tobacco crops

www.ijacsa.thesai.org 582 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

was reported by Guru et al. [10] in 2011. However, Guru
et al. worked with tobacco seedlings and the damage caused
by anthracnose. They proposed an algorithm to recognize the
damaged areas, which was based on the technique of the prob-
abilistic neural network (PNN). The developed classification
model was able to detect and classify damages in leaves of
tobacco seedlings with an accuracy of 88.58%. Therefore, the
results we obtained in the classification of damage levels in
tobacco leaves caused by blue mold using the ANN technique
are very competitive (accuracy = 97.2%).

Wang et al. [4] used the PNN technique to detect diseases
in wheat and grapes, obtaining accuracies of 95% and 94.29%
respectively. Concerning the sample size, they used an average
of 25 images for each disease. The results that we report in
this paper using a sample of 40 images are superior to those
reported by Wang et al.

Regarding the specific use of the ANN technique in the
classification of diseases in crops, we find in the literature the
works of Kulkarni and Patil [11] (pomegranate), Sannakki et
al. [5] (grape), and Pujari et al. [12] (beans, soybean, sunflower,
and tomato). In summary, our results are very competitive
compared to those reported in the literature and that only the
results reported by Sannakki et al. are superior, see Table I.

Analyzing the work reported by Sannakki et al. [5], we
found that the addressed problem could be considered more
accessible to tackle compared to the problem proposed in this
paper. Sannakki et al. addressed the problem of identifying
between two types of diseases that attack the leaves of grapes
(downy mildew and powdery mildew); instead, we address the
problem of determining levels of damage caused by the blue
mold in tobacco leaves. A detail that caught our attention is
that Sannakki et al. mentioned that they used 94% of their
data for training and only 6% for validation, which could have
positively influenced their results.

C. System Testing

First, four judges specialized in tobacco pests carried out
a visual analysis (VA). They made a visual examination of the
tobacco leaf samples using the scale showed in Table II.

Due to the differences in the results of the applied methods
(ANN and VA), it is necessary to determine if such differences
are significant. For this purpose, a nonparametric statistical
analysis was performed using the Kolmogorov-Smirnov test,
which we calculated using (3).

D = max |V Ai −ANNi| = 0.2023 (3)

For α = 0.05, we obtain a Dα = 0.2101, since D < Dα

it is concluded that there is no significant difference in the
results.

IV. CONCLUSIONS

In this work, a mobile application was presented for the
detection of damage levels in tobacco leaves due to blue mold.
Internally, this mobile application has a damage classification
model based on the ANN technique. The experimentation
carried out, showed that this model has an accuracy superior
to 97% and there is no significant difference with a visual

analysis made by experts in pests and diseases of the tobacco.
As future work, we will extend the use of the proposed APP
to identify other diseases and pests in tobacco crops.
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Abstract—Elasticity and viscosity of tissues are two important
parameters that can be used to investigate the structure of tissues,
especially detecting tumors. By using a force excitation, the
shear wave speed is acquired to extract its amplitude and phase.
This information is then used directly or indirectly to compute
the Complex Shear Modulus (CSM consists of elasticity and
viscosity). Among these methods, Algebraic Helmholtz Inversion
(AHI) algorithm can be combined with the Finite Difference Time
Domain (FDTD) model to estimate CSM effectively. However, this
algorithm is strongly affected by measured noise while acquiring
the particle velocity. Thus, we proposed a LMS/AHI algorithm
which can estimate correctly CSM. A simulation scenario is built
to confirm the performance of the proposed LMS/AHI algorithm
with average error of 3.14%.

Keywords—Shear wave; elasticity; viscosity; CSM estimation;
least mean square; Algebraic Helmholtz Inversion

I. INTRODUCTION

Elasticity and viscosity of tissues are two important factors
that can be exploited to detect tumors [1]. Many research work
focused on elasticity [2]–[7] where ultrasonic Shear Wave
Elasticity Imaging (SWEI) offers significant advantages over
the other techniques in terms of reproducibility, quantifica-
tion, elasticity contrast, and automatic shear wave generation.
However, for deeply understanding about the tissue, various
work have been developed to estimate both the elasticity and
viscosity, which are briefly surveyed next. Breast needle biopsy
is well-known in ultrasonic. In order to generate the shear
wave, previous work applied force whose frequencies are low
as 0.1 Hz and high as 10 kHz. Recently, they have used the
excitation in the range of 50−250 Hz for simplification of the
measurement. In this paper, only single frequency of 150 Hz
is needed for the excitation. By applying the force at different
spatial locations, the structure of the tissue can be investigated.

The relationship between the speed and absorption of shear
wave to the corresponding CSM can be modeled by simple
equations in [8]. If transient forces [9] are considered, the
reflections are minimized. However, the affection of noise
is worse than using harmonic forces [10]. If the harmonic
needle vibration is used, compared with other force excitation
techniques, larger amplitudes of shear wave can be obtained.
Thus, a harmonic needle vibration is considered for excitation
in this work. In 2004, Chen et al. exploited the relationship
between the propagation speed and the vibrating frequency to
build the shear wave speed dispersion, and then estimate the
CSM [11]. In 2007, Zheng et al. used a linear Kalman filter for

CSM estimation over a frequency bandwidth [10]. The noise
is reduced by this filter. Recently, some extended methods
have been introduced in [10]–[13] where the authors needed
to use multiple datasets of different vibration frequencies. In
this paper, only a single-frequency excitation is needed, but
still, the acquisition time is improved.

In order to detect tumor (if any) in the tissue, Tran et
al. [14] used the maximum likelihood ensemble filter for
1D heterogeneous tissue. However, the propagation model
using wave equation in [12], [14], [15] is very simple, and
it can not represent the actual propagation in heterogeneous
tissue. In 2015, Qiuang et al. [16] proposed a method which
uses Finite Element Method (FEM) to model the shear wave
propagation in transversely isotropic, viscoelastic and incom-
pressible media. However, the complexity of FEM is high.
FDTD is more effective method with lower complexity than
FEM. In [17], Orescanin et al. exploited FDTD model then
used AHI algorithm to estimate CSM. However, there is a
lack of deep investigation of noise in this work because AHI
is strongly affected by noise.

In this paper, we introduce an integration of AHI and Least
Mean Square (LMS) algorithms to estimate CSM. A shear
wave generator at a single frequency of 100 Hz is excited at the
origin (0,0) by the vibrating needle. A linear array transducer
is used to measure the particle velocity of shear wave at
120 spatial locations. At each point, the CSM from the noisy
particle velocity of shear wave is then estimated by applying a
specific LMS/AHI. Using the LMS/AHI can drastically reduce
the complexity as compared to previous techniques. Finally, a
scenario with a tumor and noise environment is studied to
evaluate quality of the estimated CSM.

II. METHOD

A. Shear Wave Propagation

Generation of shear waves and measurements of the par-
ticle velocity are shown in Fig. 1. In this system, a needle
is vibrated at a single frequency along the Z-axis, the share
wave is then propagated in X-Y plane. After that, the particle
velocity is acquired by using a Doppler ultrasound device [12].

In some previous work ( [12], [14], [15]), the wave (1)
is used to compute the particle velocity v(r, t) at a spatial
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Fig. 1. Generation and measurement of shear wave.

location r and time t.

v(r, t) =
1√
r − r0

Ae−α(r−r0) cos[ωt− ks(r − r0)− φ], (1)

where A is the vibration’s amplitude of the needle, r0

is the needle’s spatial location, φ is the initial phase, α and
ks are attenuation coefficient and wave number at spatial
location r respectively.

The formula (1) has the advantage of simplification. How-
ever, it cannot reflect the propagation of the shear wave in the
real tissue, especially in a heterogeneous one. Thus, FDTD
method is used, together with the assumption of cylindrical
shear wave propagation along the radial axis and ignoring
absorption of medium. Consequently, the particle velocity
vector vz on a direction of the wave propagation x in Cartesian
coordinate relates to the stress tensor σzx, which can be
described by the following (2) and (3) (from [17]):

ρ∂tvz = ∂xσzx, (2)

∂tσzx = (µ+ η∂t) ∂xvz, (3)

where ∂t represents a partial derivative operator ∂/∂t
applied to values to the right of the symbol, ∂x represents a
partial derivative operator ∂/∂x applied to values to the right of
the symbol, ρ is density of the tissue, µ and η are the elasticity
and viscosity of the tissue respectively.

Kelvin–Voigt model is applied to represent the CSM
G (x, ω), which depends on the angle frequency of the vi-
bration ω as follows

G (x, ω) = µ (x)− iωη (x) . (4)

where µ is the elasticity and η is the viscosity that need to
be estimated. To discretize (2) and (3), the following notations
will be used:

vz (x, t) = vz (i∆x, n∆t) = vnz |i , (5)

σzx (x, t) = σzx (i∆x, n∆t) = σnzx |i , (6)
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Fig. 2. Illustration of the stress tensor σ and the particle velocity vector vz
nodes in time and space.

where ∆x is the distance between continuous spatial lo-
cations, ∆t is the sampling period, the index i is the spatial
step, and the index n is the temporal step, as shown in Fig. 2.

By using FDTD method, (2) and (3) are described as
follows:

vn+1
z |i = vnz |i +

∆t

ρ∆x

(
σ
n+ 1

2
zx

∣∣∣i+ 1
2
− σn+ 1

2
zx

∣∣∣i− 1
2

)
, (7)

σ
n+ 1

2
zx

∣∣∣i+ 1
2

= σ
n− 1

2
zx

∣∣∣i+ 1
2

+ µ∆t
∆x

(
vn+1
z |i+1 − vn+1

z |i
)

+ η
∆x

(
vn+1
z |i+1 − vn+1

z |i
)

− η
∆x (vnz |i+1 − vnz |i ) ,

(8)

B. Signal Enhancement using Least Mean Square Algorithm

Adaptive filters attracts a great attention due to its prop-
erty of self adjusting their coefficients [18]. For the signal
enhancement, the output signal is obtained from a noisy input
signal and an adaptation process. The filter coefficients are
adjusted in order to minimize a desired cost function. There
are a lot of filter structures and adaptive algorithms that have
been developed in recent decades [19]. In this paper, we design
a transversal adaptive filter to reduce the noise from the noisy
particle velocity which is acquired from the Doppler ultrasound
system, as shown in Fig. 3.

In Fig. 3, a particle velocity signal, represented as d(n),
is transmitted into the tissue which is affected by noises,
represented as v(n). Together, they form a noisy signal vz(n)
which is described by

vz (n) = d (n) + v (n) . (9)

This noisy signal vz(n) is applied as an input to the
adaptive filter to extract the estimate of the desired signal
with minimum error using various adaptive methods such as
LMS, Normalised Least Mean Square (NLMS), Root Mean
Square (RMS) algorithms, etc. When the estimate of noise
equals or approximates the v[n] (y(n) = v(n)), the error
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Fig. 3. Using LMS filter to enhance the particle velocity.

signal is approximately the filtered speech signal d(n) because
e(n) = d(n)+v(n)−v(n) = d(n). The output of the adaptive
filter or filtered signal v̂z(n) = e(n).

The input signal is sampled and it forms a vector containing
N samples.

vz (n) = [vz (0) vz (1) .. vz (N − 1)] , (10)

The corresponding estimated value of the desired signal is
v̂z(n). The coefficients of the filter are represented as

w (n) = [w (0) w (1) .. w (L)] . (11)

where L represents the order of the filter. The filter
coefficients, alternatively called as weights w(n), are adjusted
every time in such a way that the Mean Square Error (MSE)
is minimized. There are many well-known adaptive algorithms
that can accomplish this weight adjustment. Among them, the
LMS algorithm has a simple filter weight update mechanism,
which has a fast rate of convergence if an optimal step size is
used.

The LMS algorithm can be summarized in Algorithm 1
below:

Algorithm 1: LMS Algorithm for Shear Wave Acqui-
sition

Step 1: Initialize the step size µ, filter order L, and noise
variance.
Step 2: Initialize the filter coefficients w(n) = 0.
Step 3: For n = 0, 1, 2, .
3.1. Compute the filter output
y(n) = w(n) ∗ x(n)
3.2. Compute the error in estimation
e(n) = vz(n) - y(n)
3.3. Compute the updated tap-weight
w(n+ 1) = w(n) + µe(n)x(n)
3.4. Compute the denoised signal by assigning
v̂z(n) = e(n)
3.5. Iterate till end of the signal

end

C. Direct Inversion using Least Mean Square/Algebraic
Helmholtz Inversion Algorithm to Estimate the CSM

After reducing the noise from acquired particle velocity,
the AHI algorithm [20] is used to compute the CSM. For a
small volume, it is assumed that the viscoelastic property of

the tissue is isotropic. Thus, there is negligible compression
applied to the tissue by the needle, as a result, the particle
velocity vector vz can be described by the Navier wave
equation in a homogeneous solid. We combine (2) and (3)
to obtain

ρ
∂2vz
∂t2

= G′ (x, t)∇2vz, (12)

where G′ (x, t) is the CSM in time domain and ∇2vz is
Laplace operator of vz which is defined as ∇2vz = ∂2vz/∂x

2.

AHI algorithm is applied to solve (12), which then becomes
the Helmholtz equation(

G (x, ω)

ρ
∇2 + ω2

)
Vz (x, ω) |ω=ω0

= 0, (13)

where G (x, ω) is the CSM in frequency domain and
defined in (4), Vz (x, ω) is the temporal Fourier transform of
the particle velocity vz (x, t), Vz (x, ω) = Ft {vz (x, t)}, and
ω0 is the angular frequency ω0 = 2πf0. From (13), it can be
seen that the CSM can be estimated directly as

µ (x) = <
{
−ρω2

0Vz(x,ω0)
∇2Vz(x,ω0)

}
,

η (x) = =
{
−ρω0Vz(x,ω0)
∇2Vz(x,ω0)

}
,

(14)

where Vz(x, ω0) is computed by using Fourier transform at
the specific angular frequency ω0; ∇2Vz(x, ω0) is computed
by using the function Discrete Laplacian (The MathWorks)
del2(Vz(x, ω0)) which returns a discrete approximation of
Laplaces differential operator applied to Vz(x, ω0).

The proposed LMS/AHI for CSM estimation is summa-
rized in Algorithm 2.

Algorithm 2: LMS/AHI Algorithm for CSM Estima-
tion

Step 1: Set up the simulation scenario.
Step 2: Select the excitation frequency f0=150Hz.
Step 3: Generate shear waves by vibrating the needle.
Step 4: Acquire the noisy particle velocity at 120 spatial
locations.
Step 5: Estimate the noise variance from the noisy signal
corrupted by the additive white noise.
Step 6: Reduce the noise from noisy particle velocity using LMS
filter as shown in Algorithm 1.
Step 7: Discard the transient parts of the filtered signal and keep
the steady-state of the filtered particle velocity.
Step 8: Compute the temporal Fourier transform of the filtered
signal.
Step 9: Estimate each CSM in spatial locations using (14).
Step 10: Evaluate the estimation performance.

end

III. RESULTS AND DISCUSSIONS

In order to verify the proposed method LMS/AHI, a
simulation scenario is built where 1D heterogeneous tissue is
12 mm in length and the distance between two continuous
spatial locations is 0.1 mm. At each spatial location, we
consider 20000 samples. The vibrating frequency is chosen as
150 Hz; the amplitude of the vibration is 2 mm. The elasticity
and viscosity of the tissue are shown in Table I.
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TABLE I. SIMULATION SCENARIO

Spatial locations Elasticity [Pa] Viscosity [Pa.s]
1–29 650 0.1
30–50 900 0.35

51–120 650 0.1

It can be seen that there is an inclusion (from the 30th to
50th spatial locations) in this tissue.

Fig. 4 and 5 present the particle velocities in term of time
at the 15th and 60th points, respectively. They are sinusoidal
functions of time in two cases: noisy and filtered signals. The
filtered signal can be divided into two parts: transient part
which is still affected by noise and the steady-state part where
the noise was filtered out completely. It is obviously that the
amplitude at the 15th spatial location is larger than that of
the 60th one. However, the power of the additive noise is the
same for all L = 120 spatial locations. It is noted that the
noise would strongly affect the CSM estimation due to the
limitation of AHI methodology.

Fig. 6 shows the particle velocity vs. spatial locations
where the undeniable role of measured noise is also illustrated.
Furthermore, as shown in this figure, the power of the additive
noise is the same for every spatial location.
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Fig. 4. The particle velocity in time at the 15th point.
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Fig. 5. The particle velocity in time at the 60th point.

Without noise filtering, CSM can not be estimated. Thus,
the following three cases, which are shown in Fig 7 and 8,
are concerned: ideal estimation, LMS/AHI without removing
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Fig. 6. The particle velocity vs. spatial locations.

the transient parts of the filtered signal, and the proposed
LMS/AHI (i.e removing the transient part and keep the steady-
state of the filter signal). Without removing the transient part,
the estimation can not trace well the ideal ones. The reason
is that the noise is still existed in this part and it affects
both calculations of vz(x, ω0) and ∇2vz(x, ω0). By cutting
the transient parts of the filtered signal and keep the steady-
state of the filtered particle velocity, the calculations of both
vz(x, ω0) and ∇2vz(x, ω0) are improved. Hence, the elasticity
and viscosity can trace well the ideal ones.
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To quantify the efficiency of the proposed LMS/AHI algo-
rithm, the error between the ideal CSM (µ, η) and the estimated
CSM (µ̂, η̂) on different ranges of the tissue is computed. The
normalized error can be defined as:

εµ = 1
L

∑L
i=1

|µi−µ̂i|
µi

εη = 1
L

∑L
i=1

|ηi−η̂i|
ηi

(15)

The results are shown in Table II. It can be seen that the
quality of estimation is significantly improved by cutting the
transient part of the filtered particle velocity. The transient part,
which is still affected by noise, would affect the CSM estima-
tion. The efficiency of the proposed LMS/AHI algorithm is
confirmed by this error performance. As indicated in Table II,
with LMS/AHI algorithm after cutting the transient part, we
can achieve the average error of both elasticity and viscosity
as 3.14%.

TABLE II. ERROR OF THE CSM ESTIMATION

Spatial locations Error
for elasticity [%]

Error
for viscosity [%]

LMS/AHI without cutting the transient 1.27 10.39
LMS/AHI with cutting the transient 0.64 5.64

The results in this study are compared with some previ-
ous results. In [14], [15] and [12], authors used the MLEF
(Maximum Likelihood Ensemble Filter) to estimate CSM. The
error of estimation in [14], [15] is less than 10% for both
elasticity and viscosity while in [12], the error of elasticity
estimation is less than 2% and the error of viscosity estimation
is within 5%. However, in the studies [14], [15] and [12],
the particle velocity of shear wave is modelled following the
basic wave propagation equation which is only suitable for a
homogeneous medium. In this paper, we have applied FDTD
method to model the particle velocity of shear wave and this is
correct with a heterogeneous medium (i.e. tissues). In addition,
an adaptive filter (LMS) has been added for denoising the
measured particle velocity of shear wave before estimating
CSM using AHI algorithm. This is an advantage of this paper
comparing with [17] which applied only AHI algorithm to
estimate CSM.

IV. CONCLUSION

A method for 1D estimation of CSM in tissues have been
proposed successfully in this paper. The proposed method has
used LMS/AHI to estimate CSM at each point in the medium
with good estimation error of 3.14%. In the experiment, only
a single vibration frequency (150 Hz) is used. The propagation
of shear wave is modeled using FDTD method with good
accuracy and low complexity compared to FEM. The noise
in the particle velocity is filtered using a specific LMS filter.
CSM is then estimated directly using AHI after removing the
transient part of filtered signal. In the future work, we will
improve the accuracy of the CSM estimation, especially for
the viscosity of tissues. The target will be able to distinguish
between objects and the medium when the CSM of the objects
are not much greater than that of the medium (i.e. early tumor
detection).
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Abstract—Triple Modular Redundancy (TMR) technique is
one of the most well-known techniques for error masking and
Single Event Effects (SEE) protection for the FPGA designs.
These FPGA designs are mostly expressed in hardware descrip-
tion languages, such as Verilog and VHDL. The TMR technique
involves triplication of the design module and adding the majority
voter circuit for each output port. Building this triplication
scheme is a non-trivial task and requires a lot of time and effort
to alter the code of the design. In this paper, the RASP-TMR
tool is developed and presented that has functionalities to take
a synthesizable Verilog design file as an input, parse the design
and triplicate it. The tool also generates a top-level module in
which all three modules are instantiated and finally adds the
proposed majority voter circuit. This tool, with its graphical user
interface, is implemented in MATLAB. The tool is simple, fast
and user-friendly. The tool generates the synthesizable design
that facilitates the user to evaluate and verify the TMR design
for FPGA-based systems. A simulation scenario is created using
Xilinx ISE tools and ISim simulator. Different fault models are
examined during simulations such as bit-flip and stuck at 1/0.
The results using various benchmark designs demonstrate that
the tool produces synthesizable code and the proposed majority
voter logic perfectly masks the error/failure.

Keywords—Fault injection; fault tolerance; reliability; single
event effects; triple modular redundancy; Verilog HDL

I. INTRODUCTION

The Field Programmable Gate Array (FPGA) has been a
widely accepted solution in developing the embedded system
during the last few decades. Owing to its remarkable features
such as parallelism, reconfiguration, separation of functions,
self-healing capabilities, and overall availability [1], the FPGA
has become the core of many embedded applications. The ma-
jor applications include aerospace, biomedical instrumentation,
safety-critical systems, spacecraft, Internet of Things (IoT),
and many others [2], [3]. However, FPGA-based devices are
susceptible to Single Event Effects (SEE) caused by various
sources such as, α-particles, cosmic rays, atmospheric neu-
trons, and heavy-ion radiations. Since the capacity of FPGA
chip has been growing by reducing the size of components
integrated on the chip. This makes the device more prone to
SEEs which provoke Single Event Upsets (SEU) in memory
elements and Single Event Transients (SET) in combinational
logic elements [4], [5].

Several SEE mitigation techniques have been proposed in
the literature to avoid the effects of such errors in FPGA-
based designs [6]. The reliability of the FPGA systems is im-

proved by various error mitigation schemes such as multiple-
redundancy with voting, Triple Modular Redundancy (TMR),
hardened memory cell level, and Error Detection And Correc-
tion (EDAC) coding. Among all SEU mitigation techniques,
TMR has become the most common practice because of
its straightforward implementation and achieved the reliable
results [6], [7], [8], [9]. The TMR mitigation scheme uses
three identical logic circuits for performing the same task in
parallel with corresponding outputs obtained through majority
voters. This technique is the simplest redundant technique
conceptually and it was invented by Von Neumann [10] in
the year 1956. There are certain merits and demerits of TMR
technique:

• Merits:
◦ Simple and straight forward approach.
◦ Improves fault tolerance and reliability.

• Demerits:
◦ Large area overhead, nearly 200%.
◦ More power consumption.
◦ More cost or uneconomical.

FPGA designs are written in Hardware Description Lan-
guages (HDL) which describes the designs in various abstrac-
tion style, for example, gate, data-flow and behavioural levels.
For small designs, gate abstraction style is employed and
testing & verification processes are directly and easily applied
to the designs. At this level, designs look more similar to
the actual hardware representation. Data-flow and behavioural
abstraction styles are used to implement the large designs.

Building a triplication scheme into digital designs is not a
simple task. It takes a lot of time to build and debug the system.
It has been also a laborious and error-prone task. Xilinx
Inc. with the help of Sandia lab developed Triple Modular
Redundancy (XTMR) tool for the design triplication. XTMR
works with HDL and synthesis tool to automatically built TMR
methodology. It is designed for the SEU and SET immunity for
the FPGA devices, which includes Virtex family of reconfig-
urable FPGAs [11]. It requires two files, with extensions *.ngc
(generated by synthesis process) and *.ngo (generated after the
NGDBuild process) files, as an input and generates the TMR
logic for the design. This tool is vendor specific and only used
for Virtex family of FPGA devices. The TMRG (Triple Module
Redundancy Generator) tool is developed in Python at CERN
research institute, which automates the process of triplication
of digital circuits at implementation stage. It is used to mitigate
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the SEEs. TMRG works on Verilog code and adds the classical
majority voter circuit in TMR approach [12]. Brigham Young
University (BYU) developed BL-Tmr tool [13], which works
on EDIF-format design. It parses input EDIF file(s) into a net-
list data structure and uses the classification information to
select circuit structures for triplication. This tool works for
partial TMR approach. Another tool, named TLegUp, which
automatically generates Triple Modular Redundant designs for
FPGAs from C programs using high-level synthesis technology
[14]. Recently, some commercial tools such as Synopsys
Synplify Premier, and Mentor Precision HiRel are available
in the market to implement TMR during the synthesis process
[15]. Using commercial tools, the cost of the project increases
unnecessarily.

In this work, a tool named RASP-TMR Code Genera-
tor (RechnerArchitektur und SystemProgrammierung - Triple
Modular Redundancy) is presented, of which the first part is
the German name of our department. It takes Verilog HDL
design file as an input and generates the synthesizable Verilog
code for TMR technique. A new and simple majority voter cir-
cuit is also proposed. To validate the operation of the proposed
tool, a simulation set-up is created with the help of Xilinx ISE
tools and ISim simulator. The TMR operation is validated by
injecting bit-flip and stuck at 1/0 faults in the design during
the simulation, and it has been observed that the proposed
majority voter circuit perfectly masks the errors/failures. This
tool, along with its graphical user interface, is developed in
MATLAB and it requires the users to provide only Verilog
module file and then it automatically generates all the designs
necessary to perform TMR. Hence, the RASP-TMR tool is
simple, fast and user-friendly. To validate these claims, various
benchmark designs are evaluated.

The structure of the paper is as follows: Section II explains
the structure of the proposed RASP-TMR in detail, along
with the proposed majority voter circuit. Section III presents
the results of the RASP-TMR tool for combinational and
sequential designs from ISCAS’85, ISCAS’89, and EPFL
benchmark designs. Finally, Section IV concludes the paper.

II. PROPOSED RASP-TMR CODE GENERATOR

The RASP-TMR code generator tool, with its graphical
user interface, is developed in MATLAB. It is a tabbed based
tool and Fig. 1 shows these tabs. The first tab depicts the
information about the tool, whereas, the second tab consists of
the RASP-TMR tool. The tool consists of 9 functions and 254
lines of code in MATLAB. To provide ease of use, a standalone
app is created using MATLAB command deploytool. This
app is installed by the user on any host machine, having a
Windows operating system. This tool not only triplicates the
design and generates Verilog top file but also instantiates the
designs in the top file. The proposed majority voter circuit is
added for each output port of the design.

Fig. 2 depicts the flowchart of the RASP-TMR tool,
which includes the series of operations performed by RASP-
TMR code generator tool. The RASP-TMR tool accepts a
Verilog design file as an input, parses it, obtains tokens (input
arguments, output arguments) and makes three copies of it.
Module name and the output argument must be changed in
order to differentiate from each other and brought them under

(a) Introductory tab of RASP-TMR tool.

(b) RASP-TMR code generator tab.

Fig. 1. GUI of the proposed RASP-TMR code generator.

the top-level file. RASP-TMR also generates the top-level
module file which includes input arguments, output arguments,
instantiation of all three TMR modules and proposed majority
voter circuit for each output port.

A. Top File Structure

The top file consists of different components such as
triplication of the module, their instantiations, and a proposed
majority voter circuit. Fig. 3 shows the general block diagram
of the top file generated by the RASP-TMR. These components
are described in the sequel.

1) Triplication of Module: The triple modular redundancy
requires the triplication of a module. All three modules operate
in parallel. If any of a module fails to perform the intended task
or results in an error, it is masked by the majority voter circuit.
Therefore, when a module is input to the RASP-TMR code
generator tool by the user, it parses the design and triplicates
it. It should be noted that the module name changes from c17
to c17 1, which denotes the first module of TMR designs.
The other two modules are renamed to c17 2 and c17 3
respectively. The output ports are changed as shown in Fig.
4. It shows the original Verilog design as an example which
is input to the RASP-TMR tool (above) and the output of the
tool (below).

2) Instantiation Generator: Xilinx ISE design tools pro-
vide the built-in instantiation generator for modules available
in the design to instantiate one module within another thus
creating hierarchy. RASP-TMR has the ability to instantiate the
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Fig. 2. Flow chart of the RASP-TMR tool.

Fig. 3. Structure of top file generated by RASP-TMR tool.

TMR modules in the top file. The function InstanceGen()
is developed under RASP-TMR tool which generates the in-
stantiations. Instantiation requires the module name, produces
instance name and adds the information about the input/output
ports. Fig. 5 shows the instantiation for the TMR module 1.

3) Proposed Majority Voter Circuit: The TMR scheme in-
volves two-times duplication of the simplex system hardware,
with majority voter ensuring correctness provided at least two
out of three copies of the system remains operational. Various
majority voter designs have been proposed for the last couple

/ / c17
/ / O r i g i n a l d e s i g n
module c17 ( N1 , N2 , N3 , N6 , N7 , N22 , N23 ) ;
input N1 , N2 , N3 , N6 , N7 ;
output N22 , N23 ;
wire N10 , N11 , N16 , N19 ;
nand NAND2 1 ( N10 , N1 , N3 ) ;
nand NAND2 2 ( N11 , N3 , N6 ) ;
nand NAND2 3 ( N16 , N2 , N11 ) ;
nand NAND2 4 ( N19 , N11 , N7 ) ;
nand NAND2 5 ( N22 , N10 , N16 ) ;
nand NAND2 6 ( N23 , N16 , N19 ) ;
endmodule

/ / c17
/ / TMR Module 1
module c17 1 ( N1 , N2 , N3 , N6 , N7 , N22 tmr1 ,

N23 tmr1 ) ;
input N1 , N2 , N3 , N6 , N7 ;
output N22 tmr1 , N23 tmr1 ;
wire N10 , N11 , N16 , N19 ;
nand NAND2 1 ( N10 , N1 , N3 ) ;
nand NAND2 2 ( N11 , N3 , N6 ) ;
nand NAND2 3 ( N16 , N2 , N11 ) ;
nand NAND2 4 ( N19 , N11 , N7 ) ;
nand NAND2 5 ( N22 tmr1 , N10 , N16 ) ;
nand NAND2 6 ( N23 tmr1 , N16 , N19 ) ;
endmodule

Fig. 4. Code snippet (original design and modified design).

// Instantiate the module
c17 1 inst tmr1 (
.select1(select1),
.N1(N1),
.N2(N2),
.N3(N3),
.N6(N6),
.N7(N7),
.N22 tmr1(N22 tmr1),
.N23 tmr1(N23 tmr1)
);

Fig. 5. Code snippet (instantiation).

of years. Fig. 6 shows the schematic diagram of majority voter
circuits. Fig. 6 (a) shows the classical voter design. Some other
majority voter logics are proposed by Kshirsagar and Patrikar
voter circuit [16], Ban and Naviner majority voter [17], and
Balasubramanian and Prasad majority voter circuit [7]. Fig.
6 (b-d) show the schematic of other proposed majority voter
circuits, respectively.

In this work, authors proposed another simple way to
represent majority voter logic and added to the RASP-TMR
tool as shown in Fig. 7. In this figure, T1,T2 and T3 are the
inputs of the majority voter circuit. Proposed MVC consists
of an AND, OR gates and a multiplexer (2:1). Table
I shows the functional verification and correctness of the
proposed voter logic.

www.ijacsa.thesai.org 592 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

(a) Classical Majority Voter Circuit (MVC). (b) Kshirsagar and Patrikar MVC [16].

(c) Ban and Naviner MVC [17]. (d) Balasubramanian and Prasad MVC [7].

Fig. 6. Various majority voter designs in the literature.

Fig. 7. Proposed majority voter schematic diagram.

TABLE I. TRUTH TABLE VERIFICATION OF PROPOSED MAJORITY
VOTER LOGIC FOR TMR

T3 T2 T1 N1 N2 V

0 0 0 0 0 0

0 0 1 0 1 0

0 1 0 0 1 0

0 1 1 1 1 1

1 0 0 0 0 0

1 0 1 0 1 1

1 1 0 0 1 1

1 1 1 1 1 1

III. RESULT AND DISCUSSION

The primary purpose of using a TMR design methodology
is to remove all single point of failure from the design. If
two redundant modules are simultaneously upset, then the
output can not be guaranteed to be correct. In order to develop
a TMR logic for a target system at a code level, the code

needs to be modified for each module and also majority voter
circuit is included in the design. This is a non-trivial and time-
consuming task.

A. Synthesizable Designs

Keeping these points in mind, the RASP-TMR code gen-
erator tool is developed for Verilog HDL designs. This tool
not only triplicates the target systems but also generates the
top file (named TMR TopFile). The components of this file
are already described in Section II in detail. At the graphical
user interface, the user needs to provide only a synthesizable
Verilog HDL design as an input (This verifies our claim about
the tool’s simplicity and easy to use). A simple benchmark
circuit (c17.v) from ISCAS’85 is considered as an example
for illustration of the whole process. A project is developed
using Xilinx project navigator. The synthesis of the design is
performed and generated the RTL schematic of the example
shown in Fig. 8. This proves that the designs generated by
RASP-TMR tool are synthesizable.

B. Timing Analysis

This tool is fast and automatically generate the TMR
designs. To prove this point, authors have generated TMR
designs for various benchmark designs, written in Verilog.
In this work, ISCAS85, ISCAS89, and EPFL combinational
and sequential benchmark designs are considered for their
generation of TMR technique and measured the time. Tables
II to V show the size of the designs in terms of a number of
logic gates. Last columns of these tables show the time taken
by this tool in Seconds. It is noted that the TMR approach for
the designs, consisting of thousands of gates, are generated in
a fraction of the second by the RASP-TMR tool. The design
“hypotenuse” is the largest design among them, which consists
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Fig. 8. RTL schematic of c17 circuit with TMR and proposed MVC.

TABLE II. TIME REQUIRED FOR ISCAS’85 COMBINATIONAL
BENCHMARK DESIGNS

S.
No.

Benchmark
circuits

No. of logic
gates

Time
(Seconds)

1 c17 6 0.096
2 c432 160 0.1048
3 c499 202 0.2124
4 c880 383 0.1109
5 c1355 546 0.7257
6 c1908 880 0.4743
7 c2670 1269 0.6975
8 c3540 1669 0.3416
9 c5315 2307 0.4948

10 c6288 2416 0.3434
11 c7552 3513 0.5694

of 214335 logic gates and RASP-TMR took approximately 390
seconds.

C. Functional Verification of Proposed Majority Voter Circuit

In this tool, authors also proposed a new majority voter
logic. In [7], authors describe the procedure to calculate the
Fault Mask Ratio (FMR) for various majority voter circuits.
According to them, FMR is the ratio of a total number of
correct voter output states divided by the total number of likely
internal and/or external faults corresponding to the applied
primary inputs.

For classical majority voter circuit, the value of FMR is
42.86%. Similarly, for other majority voter circuits Fig. 6 (b-d),
the values of FMR are 70.83, 50, 75% respectively. In our case,

TABLE III. TIME REQUIRED FOR ISCAS’89 SEQUENTIAL
BENCHMARK DESIGNS

S.
No.

Benchmark
circuits

No. of logic
gates/FFs

Time
(Seconds)

1 s1238 508/18 0.0643
2 s1423 657/74 0.0700
3 s1488 653/6 0.0779
4 s1494 647/6 0.0784
5 s5378 2779/179 0.3016
6 s9234 5597/211 0.5925
7 s13207 7951/638 1.0365
8 s15850 9772/534 1.2942
9 s35932 16065/1728 3.7814
10 s38417 22179/1636 4.0921
11 s38584 19253/1426 5.0263

TABLE IV. TIME REQUIRED FOR EPFL (ARITHMETIC) BENCHMARK
DESIGNS

S.
No.

Benchmark
circuits

No. of logic
gates

Time
(Seconds)

1 Adder 1020 0.1985
2 B-shifter 3336 0.4048
3 Divisor 44762 25.265
4 Hypotenuse 214335 390.79
5 Log2 32060 6.8845
6 Max 2865 0.5062
7 Multiplier 27062 5.9782
8 Sine 5412 0.5089
9 Square 24618 5.6014
10 Square-root 18484 3.3004

TABLE V. TIME REQUIRED FOR EPFL (RANDOM/CONTROL)
BENCHMARK DESIGNS

S.
No.

Benchmark
circuits

No. of logic
gates

Time
(Seconds)

1 Arbieter 11839 1.4639
2 ALU 174 0.0533
3 Coding 693 0.0862
4 Decoder 304 0.1889
5 I2C 1342 0.1995
6 Int-to-float 260 0.0484
7 Memory 46836 32.9611
8 Encoder 978 0.1091
9 Router 257 0.0754
10 Voter 13758 2.1622

the calculated FMR for the proposed majority voter circuit
is 50% which is better than the classical approach. Authors
simulated the proposed majority voter circuit with all possible
combinations of inputs. It can be seen from Fig. 9 that the
voter signal has a value logic ‘0’ if the majority of inputs are
at logic ‘0’ and vice versa. Hence, this simulation verifies the
operation of proposed majority voter logic. It is noted that the
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Fig. 9. Simulation results for the validation of proposed majority voter circuit.

shaded area of signals T1, T2, T3, and Voter represent the
logic ‘1’ value.

D. Simulation Verification using Fault Injection Technique

Fault injection is a useful technique to test the integrity of
the TMR system. In order to test and verify the fault tolerance
capability of the target design developed under the RASP-TMR
tool, simulation of the design is carried-out with the help of
Xilinx ISE Design Suite 13.4 tools and ISim simulator. Xilinx
ISE is used to develop the project and writing a test bench,
while the simulation is performed by ISim tool. A simulation
environmental set-up is created and Fig. 10 shows the block
diagram of the set-up. It consists of TMR design and a golden
(fault-free) module of the design. Faults are injected in the
TMR design in each module. When the faults are activated one
by one in each module and different combinations of input are
applied and then responses are compared. If the comparator
output is logic ‘0’, that means both the golden and TMR
outputs are the same and the TMR approach masks the faulty
module perfectly. In order to validate the approach, a simple
benchmark design from ISCAS’85 combinational circuits has
chosen. Authors have injected a total of 12 faults in the c17
benchmark circuit in different locations of the design, 4 faults
in each TMR module. The way of injecting faults in the Verilog
design code is described in our previous work [3], [18], [19].

In the first instance, the ‘fault 0’ to ‘fault 3’ are activated
in module 1 of the TMR design using the 2-bit vector
faultIn1. The input patterns are applied and denoted by
input ports (N1, N2, N3, N6, N7). The ‘cmp1’ signal

Fig. 10. Simulation environment for the verification of proposed tool.

compares the responses of the golden module with the re-
sponses of the TMR approach. Fig. 11 shows that the signal
‘cmp1’ is continuously at logic ‘0’, which means both the
responses are the same. Similarly, the same approach is re-
peated for the second and third module of the TMR approach
and simulation results are shown in Fig. 12 and 13. Hence, it
verifies the operations of the TMR approach developed by the
RASP-TMR tool and the proposed majority voter circuit.

IV. CONCLUSION

In this work, authors developed a RASP-TMR tool which
triplicates any combinational and sequential digital designs.
The RASP-TMR tool is simple, fast and user-friendly. The
user needs to provide a synthesizable Verilog file as an
input, and then the tool creates TMR design along with the
proposed majority voter logic circuit. TMR design for various
combinational and sequential benchmark circuits is generated
and evaluated. The results show that the RASP-TMR tool takes
less time to generate the synthesizable Verilog code with TMR
technique. Benchmark designs are simulated using Xilinx tools
to evaluate the features of our proposed tool.

The future work will add more features to the tool such
as TMR with Multiple Voters, Duplication With Comparison
(DWC) and N-modularity redundancy for the evaluation of the
fault-tolerant capability of FPGA-based designs conveniently.
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Abstract—In this paper, the control of linear discrete-time
Varying Single-Input Single-Output systems is tackled. By using
flatness theory combined with a dead-beat observer, a two degree
of freedom controller is designed with high performances in
terms of trajectory tracking. The aim of this work is to avoid
the choice of closed loop poles in linear discrete-time varying
framework which build a very serious problem in system control.
The effectiveness of this control law is highlighted by simulation
results.

Keywords—Flatness theory; discrete-time systems; linear time
varying; single-input single-output; dead-beat observer; two degree
of freedom controller

I. INTRODUCTION

The theory of linear time-invariant systems gives a wide
range of design methods and solutions to control problems
including all kinds of techniques such as state feedback
controllers and observers, Kalman filters, H2 control and H∞
control. Since then, researchers have kept on making efforts
to extend the previous systems control approaches to time-
varying systems and sampled-data systems.

LTV (Linear Time Varying) systems are of a great interest
because of the fact that time invariant nonlinear systems can
be approximated by LTV systems around desired trajectories
after there linearization. However, a fundamental part in the
study of LTV systems is insured by the state transition matrix
noted φ, which can be computed as the sum of the Peano-
Baker series. We can note here that not all arguments and
assumptions used of time-invariant systems are useful in time-
varying framework. To extend them, time-varying systems are
examined carefully on their controllability and stability.

Moreover, many control design approaches use LTV sys-
tems, one of the most important way of systems control is
SMC (Sliding mode control) which is very used in the case of
dynamic uncertain systems [1]. Furthermore, we can evaluate
Back Stepping method which used to aim the objective of
stabilizing nonlinear dynamic systems leading to an LTV
system after linearization [2]. Besides, we find fuzzy control
operating nonlinear systems to make nonlinear controllers via
the use of heuristic information [3]. Among these control
design approaches, flatness-based control remains the most
suitable method in trajectory tracking, then in the rest of the
paper, we are interested to this kind of controller in the LTV
case.

Previously, it is shown that flatness property considerably
simplifies the 2DOF (Two Degree of Freedom) controllers
design for continuous-time SISO (Single-Input Single-Output)
systems for LTV framework [4], [5]. In these works, the
main feature of this flatness approach for 2DOF controllers
design, using flatness-based control and dead-beat observer, is
to avoid the choice of closed loop poles and no need to solve
diophantine equation any more. In this design the closed loop
dynamics are related to the chosen tracking dynamics.

This approach was extended to discrete-time framework for
LTI SISO [6], [7] and LTI MIMO (Multiple-Input Multiple-
Output) systems [8], [9], [10] . This paper extend the previous
approaches to deal with LTV flatness-based control in SISO
discrete-time framework.

This paper is organized as follows: In Section II, some
preliminaries are presented. Then in Section III, the definition
of the canonical controllable form in discrete-time SISO LTV
framework is given. Moreover, in Section IV, the new approach
of control design is developed. In Section V, effectiveness of
this control law is illustrated using an academic discrete-time
SISO system.

In the following, we will develop the paper in a discrete-
time formulation, using the shift forward operator q and the
delay operator q−1.

II. PRELIMINARIES

Introducing a given problem concerning LTV systems, start
generally by results given by LTI techniques and trying to
adapt it in the new context. Flatness-based control is introduced
and developed by Fliess and co-researchers [11] and used by
many authors, firstly in the LTI framework then in the LTV
one.

This work deals with flatness-based control in LTV
discrete-time framework. So to aim this objective a canonical
controllable form must be built and is exploited in the proposed
control law design.

A. Canonical controllable form for LTV discrete-time SISO
systems

Canonical forms are widely used in control theory. In this
section, the discrete-time LTV controllable canonical form is
presented [12].
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Considering the following discrete-time LTV system given
by: {

xk+1 = Akxk +Bkuk
yk = Ckxk

(1)

where xk is a n dimensional vector, Ak is a (n×n) matrix,
Bk and Ck are a m dimensional vectors.
If the given system is uniformly N-step controllable, then there
exist a transformation applied to the state given by:

Z̄k = T̄ xk (2)

where T̄k is a Lyapunov transformation matrix, presented
in Appendix A, obeying the conditions below.

• T̄k is defined each sample time.

• T̄k and T̄k+1 are bounded each sample time.

• There exist a constant m where:

0 < m < det(T̄k), k > 0

This algorithm of controllable form leads to a new state
vector equation written as following:{

Zk+1 = ĀkZk + B̄kūk
yk = C̄kZk

(3)

where Āk, B̄k and C̄k are given by the new canonical
controllable form for LTV systems, such as:

Āk = T̄k+1AkT̄
−1
k (4)

=


0 1 0 0
...

. . . . . . . . .
...

...
. . . . . . 0

0 . . . . . . 0 1
−γ0(k) −γ1(k + 1) . . . . . . −γn−1(k + n− 1)

 (5)

B̄k = T̄k+1Bk =


0
...
...
0
1

 (6)

C̄k = CkT̄k+1 =
(
α1k . . . α(n−1)k

)
(7)

B. Flatness Properties

Flatness can parametrize, in a very simple way, the dy-
namic aspect of a given system based on highlighting some
endogenous fundamental variables called flat outputs. In fact,
the state, the input and the output using the flat output can be
written as follows:

xk = f1 ( zk, zk+1, . . . , zk+n−1 )
T (8)

and

uk = f2 ( zk, zk+1, . . . , zk+m−1 )
T (9)

yk = gk ( xk, uk )
T (10)

As known, on the first hand, the state, the input vector and
the output vector in continuous time framework are defined as
a successive derivatives of the flat output, on the other hand,
in discrete-time framework it is considered as a phase advance
sequence of the flat output.

Marlait et al. [13] results confirm that discrete-time LTV
system is the equivalent of a controllable LTI system and
noting that flatness of a given one is strongly related to
the uniform controllability. To build up flatness-based control
it is necessary that the considered system is flat, so firstly
its controllability [12], [14] must be checked out. If the
system is uniformly N-step controllable then we can apply
the control law. Let’s consider the plant given by (1) and the
transformation given by (2).

Noting that zk the first element of the state vector Zk, then
from (3) it’s clear that Zk can be written as [11]:

Zk = [ zk zk+1 . . . zk+n−1 ]
T (11)

where zk is the Bronovsky output.

The expression of the input uk is a function of zk, and its
forward terms:

uk = zk+n + γn−1(k + n− 1)zk+n−1 + . . .+ γ1(k + 1)zk+1 (12)

+γ0(k)zk

The output yk which depends on zk is written as follows:

yk = C̄kZk =

n−1∑
i=0

αikzk+i (13)

zk can be considered as a flat output of the discrete LTV
system. From the canonical form given previously flatness-
based control for SISO LTV systems will be developed in the
next section.

III. FLATNESS-BASED CONTROL FOR SISO LTV
SYSTEMS

A. Flatness-based Control

Following (11) the flatness-based control law is given by:

uk = zdk+n +

n−1∑
i=0

κi(z
d
k+i − zk+i) +

n−1∑
i=0

γi(k + i)zk+i (14)

κi are derived from the following polynomial:

K(q) = qn +

n−1∑
i=0

κiq
i (15)
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which must be shur [15], [16]. To build this control it is
necessary to estimate the state vector Zk using an observer
[17]. In this paper the dead-beat observer is used in the design
strategy leading to a 2DOF controller. The structure of the
flatness-based control is given by the following expression:

uk = K(q)zdk + ΛkZk (16)

with:

Λk =

 γ0k − κ0
...

γi(k+i) − κi

 (17)

The control law schema is shown in Fig. 1.

Fig. 1. Control law design.

B. Dead-beat Discrete-time Varying Observer Design

Successive iterations of the output equation in (3) to the
order (n− 1) [18], give:

yk
yk+1

...
yk+n−1

 = LkZk +Mk


uk
uk+1

...
uk+n−2

 (18)

with:

Lk =


C̄k

C̄(k+1)Āk

C̄(k+2)Āk+1Āk

...
C̄(k+n−1)Ā(k+n−2)...Āk

 (19)

and:

Mk =



M1,k 0 · · · 0

M2,k M1,k+1 · · ·
...

M3,k M2,k+1 · · ·
...

...
... · · · 0

Mn−1,k Mn−2,k+1 · · · M1,k+n−1

 (20)

where:

M1,k = C̄k+1B̄k (21)

and:

Mi,k = C̄k+i−1Āk+iB̄k (22)

Noting that:

Yk = ( yk . . . yk+n−1 )
T (23)

and:

Uk = ( uk . . . uk+n−2 )
T (24)

Equation (18) can be then written as:

Yk = LkZk +MkUk (25)

Supposing that the system is uniformly N-step observable
then the rank of Lk is n for all k. Noting that Lk is the
observability matrix, so:

Zk = L−1k Yk − L−1k MkUk (26)

In a second hand:

Zk = q−1
(
ĀkZk + B̄kuk

)
(27)

After a second iteration:

Zk = q−1
(
Akq

−1 (AkZk +Bkuk) +Bkuk
)

(28)

The iteration of this expression to the order l gives:

Zk = φlq
−lZk +

l−1∑
i=1

φiB̄k−(i+1)uk−(i+1) + B̄k−1uk−1 (29)

with:

φl =

l∏
j=1

Āk−j (30)

φ0 = In (31)

I is the identity matrix and φl is (n × n)-dimensional
matrices. By replacing Zk in the right side of (29) by the
expression in (26), Zk can be written as follows:

Zk = φlq
−l(L−1k Yk − L−1k MkUk) (32)

+

l−1∑
i=1

φiB̄k−(i+1)uk−(i+1) + B̄k−1uk−1

then:

Zk = φlL
−1
k−l

 yk−l
...
yk

− φlL−1k−lMk−l

 uk−l
...

uk+n−2−l

 (33)

+

l−1∑
i=1

φiBk−(i+1)uk−(i+1) +Bk−1uk−1

As Zk is written as:

Zk = φlL
−1
k−l

 yk−l
...
yk

− φlL−1k−lMk−l

 uk−l
...

uk+n−2−l

 (34)
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+ ( φl−1Bk−l . . . φ1Bk−2 φ0Bk−1 )

 uk−l
...

uk+n−2−l


we obtain:

Zk = φlL
−1
k−lYk−l − [φlL

−1
k−lMk−l −Ψ]Uk−l (35)

Supposing that l = n − 1, the expression of Zk is then
given as follows:

Zk = φ(n−1)L
−1
k−(n−1)Yk−(n−1) (36)

−[φlL
−1
k−(n−1)Mk−(n−1) −Ψ]Uk−(n−1)

with:

Ψ =
[
φ(n−1)−1Bk−(n−1) . . . φ1Bk−2 . . . φ0Bk−1

]
(37)

C. 2-DOF controller using flatness based control

By replacing Zk by its expression of (36) in the expression
of the flatness-based control law given by (16).

The flatness-based control can be then written in the
following form:

S(k, q−1)uk = K(q)zdk −R(k, q)yk (38)

with:

S(k, q−1) = (1 + Λk

[
φn−1L

−1
k−n−1Mk−n−1 −Ψ

]
)Π∗ (39)

and:

R(k, q) = ΛkφlL
−1
k−n−1Π (40)

where:

Π =
(
q−n+1 . . . 1

)T
(41)

and:

Π∗ =
(
q−n+1 . . . q−1

)T
(42)

The final form of the controller allows us to obtain a 2DOF
controller in LTV framework without need to define any ob-
servation dynamics and without resolution of the diophantine
equation.

IV. ILLUSTRATIVE NUMERICAL EXAMPLE

A. Considered model

Let’s consider the following discrete-time system defining
by the matrices:

Ak =

[
0 e−kT

1 e−kT

]
(43)

Bk =

[
1

e−(k+1)T

]
, Ck = [ 0 1 ]

This system is an academic second order model, with single
input and single output used to highlight the effectiveness of
the discrete-time flatness-based control approach in LTV SISO
case. Noting that, k is the iteration rank and T = 0.5s is the
simple time.

The open loop step response is given by Fig. 2.

Fig. 2. Control law design.

B. Desired Trajectory

To achieve the implementation of this control law, firstly
the definition of the trajectory is needed to be tracked by the
considered system.

The aim is to force any system to track the given trajectory,
so it’s necessary to choose the reference trajectory, then we can
determine correctly the endogenous parameters satisfying this
objective with a correct dynamics. Let’s consider the desired
flat output defined as follows:

zd(kT ) = zin +

(
21

(
kT

50

)5

− 35

(
kT

50

)6

+ 15

(
kT

50

)7
)

(44)

× (zfin − zin)

zin and zfin are the initial and final values of the flat
output that is determined endogenously from the initial and
final values of the system outputs. The trajectory presented in
the discrete-time is used as a reference for the flatness-based
control using dead-beat observer.

The discrete-time desired trajectory is represented in
Fig. 3.

Fig. 3. Desired trajectory for the discrete-time flat output.
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C. Control design

From (14), the control law is given by:

uk = zdk+2 + k1z
d
k+1 + k0z

d
k + (γ0(k)− k0) zk (45)

+ (γ1(k)− k1) zk+1

After applying the controllable canonical form, the system
matrices are given as follows:

Āk =

[
0 1

−γ0(k) −γ1(k)

]
(46)

B̄k =

[
1

e−(k+1)T

]
, C̄k = [ 0 1 ]

with:

γ0(k) =
e(k+3) − e(3) + e(3k+1)

e(2k+1) + e(4k+1) − ek
(47)

γ1(k) =
f1 + f2
f3

(48)

and:

Λk =

[
f4
f5
f6
f7

]
(49)

where:
f1 = e3 × ek − e1 − e2k × e1

f2 = e2k × e4 + e3k × e3

f3 = e2k × e2 − ek + e4k × e4

f4 = 100
(
ek+3 − e3 + e3k+1

)
+ 7

(
e2k+1 + e4k+1 − ek

)
f5 = 100

(
e2k+1 + e4k+1 − ek

)
f6 =

ek+4 + e3 + e2k+3

ek+2 + e3k+4 − 1
− ek+1

(
e−2k − 1

)
f7 = ek+2 + e3k+4 − 2.65

The transition matrix is:

φ1 = Āk−1, φ0 = 1

and:
Ψ =

[
Āk−1B̄k−2 B̄k−1

]
As noted previously, this control law can lead to a 2DOF

controller with the following parameters:

S
(
k, q−1

)
=
(
1 + Λ

[
φ1L

−1
k−1Mk−1 −Ψ

])
Π∗ (50)

R (k, q) = Λφ1L
−1
k−1Π (51)

with:

S(k, q−1) =

[
1− (

s1 × s2
s3

)− s4
s5

]
q−1 (52)

R(k, q) = [r1, r2]×
[
q−1

1

]
(53)

where:

s1 =
ek+1.(e2k+1 + 1)− (ek+4 + ek+1 + 20)

ek+2 + e3k+4 − 1
+ 0.6

s2 = e2k − ek+3 + e2 + e2k+1 − e3k+1 − e2k+3 + e4k+1 − ek

s3 = e2k+1 + e4k+1 − ek

s4 = 100(ek+3 + e3k+1) + 13(e2k+1 + e4k+1 − ek)− 2

s5 = 100(e2k+1 + e4k+1 − ek)

and:

r1 =
ek+3 + 0.13e2k+1 + e3k+1 + 0.13e4k+1 + 0.13ek − 20

e2k+1 + e4k+1 − ek

r2 =
(r3 × r4 × r5)

r6

r3 = e3k+1(e3k+2 + ek − 1)

r4 = ek+5 − e6 + e3k+1

r5 =
ek+1(e−2k + 1)− ek+4 + e2k+3 + 20

ek+2 + e3k+4 − 1
+ 0.6

r6 = (e5k − e2k+5 + e3k+4)(e4k − ek+2 + e2k+2)

A 2-DOF controller in LTV framework is obtained without
defining any observation dynamics, the effectiveness of this
control method is shown in the next section.

D. Simulation Results

After applying the control law signal shown in Fig. 4 to the
considered system, the effectiveness of this method is proven
and the system output follows the desired flat output with an
error which tends to zero as shown in Fig. 6. Both the system
output and the desired flat output are represented in Fig. 5.

Fig. 4. The control signal uk .
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Fig. 5. System output and desired flat output: y and yd.

Fig. 6. Tracking error for the system output.

Fig. 7. System output and desired flat output: y and yd with the first initial
condition δy0 = 0.2.

Fig. 8. System output and desired flat output: y and yd with the second
initial condition δy0 = 0.5.

When applying two different initial conditions value to the
desired trajectory, we obtain the results shown in Fig. 7 and 8

Fig. 9. Tracking error for the second initial condition.

with error for the first one given by Fig. 9.

The linearization around a given trajectory applied to a
nonlinear system leads to a linear time-varying system. The
real time simulation of such method poses a very important
field of study because of the strong symbolic calculations
leading to a large size of polynomial matrices. Moreover, The
robustness of such method touching the time-varying perturba-
tions, the varying parameters and the practical implementation
are prospects which will be carried out in the future works.

V. CONCLUSION

In this paper, a discrete-time control law using the flatness
property with trajectory tracking is proposed. Many works
which have used the fatness theory to achieve a trajectory
tracking by solving bezout equation and carrying out a pole
placement. Several difficulties gone through during the design
of those methods. Contrary, with a quite few calculations
and avoiding the above-mentioned problems our developed
approach seems more effective. The design of this control
law coupled with a dead-beat observer leads to a 2DOF
controller without need to solve diophantine equation. Such
a controller based on flatness implies the use of a dead-beat
observer, leading to a direct interpretation of the closed loop
poles, which are naturally constituted by the poles of the the
tracking polynomial K(q). This control law method shows
good performances in terms of trajectory tracking in the case
of LTV discrete-time systems.

APPENDIX

The matrix T̄k is called the transformation matrix, its the
tool that transforms any system to its controllable form [12].
In the LTV discrete-time case this matrix changes over time
at each sample until convergence. The plant (1) becomes:

{
Zk+1 = T̄k+1AkT̄

−1
k Zk + T̄k+1BkUk

yk = CkT̄
−1
k Zk

(54)

with Āk = T̄k+1AkT̄
−1
k , B̄k = T̄k+1Bk and C̄k = CkT̄

−1
k

In the following, we give the steps to obtain the controllable
canonical form. Consider the following vector sequence for
i = 1...n .{

R0 = Bk, i = 0
Ri = AkRi−1(k + 1), i = 1...n

(55)
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the controllability matrix is then written as:

R(k) = ( R0(k) . . . Rn−1(k) ) (56)

if rank(R(k)) = n and to be uniformly N-step controllable
means that, for all k, the system is controllable on the interval
[k−N + 1, K + 1]. Then the effect of this variable change
results in the following equation [12]:

R̄i(k) = T̄k+1Ri(k) (57)

then:

Rc(k) = T̄k+1R(k) (58)

When the pair (Āk, B̄k) is deduced by the variables change
of the pair (Ak, Bk), and if R(k) is non-singular, then the
following form is obtained [7]:

T̄k+1 = Rc(k)RT (k)
(
R(k)RT (k)

)−1
(59)

otherwise we have the following form:

T̄k+1 = R(k)R−1c (k) (60)

The condition of singularity of the matrix Rk is a con-
trollability criterion in the discrete-time case. This property
is preserved by the variables change [12]. The algorithm for
constructing the controllable form is then:

• Construction of γ(k) vector

γ(k) = −R−1(k)Rn(k) = ( γ0(k) . . . γn−1(k) )
T (61)

• Transformation T̄k+1 then T̄k which puts the pair
(Āk, B̄k) as in (5), (6) and (7).
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Abstract—The promising massive level MIMO (multiple-
input-multiple-output) systems based on extremely huge antenna
collections have turned into a sizzling theme of wireless com-
munication systems. This paper assesses the performance of
the quasi optimal MIMO detection approach based on semi-
definite programming (SDP). This study also investigates the
gain obtained when using SDP detector by comparing Bit Error
Rate (BER) performance with linear detectors. The near optimal
Zero Forcing Maximum Likelihood (ZFML) is also implemented
and the comparison is evaluated. The ZFML detector reduces
exhaustive ML searching using multi-step reduced constellation
(MSRC) detection technique. The detector efficiently combines
linear processing with local ML search. The complexity is
bounded by maintaining small search areas, while performance
is maximized by relaxing this constraint and increasing the
cardinality of the search space. The near optimality of SDP
is analyzed through BER performance with different antenna
configurations using 16-QAM signal constellation operating in
a flat fading channel. Simulation results indicate that the SDP
detector acquired better BER performance, in addition to a
significant decrease in computational complexity using different
system/antenna configurations.

Keywords—Multiple input multiple output antennas; MIMO
detection approaches; performance analysis; semi-definite program-
ming; zero forcing maximum likelihood

I. INTRODUCTION

Wireless communication technology has seen rapid devel-
opments and unprecedented growth in the fields of computing
and communication technologies during the last few decades.
Wireless communication provides voice, video and data ser-
vices. However, emerging services in the wireless communi-
cation are demanding more efficient network channels, high-bit
rate, quality of service and higher network capacity [1]. The
multimedia information traffic conveyed through the global
mobile networks have been gigantic [2], [3], furthermore this
tendency is put to continue, the same as suggested by VNI
(Cisco- visual-networking-index) estimation [4].

Moreover, as forecast in Fig. 1 it will raise almost seven
times which convert toward a CAGR (Compound-Annual-
Growth Rate) of 53% in the time across 2017−2020, achieving
30.6 EB per month by 2020 [4]. As shown in Fig. 2. This
blazing development is primarily stimulated by the dominance
of mobile phones & gadget, tablets & laptops, and the ma-
terialization of machine-to-machine (M2M) communications
[5]-[7].

Consequently, these systems have moved from Single-
Input Single-Output (SISO) antenna technology to more ef-
ficient MIMO antenna technology for higher data rate and
spectrally efficient wireless channels, without escalating the
bandwidth or transmission power of system. However, an
efficient MIMO system requires significant effort for designing
efficient detectors with low computational cost. It improves
data rates through spatial multiplexing and Bit Error Rate
(BER) performance through diversity, which uses different
detecting algorithms to decode received vectors [8].

A problem encountered in the design of optimal detector
is to detect original transmitted signal (information) from
noisy and faded channel in digital communication systems.
In any practical scenario of information exchange between the
transceivers, the designing of detector poses a big challenge
to meet specifications such as minimal probability errors,
computational efficiency and less complexity. Unfortunately,
such type of detectors is computationally complex and often
left out in favor of sub-optimal detectors. However, in many
cases, the performance is considerably different during analysis
of suboptimal and optimal detectors. On the other hand,
the computationally efficient, cost effective optimal detection
makes the optimal detectors attractive in comparison to its
counterpart.

The Maximum Likelihood (ML) detector gives minimum
error probability [9] but it is impractical to use higher-order
modulation (16-QAM) in MIMO systems due to its exhaustive
search requirements. Different linear, sub-optimal and near
optimal, detectors are generally discussed to reduce the ML
complexity. These detectors are commonly known as Sphere
Detectors that provide optimal performance with reduced com-

Fig. 1. Cisco VNI 2016-2020 traffic forecast for worldwide mobile data.
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Fig. 2. Cisco VNI: Global mobile devices and connections growth forecast,
2015-2020.

putational complexity [10]. Zero Forcing (ZF) detector [11] is
suboptimal linear detector. It has a polynomial complexity of
cubic order O(n3) for Mt ×Nt MIMO systems. It forms the
computational complexity of computing the pseudo-inverse of
the matrix channel. The linear, suboptimal and near optimal
detectors are computationally less complex. However, the com-
promise is the degraded BER performance in comparison to
the ML detector. Presently, computationally efficient and lesser
complex high-performance MIMO detector such as ZFML
[12] is near optimal heuristic detector. It reduces exhaustive
ML searching using MSRC detection technique. However, the
performance of ZFML detector is better in large search space.

The designing of detection poses a big challenge to meet
specifications such as minimal probability errors, computation-
ally efficient and reduce complexity. The use of semi-definite
relaxation (SDR) offers efficient, high-performance detection
approach [13]. SDR is efficient in solving the computation-
ally complex ML detection problem and numerous detection
problems that are discussed in [14].

The work [15] formulated ML problem in a higher dimen-
sion to relax rank-1 constraint (non-convex problem to convex
problem) and derived as SDR. It provides better solution in
computational complex problems [16].

II. MULTIPLE INPUT MULTIPLE OUTPUT SYSTEM MODEL

MIMO system gives significant improvement in spectral
efficiency of wireless channel without escalating the bandwidth
or transmission power of system. However, an efficient MIMO
system requires significant effort for designing efficient detec-
tors with low computational cost.

The block diagram in Fig. 3 depicts complex MIMO
system [17]. The data bits are encoded and interleaved for
transmission. The data symbols (QAM symbols) are mapped
through interleave code-words; space-time encoder seizes data
symbols and generates spatial data streams. The Space-Time
Block-Encoder map the spatial streams and then transmit
information signal to the receiver, subsequently received vector
is decoded, de-mapped and de-interleaved.

The narrowband MIMO channel consists of point-to-
point wireless system of Mt “transmit(Tx)” and Nr

“receive(Rx)” (Nr > Mt) as shown in Fig. 4 where Mt

input symbols St = [S1...SM ], (n1 × 1), transmitted during
the jth time slot. Nr is having receive vectors yr = [y1...yr],
(n1×1). Noise is denoted as n = [n1...nr], (n1×1) containing
AWGN elements with σ2n variance. H = [h1...hN ] denotes
complex Mt×Nr, channel matrix, the ith column and ith row
is hij . Complex Gaussian is Rayleigh distribution that depicts
flat fading channel.

MIMO techniques as shown in Fig. 6 are used in tech-
nologies e.g. Wi-Fi and LTE, and emerging techniques e.g.
LTE Advanced. Comparing the performance while apply-
ing multiple-input-multiple-output (MIMO) techniques par-
ticularly, several setups with various MIMO algorithms are
considered.

A. MIMO Detection Approaches and Challenges

As indicated by Shannon “Primary dilemma in communi-
cation is to replicate at some point both precisely & roughly
a signal chosen on a different spot” [18].

Comparatively to typical single-input and single-output
(SISO) systems, MIMO systems contain multiple interfer-
ing symbols/messages conveyed simultaneously, furthermore,
subsequently these messages/symbols are anticipated to be
decoded /detected at the receiver pertaining to corruption
by haphazard interference/noise as presented in Fig. 5. The
compound messages/symbols might be sensed/ detected alone
otherwise mutually. Contrasting to alone sensing/detection,
every symbol/message has to be sensed/detected consider-
ing the uniqueness of the other messages/symbols in mutual
sensing/detection. Since a useful outcome, characteristically
mutual detection is able of achieving a considerably superior
efficiency than alone detection/sensing, even though mutual
sensing/detection inflicts higher computational complexity.

The mutual sensing/detection of compound messages in
Multiple Input Multiple Output systems is of fundamental
significance for the purpose of grasping the important benefits
of diverse Multiple Input Multiple Output methods. Due to the
CCI (co-channel-interference) usually encounter in Multiple
Input Multiple Output systems make up primary restrictive fea-
ture [19]-[21]. Desolately, the best possible MIMO detection
issue is established as non-deterministic polynomial-time hard
(NP-hard) [22], [23]. Consequently all well-known algorithms
considered for resolving the problem for optimal solutions,

Fig. 3. Block diagram of Complex MIMO system.
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Fig. 4. MIMO channel “whereMt represents number of ”transmit (Tx )”
and Nr ”receive (Rx )” antenna correspondingly”.

Fig. 5. MIMO detection dilemma.

incorporate exponential rise of complexity with the raise in
number of decision factors. As a result, the computational
complexity of the best possible ML (maximum-likelihood)
condition based MIMO detection algorithms rapidly turn into
redundant as the numbers of decision variables are augmented.
Practically all modern ICs meet an integration density margin
due to the maximum bearable internal temperature forced by
the extreme power consumption, resulting restriction on IC
development. As a result, one may not merely depends on
Moores law. Moreover yet mild complex Multiple Input Mul-
tiple Output sensing/detection methods might be excessively
power starving designed for systems based on battery. There-
fore modest complexity, however superior-performance sub-
optimum Multiple Input Multiple Output detection procedures
are required intended for realistic Multiple Input Multiple
Output-applications.

Spatial multiplexing methods concurrently transmit self-
determining information sequences, frequently known layers,
using multiple antennas. With an M transmit antennas, in
general bit rate contrast to a single-antenna system is improved
by a factor of M with no requirement for additional bandwidth
or further transmission power. Channel coding is frequently
engaged, hence to warranty a definite error performance. As
the individual layers are super-imposed throughout communi-
cation, need to be alienated at the receiver by an interference
cancellation category of algorithm (classically in combination
with multiple receive antennas). A renowned spatial multiplex-
ing method is the BLAST (Bell-Labs Layered Space-Time
Architecture). The realized bit rate comparing to a single-
antenna system is known multiplexing gain e.g. an antenna
gain, multiplexing gain and diversity gain.

B. The multiplexing gain

The truth to facilitate the capacity of a MIMO system
with M transmit and N receive antennas raises (more or
less) linearly with the minimum of M and N (exclusive of
entailing further bandwidth or additional transmission power)
is an fascinating outcome. For SISO, setting a predetermined
bandwidth, capacity may barely be improved logarithmically
with the SNR, by rising the transmit power. TIn [1], the theo-
retical capacity outcomes for MIMO systems were matched
by the scheme of the BLAST method, achieving bit rates
approximately 90% of outage capacity. The first real-time
BLAST demonstrator was set with M =8 transmit and N =12
receive antennas achieving exceptional bit rates of 40 bit/s per
Hertz in contrast to any SISO system.

C. Spatial Diversity

Multiple antennas may also be used to enhance the error
rate of a system (error performance), as a result of transmitting
and receiving unneeded signals presenting the identical infor-
mation sequence accommodating in the spatial domain, rather
than in the time domain without lowering the effective bit rate
in contrast to single-antenna transmission. Spatial diversity
methods primarily aim at an enhanced error performance in
contrast to spatial multiplexing schemes based on a diversity
gain and a coding gain. Two forms of spatial diversity as
macroscopic and microscopic diversity can be found in a
comprehensive survey of spatial diversity for wireless com-
munication systems [20].

D. Signal-to-noise Ration and Co-Channel Interference

In addition to higher bit rates and smaller error rates,
multiple-antenna techniques may also be employed to enhance
the SNR at the receiver and to contain co-channel interference
in a multiuser situation by adopting smart antennas or software
antennas. Beam-forming schemes which are interpreted as
linear filtering in the spatial domain are employed, the beam
patterns of the transmit and receive antenna array may be
steered in particular preferred directions, whereas un-preferred
directions having significant interference may be nulled.

Fig. 6. MIMO Techniques.
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E. Smart antennas and beamforming Schemes

Beam-forming schemes may be used to achieve enhanced
data rates and better error rates causing better SNR at the
receiver and suppressed co-channel interference (CCI) in a
multiuser scenario. As the spectrum is restricted, so the sharing
is needed to enhance the capacity of cell by allocating the
available bandwidth at the same time to multiple users using
multiple access methods while maintaining the quality of
service trade within the existing users. SDMA employed the
spatial separation of the mobile users to enhance the use
of the frequency spectrum. The transmission power of every
user is restricted by Space division multiple access using spot
beam antenna serving by the similar frequency or diverse
frequencies. TDMA or CDMA is employed by the antenna
beam covering diverse areas, frequency may be re-used, in, for
diverse frequencies FDMA may be employed. Multi-functional
MIMO mingle the benefits of numerous MIMO methods,
e.g. multiplexing gains, diversity gains, and beam-forming
gains, e.g. V-BLAST is able of realizing maximum possible
multiplexing gain, while STBC may realize the full possible
antenna diversity. In V-BLAST and STBC is combined to
offer together antenna diversity and spectral efficiency gain.
Additionally, combined array processing is enhanced through
enhancing the decoding order of the different antenna lay-
ers. The optimized receive diversity gain for the mutual V-
BLAST- STBC system assisted by the number of separately
fading diversity channels is achieved in an iterative decoding
algorithm. A transmission scheme known as D-STTD (double
space-time transmit diversity), comprising of two STBC layers
at the transmit antennas, whereas the receiver is prepared with
two antennas is presented. Beam-forming has pooled both
spatial diversity and spatial multiplexing schemes to realize
extra performance gain e.g. beam-forming and STBC has been
pooled together.

III. MULTIPLE INPUT MULTIPLE OUTPUT
SENSING/DETECTION DILEMMA

Regardless of the reality that related problems have been
identified for a while [22], [24], [25] the idiom “MIMO detec-
tion” became common primarily with the advent of multiple-
antenna systems throughout the mid-1990s [26], [27]. As a
consequence, in the common sense, Multiple Input Multiple
Output detection typically applied on to the symbol detection
issue materialized in narrow-band SDM based multiple antenna
methods, e.g. VBLAST (Vertical Bell Laboratories layered
space-time system) [28]. Though, it is emphasized to facilitate
a group of significant signal processing methods, Multiple
Input Multiple Output detection ought to be understood based
on a general mathematical model. In the broad sense, the
MIMO detection issue can be characterized for an Mt input
linear scheme whose transfer function is expressed by a matrix,
containing non-orthogonal columns and Its output Nr is cor-
rupted by additive random interference, which does not essen-
tially comply with the Gaussian distribution. The compound
inputs may be represented like a vector S that is arbitrarily
retrieved from the set SMt complied by Mt element vectors,
whose elements are drawn from a finite set St = [S1...SM ].
The “deductive” or “presumptive” probability of picking each
vector from SMt is similar. The set is generally referred
as the constellation alphabet, whose components may get
any complex or real values. Furthermore, Sn, n = [n1...nr],

correspond to the realizations of S, therefore these are the
components of SMt . Next the relationship among the inputs
and the outputs of this linear scheme may be described by

Y = Hs+ n (1)

where Y is receive signals vector, H is channel matrix
of the system, and n additive noise is denoted by σ2n
containing AWGN elements with variance. Based on the
particular applications it may be moreover the field of R (real
numbers) or the field of C (complex numbers). In brief, every
scheme having compound inputs & outputs, and pertaining to
additive random interference may be considered as a Multiple
Input Multiple Output system, however the MIMO detection
issue concerned in MIMO systems, is simply just tackled
whose channel matrix is non-orthogonal in columns. This is
significant that the s (constellation alphabet), the Mt (number
of inputs) and the number of outputs Nr are usually considered
as constant quantities for a particular system. Therefore, these
are understood to be identified by default, though it will not be
explicitly underlined, except needed. While an additional note,
as the input message/symbol vectors of compound successive
time-slots are linked together using space-time-coding [29],
[30], the Multiple Input Multiple Output system is specified
as

Y = Hs+ n (2)

whereverY denoting a matrix indicating the message/signal
received in multiple time-slots, H denoting a matrix de-
noting the space-time codeword, and presents the resultant
noise/interference matrix. Equation (1) may be realized from
(2) by putting the number of time-slots regarded to one. In
this context, (2) is more general than one (1), though, equa-
tion (2) is primarily employed for differentiating space-time-
coding aided Multiple Input Multiple Output schemes. This
is due to the best possible ML decoding/detecting could be
purely implemented based on the separate symbol-by-symbol
decoding approach or pair-wise decoding approach [30], [31].
Thus, majority cases related with Multiple Input Multiple
Output detection, depends on the system model presented in
(1). The fundamental job of Multiple Input Multiple Output
detection is to approximate the key input vector based on the
information of the expected/received signal vector Y and the
channel matrix H . If the instantaneous value of H is eminent
from precise channel estimation, the denote/detection of s is
said to be based on coherent detection. Even though, if the
precise estimation of the instantaneous channel state is evaded,
the detection of s fit in to non-coherent detection scheme.

IV. MULTIPLE INPUT MULTIPLE OUTPUT DETECTION
APPROACHES

A. Maximum Likelihood detection

The ML detection in higher-order modulation (M-QAM) is
an NP-Hard problem due to exhaustive search in MIMO sys-
tems. Therefore, it is impractical even for moderate systems.
For this reason, less computationally complex and efficient
detectors are needed to develop.

The transmit symbols are from a random finite alphabet
or constellation S ⊂ C, S = S1....SM of size Mt. The
detector’s function is to select one of the MMt or 2kM possible
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transmitted symbol vectors from whole set of transmitted
symbols. Suppose symbol vectors S ∈ SMt are equi-probable.

S∗ = arg max P (y is observed|s.was sent)
s ∈ snt

(3)

ML detector always returns an optimal solution according
to (3). Optimal detection is performed over the search space
of all possible input s vectors. Since the search space has
random integer components, this problem called least-squares
optimization problem and it is non-deterministic polynomial
(NP) which is time hard and Combinatorial Optimization
Problems (COP). This type of problems involves an optimal
solution with respect to an objective function for detection.
COP use exhaustive search to enumerate optimal solutions and
selecting the one which minimizes the objective function in
shown in (4).

S∗ = arg min P ||Y −Hs||2

s ∈ snt
(4)

The ML detector of (4) represents a discrete optimization
problem over |S|Mt candidate vectors S ∈ |S|Mt . Unfortu-
nately, such problems are in general hard to solve and it has
been shown that the problem of (4) for general y and H is
NP-hard [23].

ML detector for Mt × Nr MIMO system with higher-
order modulation (M-QAM constellation alphabet), has high
computational complexity that increases exponentially with
constellation size M and number of transmitters Mt . A
ML detector has to search |M |Mt symbols vectors. The
ML computational complexity in 16-QAM and 2 transmit
antennas is |M |2 = 162 = 256, for 3 transmit antennas, it
is |M |3 = 163 = 4096 and for 4 transmit antennas, it is
|M |4 = 164 = 65536.

B. Zero Forcing detection

ZF is a suboptimal linear detector which uses Moore-
Penrose pseudo-inverse i.e H† = (HHH) − 1 . Here, HH
is the channel frequency response of the received signals,
perfectly suppressing the Inter-Symbol Interference (ISI). For
example, frequency response F (f) of the detector s(s) is
constructed as s(s) = 1/F (f). Thus, the combination of
channel and equalizer gives a linear phase F (f)s(f) = 1,
meaning a flat frequency and channel response i.e., H(s).
Afterwards, the input signal is multiplied by the reciprocal of
this. This removes the effect of ISI from the received signal.

ZF is successive technique to cancel interference or ISI.
The interference caused by transmitted channel is then sub-
tracted from the received signals(s). For simplicity let us
consider MIMO channel modeled as in (1). To get input
symbols (s), we need matrix that satisfies H†H = 1. The
ZF detector to meet that type of constraint is given by,

H† = (HHH)−1HH (5)

Where H† is Equalization Matrix and H is Channel Matrix.
Equation (5) is known as the Pseudo-inverse of Mt × Nr

matrix. Here,

HHH =

[
h∗1,1 h∗1,2
h∗2,1 h∗2,2

] [
h∗1,1 h∗1,2
h∗2,1 h∗2,2

]
=

[
|h1,1|2 + |h2,1|2 h∗1,1h1,2 + h∗2,1h2,2

h∗1,2h1,1 + h∗2,2h2,1 |h1,2|2 + |h2,2|2
] (6)

To observe the matrix, HHH are not zero in off diagonal
elements because the off-diagonal elements are non-zero in
values. ZF detector try to null out the interfering terms
when performing the detection, i.e. when solving for s1 , the
interference from s2 is tried to make it null and vice versa. ZF
performs Nr −Mt + 1 diversity order in a Mt × Nr MIMO
system with Nr possible diversity order. The ZF degrades
BER performance due to noise amplification, lost whiteness
property of AWGN, correlated across the data streams and is
unable to detect parallel received signal. ZF detector [11] is
suboptimal linear detector. It has a polynomial complexity of
cubic order O(n3) for n × n MIMO systems. It forms the
computational complexity by computing the pseudo-inverse of
the matrix channel H .

C. Near Optimal Heuristic Approach

The quadratic form of (3) given as

f(x) = ‖y −Hs‖2 (7)

The function f(x) in (5) is convex. This near optimal
Heuristic detector or algorithm reduces exhaustive ML search-
ing and is suitable for higher order constellations. This detec-
tion algorithm also termed as multi-step reduced constellation
(MSRC) detection performs local search of the target symbols
within certain constraint specified reduced search space. In
fact, a ZF initial solution estimate is used to define the radius
of search. Constellation points around the ZF solution are
searched in steps using (3) to find out the minimum Euclidian
distance. This particular method which starts with the ZF
processing is termed as ZFML [12].

Fig. 7. ZFML reduced constellation search.

First y is computed and then a ML search around the
neighborhood of y is performed as depict in Fig. 7. Each
of the Mt symbol generates a neighbor list, then a joint ML
search our reduced constellations is performed. This process
continues in an iterative fashion. Since the search output is
generated until optimal solution is achieved. In contrast to ML
search over the entire search space, the ZFML uses reduced
constellation to decrease the computational complexity factor
(M/Mn)

Mt of ZFML, where M constellation size is, Mn

is reduction rate and is number of transmitting antennas. If
reduction rate is |M |Mt = 16, then after completing two
rounds, the reduction rate is 16Mt/2.
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D. Sub-Optimal Approach

Comparing to other MIMO detectors, the SDR technique is
based on a respite of the best possible Multiple Input Multiple
Output detection issue to the mathematical model of semi-
definite programming (SDP), which is a sub-field of convex
optimization [33].

Convex optimization represents a subfield of the general
mathematical optimization issue. This provides study of fun-
damental framework as shown in Fig. 8 for minimization
of a convex objective function over convex sets. It solves
mathematical optimization problems by means of convex op-
timization which is considered as straightforward problem,
due to powerful numerical algorithms, e.g. the interior-point
method [35], which efficiently compute the optimal solution of
convex issues. Thus, convex optimization problem is resource-
fully resolved, in contrast to non-convex optimization problem
which is usually tricky to work out. Convex optimization
has a variety of additional vital characteristics e.g. each local
optimal resolution represents the global most favorable result;
consequently, there is no hazard of being misleaded by the
local best possible. Furthermore, a thorough optimal situation
and the duality theory is present to substantiate the best nature
of a resolution in convex optimization problem [34], [36].

The SDR based MIMO detectors in recent times have re-
ceived considerable research interest [37], [38]. The main strik-
ing feature of the SDR detectors is to support a polynomial-
time 16 worst case computational complexity, whilst attaining
a soaring performance in certain situations. SDR was first
suggested for a BPSK modulated CDMA scheme [37], [39],
[40], moreover next it was extended to Quadrature phase shift
keying (QPSK) [41].

SDR [15] is suboptimal detection technique for higher
order modulation (M-QAM) in MIMO system. SDR is efficient
in solving the computationally complex ML detection prob-
lem and numerous detection problems are discussed in [42].
However, [15] formulated ML problem in a higher dimension
and afterward relax rank-1 constraint (non-convex problem
to convex problem) and derived as SDR, the rank relaxation
method is known semi-definite programming (SDP). The SDP
is better in computational complex problem and solve the
problem efficiency in polynomial time [43]. The fundamental
principle of SDP based detectors is demonstrated in Fig. 9,
where the boxes signifies the technical challenges.

1) Rank Relaxation: There are several engineering prob-
lems having non-convex constraint such as NP-hard problems.
In such problems, the non-convex constraints may be dropped
or relaxed, resulting in a relaxed problem i.e. convex. Drop-

Fig. 8. Framework of solving problem using convex optimization.

Fig. 9. The basic principle of the SDR detection technique.

ping constraints generate more feasible set to solve problem
(minimize or maximize the objective function). Obviously, this
feasible set gives more solutions which are not desirable in
optimal solution. The reason is the relaxation of the con-
straints, and the set cannot be directly used as an estimated
solution of the original problem, because it may not lie in the
original feasible set. Thus, simple quantization, Eigen-value
decomposition and randomization are used to approximate
the solution [15]. Therefore, a relaxation algorithm solves the
relaxed problem.

2) Semi-definite Programming Rank Relaxation: After-
wards, an approximation algorithm is used to transform a re-
laxed solution to an approximate one for the original problem.
Considering ML problem as optimization problem in SDP-
Relaxation, i.e.

ŝML = arg min ||y −Hs||2

ŝ ∈ sML
(8)

The SDR attempts to estimate the solution of (8) by
forming a non-convex to convex problem. The problem (8)
can be expressed as:

||y −Hŝ||2 = ŝTHT ŝT − 2yTHŝ+ yT y (9)[
A b
bT c

]
(10)

Lemma: 1 Lemma: 1 let A be a symmetric matrix. The
condition sTAs− 2bT s+ c ≥ 0 holds for all s if and only if

the matrix
[
A b
bT c

]
≥ 0 is semi-definite positive.

The problem (9) can be written as quadratic function using
lemma#1

[
sT 0 1

] HTH 0 −HT y
0 0 0

−yTH 0 yT y

[s0
1

]
(11)

Consider w = [s 0 1]
T to form the ML problem as

optimization problem

min wTCw

w ∈ Rm+1 (12)

where

C =

HTH 0 −HT y
0 0 0

−yTH 0 yT y

 (13)
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s = ±1,±3. In symmetrical problem constraints that given
by [w]m+1 = 1 do not need to be enforced due to the
symmetry of the problem such that if x̃ is a minimizer of
(12) then so is −x̃. Therefore w2 = 1 implies w ∈ {±1}.
By introducing W = wTw the problem can be equivalently
written as optimization problem.

min CW

W,x

s.t. diag(W ) = e

W = wwT

(14)

Problem (8) and (14) are equal in solution.

The problem (14) also written as with the rank of W

min CW

W

s.t. diag(W ) = e

rank(W ) = 1

(15)

since vector e is all one which satisfy e = diag(W ) fac-
torized according to W = wwT for w ∈ {±1}m+1 = Sm+1.

Problem (8) and (15) are equal. Specifically, these problems
are computationally complex and NP-hard [23] to solve. The
problem (14) is non-convex problem due to rank-1 constraint.
In [16] relax rank-1 constraint from W with a, positive semi-
definite, constraint, W ≥ 0. Now the semi-definite relaxation
of (15) written as

min CW

W

s.t. diag(W ) = e

W ≥ 0

(16)

However, W = wwT implies W ≥ 0 it follows the
problem (15) shows a relaxation of (14). While W have
(m + 1)2 variable, as different to m + 1 variables in w, the
relaxation of rank-1 takes place in higher order dimensional.

The semi-definite Problem (16) has efficient methods to
solve in polynomial time [46]. In particularly there are efficient
techniques outlined in [15], [32], [46], [47] which solve (16)
in O(K2N) time. If the solution of problem (16) occurred to
be rank-1 then it is solved in (15). On the basis of studying the
problem (16) in context of digital communication, sometimes it
gives same solution of (16) is certainly of rank-1. In a scenario,
when this is not the case of the solution to (15), even then
this can be guaranteed to obtain from the solution of (16)
having high probability. However, an efficient method for the
estimation of ŝML is proposed for high rank solution in [42],
[49] and the very method had analyzed for accuracy in the
work [48].

3) Optimization problem Comprised in SDP: The prob-
lem is combinatorial problem/optimization problem with finite
alphabet constraints. The problem may be solved in brute-
force fashion by searching over all the |M |M possible vector
combination.

{
min||y −Hs||2

s.t.si ∈ {±1,±3} , i = 1 . . . 2k.
(17)

The finite alphabet constraint ±1,±3 can be replaced with
the polynomial constrain (si +1)(si− 1)(si +3)(si− 3) = 0,
i = 1 . . . 2k and introduce the slack variables ti = s2i for , i =
1 . . . 2k to formulate in a higher order polynomial constraint. mins,t||y −Hs||2

s.t . . . s2i − ti = 0, i = 1 . . . 2k
. . . t2i − 10ti + 9 = 0, i = 1 . . . 2k

(18)

SDR detector approximates expression (18) by relaxing the
feasible set of expression (17) and forming a non-convex to
convex problem for optimal solution. To formulate higher di-
mension optimization problem, it derives the SDR and replaces
s and t vectors of expression (18) with rank-1 semi-definite
matrix W = wwT , where wT = [sttT ].

The constraint easily identify W = wwT , W2,2 = ttT

and W2,3 = t , where Wi,j for i, j = 1, 2, 3 are the (i, j)th
sub-blocks W of suitable sizes. However, in order to make
problem in expression (18) an optimization problem we have:

minw Tr


HTH 0 −HT y

0 0 0
−yTH 0 yT y

 (a)

s.t diag {W1,1} −W2,3 = 0 (b)

diag {W2,2} − 10W2,3 + 91 = 0 (c)

W ≥ 0 (d)

W3,3 = 1 (e)

rank(W ) = 1 (f)

(19)

The problem in expression (19) is optimization problem
and non-convex problem due to rank-1 constraint. However
non-convex problem in expression (19) is computationally hard
to solve, so relax the constraint 1 to form convex problem:

minw Tr


HTH 0 −HT y

0 0 0
−yTH 0 yT y

 (a)

s.t diag {W1,1} −W2,3 = 0 (b)

diag {W2,2} − 10W2,3 + 91 = 0 (c)

W ≥ 0 (d)

W3,3 = 1 (e)

(20)

Note that the problem in expression (20) leads to a linear
objective. This is subjected to use of equalities and inequality
of a linear matrix. This type of SDP problem can be solved
using CVX tool in polynomial time [16].

4) Complexity analysis: The majority common techniques
for resolving SDP issues of modest sizes are IPMs e.g.
DSDP [51], SeDuMi [52], SDPA [53], etc. whose compu-
tational complexities are polynomial. Semi-definite programs
of realistic size may be resolved in polynomial time within
any precise precision by IPMs which are iterative algorithms
using Newton-like techniques to produce search directions for
finding an estimated resolution to the nonlinear system. As the
IPMs converge vary fast and precised best solution is attained
within a polynomial number of iterations.
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TABLE I. PERFORMANCE AND COMPLEXITY COMPARISON OF MIMO DETECTORS

Tech Scheme Mult. Ant CSI BW Rx Compl. Benefits Remarks

SM
V-BLAST [29] Tx & Rx (N/M) Rx N Moderate MUX Moderate complexity, Improved performance

and diversity orderD-BLAST —– —– N Moderate MUX & DIV
Turbo-BLAST Tx & Rx —– N/W Moderate MUX & DIV

SD

MRC Rx Rx N Low DIV Low complexity and Improved performance
and diversity orderOSTBCs Tx (Rx optional) —– N Low DIV

STBCs —– —– N Low DIV
Linear dispersion codes —– —– N Moderate DIV and/or MUX Moderate complexity,

ST-IDM —– —– N/W Moderate DIV Improved performance.
TR-STBC —– —– W Moderate/high DIV

High complexity, Improved performance
and diversity order.

STTCs —– —– N Moderate/high DIV & COD
Delay diversity —– —– N Moderate/high DIV

STTCs —– —– N high DIV & COD
Differential ST schemes —– —– N Varies DIV (& COD) Quasi-ML performance and diversity order,

Low average complexity, High complexity(worst-case),SF/ STF codes —– No CSI W Varies DIV (& COD)

SA
Rx beamforming Rx Rx N/W Low ANT Low complexity and Improved performance

and diversity order.Tx beamforming Tx Tx & N/W Low ANT
Limited feedback schemes [54] Tx (& Rx) RxTx (lim.) & Rx N Varies ANT & DIV/MUX High complexity(worst-case)

Fig. 10. Complexity comparison.

In our numerical analysis, addition of the non-negativity
limitation raises the computational complexity of the using
DSDP and SDPA for solving (14), and SeDuMi is implemented
for solving (15). Analysis for the worst case complexity of
solving models (15) and (16) by IPMs is presented here. The
SDP model is devised as a typical linear cone program using
slack variables addition for solving relaxation (16) and the
linear conic issue using the optimization software SeDuMi
[50]. The extra inequality constraints construct the model in
(15) significantly sturdy than the model in (15), however too
further hard to resolve. The issue in (16) is tractable as the
problem sizes of our concern are modest considering a trade-
off among the strength of the bounds and the computational.
The randomization process performed here to reinforce the
bound achieved is insignificant. Though, utilizing the structure
and sparsity feature of semi-definite programs may be vital to
the proficient computation of their solution. Every constraint
matrices in relaxation models (15) and (16) are rank-one
reducing the complexity of interior point algorithms for pos-
itive semidefinite programming converging linearly resulting
reduction in computation time and memory needs. Fig. 10
depict the performance of (15) and (16).

Various MIMO detectors have different performance-and-
complexity profiles having pros and cons. It seems to be a
good time now, after reviewing the state of the art, to establish

some comparison amongst all these methods as shown in Table
I. We studied a qualitative comparison of the performance and
complexity features of the MIMO detectors, and then reviewed
their analytical performance and complexity results We then,
extended that table (Table I), which depicts the whole picture,
listing the proposals strength points and eventual drawbacks.
As we can see from Table I, not all methods have the same
level of technological consolidation, particularly in terms of
signaling and essential necessities.

V. SIMULATION ENVIRONMENT AND PERFORMANCE
ANALYSIS

The software tool CVX is used for the performance analy-
sis of the optimal MIMO detection approaches based on SDP.
It is modeling tool built on top of MATLAB. It is powerful tool
for modeling a prototype and algorithms incorporating convex
problems using DCP method [45].

Fig. 11. BER Performance of selected MIMO hard detectors in a 3 × 3
systems using 16-QAM signal constellation in a flat-fading channel.

Extensive simulations were run to evaluate and analyze the
performance of the quasi optimal MIMO detection approach
based on SDP. The results in Fig. 11 depict BER versus SNR
for the 3 × 3 MIMO system using 16-QAM (163 ≈ 4096) in
a flat fading channel. For comparison, we have simulated the
optimal and linear detectors. However, all the detectors have
same performance from -10dB to -4dB due to high noise effect;
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it is observed that as SNR increases, noise effect decreases
and BER performance improves linearly. The optimal detector
ML achieves a BER of 10−2 at an SNR of 2dB and BER of
10−3 at an SNR of 6dB, by examining all possible transmitted
vectors. Suboptimal approach i.e. SDP-simple quantization
in a complex system achieves BER of 10−2 at an SNR of
6dB and SDP-Eigen-value decomposition in a complex system
achieves BER of 10−3 at an SNR of 8dB. ZF achieves BER
of 10−2 at a SNR 10dB. Here, its BER degraded due to
noise amplification. It is easy to see the advantage of the
SDR detectors over the ML and ZF detectors. However, SDP-
Eigen-value decomposition approximation technique achieved
considerable reduction in complexity at the cost of only 2dB.

The performance of optimal detector in term of prob-
ability is good as compared to simple detector. In [15],
the author discussed the performance of different detectors
exist in CDMA and SDR detector for higher order QAM
constellation in [9] in the context of the MIMO channel. For
complexity, simple and closed-form expressions are infrequent.
The more convenient way is to model it with increasing
complexity with m. The detectors complexity specified through
cubic C(m) and is supposed to be in O(f(m)), for few
function f(m) , and C(m) ≤ cf(m) for m ≥ M where
c and M are constants [44]. The complexity of a detector
in O(p(m)) for few polynomialp(m) the detector is assumed
to be polynomial complex one. The complexity C(m) rates
are bounded by O(.). Still, polynomial complexity detectors
are normally considered to be efficient, and the complexity of
most polynomial detector is relatively small in practice [44].
Additionally, the complexity measures are obtained through
simulations to analyze system performance or design.

The complexity of generic SDP approach for non-convex
problem (11a)-(11f) is cubic O(N6.5) [9]. If relax rank-1
constraints as in (11f) just relax such as (12a)-(12e) and solve
diagonal elements in W, then non convex problem is converted
into convex problem. Hence the complexity of SDP approach
for convexified problem is roughly cubic O(N3.5), where
N = 2M + 1, while M is the number of QAM symbols[9].

The simulation results in Fig. 12 depicts BER versus
SNR of SDP-simple quantization approximation technique in
different system configurations using 16-QAM constellation
in a flat fading channel. The performance of SDP-simple
quantization in computationally complex system improves
with increasing in number of transmit and received vectors.
However, suboptimal approach (4 × 4) SDP achieved a BER
of 10−2 at an SNR of 5dB, (3 × 3) SDP achieved a BER of
10−2 at an SNR of 6dB and (2× 2) SDP achieved a BER of
10−2 at an SNR of 9dB.

The results in Fig. 13 depict BER versus SNR for the
different antenna configuration using 16-QAM (163 ≈ 4096)
in a flat fading channel. However, SDP-simple quantization
approximation technique in (2 × 4) MIMO system achieved
BER of 10−3 at an SNR of 2dB; in (3 × 4) MIMO system
achieved a BER of 10−3 at an SNR of 6dB; and in (4 × 4)
MIMO system achieves a BER of 10−2 at an SNR of 2dB.
However, SDP-simple quantization in (2×4) and (3×4) MIMO
systems performance is improved.

The results in Fig. 14 depict BER versus SNR for the 3×3
system using 16-QAM (163 ≈ 4096) in flat fading channel. For

Fig. 12. BER Performance of different system configurations MIMO systems
using16- signal constellation in a flat fading channel.

comparison, we have simulated the suboptimal detector with
full complexity and near optimal detector with different search
spaces. However, suboptimal and near optimal detectors have
same performance from -10dB to -4dB due to high noise effect.
It is observed that as SNR increases noise effect decreases and
BER performance improves linearly.

However, sub-optimal detector SDP-simple quantization
approximation technique achieved a BER of 10−2 at an SNR of
6dB in computationally complex system. ZFML with 16 vector
search space at 2.5 neighbor size with |2|Mt reduction rate
achieves a BER of 10−2 at an SNR of 13dB; ZFML with 64
vector search space at 4 neighbor size with |4|Mt reduction rate
achieved a BER of 10−2 at an SNR of 10dB; ZFML with 125
vector search space at 5 neighbor size with |5|Mt reduction rate
achieves a BER of 10−2 at an SNR of 9dB; and ZFML with
343 vector search space at 7 neighbor size with |7|Mt reduction
rate achieved a BER of 10−2 at an SNR of 7dB. ZFML
computational complexity is bounded by maintaining small
search areas, while performance is maximized by relaxing this
constraint and increasing the cardinality of the search space.

Fig. 13. BER Performance of different Antenna Configurations MIMO
Systems using 16-QAM signal constellation in a flat fading channel.
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Fig. 14. BER Performance of SDP and ZFML MIMO hard Detectors in a
3× 3 Systems using 16- QAM signal constellation in a flat fading channel.

However, SDP-simple quantization approximation technique
achieved considerable performance in a computationally com-
plex problem (163 ≈ 4096 vectors) as compared to the ZFML
detector in a less computationally complex problem |7|Mt

(73 ≈ 343 vectors). Therefore, we find the computationally
efficient SDR detector as a competitive detector in comparison
to other near-optimal methods.

Compared to SDP that performs a coarse search over the
complete search space the ZFML used a reduced constellation,
therefore its computational complexity is (M/Mn)

M . Where
M is the constellation size, Mn is the neighbors list and Mt

is the number of transmitters.

VI. CONCLUSION AND FUTURE DISCUSSION

The presented work aimed to analyze the efficiency of
MIMO detection approaches both in terms of BER perfor-
mance and computational complexity. Specifically, the work
is focused on performance evaluation and comparison of two
heuristic suboptimal detection algorithms previously proposed
in literature, namely, the ZFML and the Semi-definite relax-
ation detectors. The presented simulation results are relating
to the performance of the two algorithms including the com-
parison with linear and optimal detection schemes for MIMO
systems. Most important result is that while it was proven by
the analytical results that the ZFML detector is better in large
search space, which increases the computational complexity,
the SDR detector is computationally efficient detector in same
scenario. Possible future work is to analyze SDP and ZFML,
BER/computational complexity performance in MIMO system
using higher order constellation in a flat fading/Rayleigh
channel.
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Abstract—Due to advancement in technology, enormous
amount of data is generated every day. One of the main challenges
of large amount of data is user overloaded with huge volume
of data. Hence effective methods are highly required to help
user to comprehend large amount of data. This research work
proposes effective methods to extract and represent the data.
The summarization is applicable to obtain a brief overview of
the text and sentiment analysis can obtain emotions expressed in
the text computationally. The combined text summarization and
sentiment analysis is proposed on BBC news articles. A pronoun
replacement based text summarization method is developed and
VADER sentiment analyzer is used to determine sentiment
information. The 3-D visualization schemes have been provided
to represent the sentiment information. The sentiment analysis
and classification are performed on original BBC news articles as
well as on summarized articles using classifiers, such as Logistic
Regression, Random Forest and Adaboost. On original news
articles highest classification rate of 84.93%, using summarization
of ratio 25%, 50% and 75% highest classification rates of 78.73%,
83.06% and 83.23%, respectively are observed.

Keywords—Summarization; sentiment analysis; 3-D visualiza-
tion; sentiment classification

I. INTRODUCTION

Huge amount of data is being generated every day in the
form of social media data, various blogs, web sites, Wikipedia,
online newspapers, etc. Due to wide spread usages of social
media such as Facebook, Twitter, Yahoo! etc. have enor-
mously increased the amount data that has been produced. The
Wikipedia alone contain five million articles and thousands of
new articles generated every day. There are various online web
sites which are publishing newspapers on daily basis. One of
the main challenges of huge data is that user gets over loaded
with data and requires effective way to absorb the large volume
amount of data. Effective data extraction and representation
techniques are needed to help user to comprehend huge data.
The text summarization is the technique intended to produce
a brief overview of the input text and also reduces the amount
of data. Moreover, the sentiment analysis is the computational
technique, which deduce the user emotion expressed in the
text. The sentiment analysis been effective applied to various
fields such as product reviews [1], [2], news articles [3],
political debate [4], twitter sentiment data analysis [5], [6],
stock market [7], [8], etc.

The goal of the text summarization is to obtain a brief sum-
mary of the text [9]. This method of text summarizing can be
utilized in different applications namely searching documents
related to a particular subject and obtain an overview, gather

headline from newspaper articles, assimilate emails, obtain
summary of medical information, to produce brief of scientific
articles [10], [11] etc. There are various steps involved in text
summarization such as topic identification, interpretation and
summary generation [12]. A notable work by Bennostein et al.
on topic identification is presented in [13] with a frame work
for topic identification and applications. Work on Wikipedia
graph centrality method for topic identification is presented
in [14]. During text interpretation, the meaning of the text is
obtained. For text interpretation researchers have focused on
various methods such as ontology based interpretation [15]
and text interpretation [16]. The goal of text summarization
is to generate an abstract or synopsis on single or multiple
documents. J. Alan et al. [11] have presented a text summa-
rization method based on novelty detection at the sentence
level. Literature review presented in [17] by Lloret et al. have
noted that there are two summarization methods: abstraction
and extraction. Semantic representation are constructed from
text to produce a brief overview in abstraction method [13],
[18]. The extractive summarization methods discussed as in
[19]–[21] are intend to choose words, sentences and phrases
from the given text to obtain the summary. Forming summary
based on frequency of words related to the topic has found
suitable application in several area [22], [23] of text analysis.
It is observed that in a given document the words that are
occurring more frequently indicates the subject on which the
text is pivoted. Rafael Ferreira et al. [24] have accessed the
sentence scoring technique for text summarization. In their
work, it was noted that obtaining the frequency of important
words and extract sentence to prepare the summary is one
of the effective methods. Pronouns are place the holders for
proper nouns, which are often used in the text. In the process of
filtering and stopword removing, pronouns are also eliminated
affecting the frequency of proper nouns. In this research work
the summarizing technique is proposed in which, pronouns
are replaced at first with proper nouns and then the frequency
of words are computed, thereby enhancing the frequency
information related to proper nouns to generate an improved
version of the text summary.

Sentiment analysis has found applications in healthcare
[25], [26], tourism [27], fraud detection [28], finance [29],
politics [30], business [31]. There are additional area of
applications that are found in [32]. The sentiment analysis of
online news articles is presented in [33]. The prediction of
positive and negative sentiment on financial news is carried
out in [34]. The opinion mining engine for news article is
present in [35], which uses the knowledge from ConceptNet
and SenticNet. The sentiment classification described in [36]
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uses informatics and theoretic approach. A. Mudinas et al.
have presented a notable work [37] on lexicon and concept-
level sentiment analysis. T. H. A. Soliman et al. [38] have
carried out mining of online customer reviews utilizing support
vector machines and a similar work on sentiment analysis
has been reported in [39] based on As-LDA model. There is
an interesting work reported on sentiment analysis based on
machine learning techniques in [40]. Sentence level sentiment
analysis has been carried out using cloud machine learning
techniques in [41]. Sentiment analysis using different types of
lexicon dictionaries are listed in [42], [43] .

With motivation to help user to comprehend large volume
of data, in this research work, summarization on news articles
is performed then carried out sentiment analysis and represen-
tation. The extractive text summarization method is developed
based on [21] to produce a brief overview of news articles.
VADER [42] sentiment analyzer is used on original news
articles and summarized news articles to deduce sentiment
opinion from the text. By using VADER, various sentiment
information has been collected as negative, neutral, positive,
compound score and count related to sentiment words. Further
sentiment information is represented using several visualiza-
tions schemes in three dimension such as column plots, surface
plots, scatter plots etc. These 3-D visualization methods give a
clear and better scheme to portray the sentiment information.
Further the sentiment analysis and classification are carried
out on original and summarized news articles using classifiers
namely Logistic Regression, Random Forest and Adaboost
classifiers. The experiments are carried out on BBC news
articles and classification performance is tested on 10-fold
cross validation. In Section 2 the method of text summarization
with pronoun replacement is described, sentiment visualization
and classification is presented in Section 3, an example on
summarization and sentiment analysis is given in Section 4.
Experiment results are presented in Section 5 followed by
Section 6, which covers the conclusion.

II. PRONOUN REPLACEMENT BASED TEXT
SUMMARIZATION

The text summarization involves in generating a brief
summary of given text. Before generating summary, the pre-
processing is carried out on the text. The preprocessing in-
volves noise elimination, lowering text, tokenization, identify
stopwords such as that, a, the, etc., and removal of them
[44]. During preprocessing, pronouns which are place holders
for proper nouns are also eliminated. In this research, a
summarization technique is developed in which pronouns are
replaced with proper nouns and then extractive summarization
is carried. In the extractive methods [24] of text summary
generation is to look for keywords or the most important words
and their frequency in the text. The approach for identifying
the important words is to eliminate stopwords and remaining
words are taken as important words. As a part of stopword
elimination, pronouns are also eliminated, thereby losing the
frequency information. In this research the summarization
method of [21] is developed as depicted in Fig. 1. For a
given input text, Part of the Speech (POS) tagger of [45],
[46] is employed to recognize various parts of a sentence. The
pronouns are recognized and replaced with proper nouns. The
proper noun that is occurring before pronoun and closer to

pronoun is considered to replace the pronoun. However the
original input text is used to produce the final text summary.

Fig. 1. Pronoun replacement based text summarization.

The next step is to eliminate the stopwords from the text
and determine frequency of remaining words in the text. The
computation of weightage of keywords or important words is
as follows. Let nk be the number of keywords and no be the
number of stopwords, then a sentence has total ns = nk + no

words. Let fk be the frequency of the kth keyword. Also nt

be the number of keywords in the entire text. The weightage
of kth keyword can be calculated as

wk =
fk
nt

(1)

The sentence weightage is computed as summation of
weightage of words given in (2). The sentences having impor-
tant keywords with more weightage will have higher sentence
weightage.

ws =
1

ns

nk∑
k=1

wk (2)

The priority order of the sentence is determined using sen-
tence weightage, which indicates order to extract the sentences
to form the summary. The user specifies the summary ratio Sr

to decide the length of the summary required. For a text with
mt number of lines and Sr given summary ratio , the length
of the summary ms is calculated as

ms =
sr
100
×mt (3)

The text summary is generated by extracting lines in
priority ordered up to required length of ms.

III. SENTIMENT VISUALIZATION AND CLASSIFICATION

The VADER of [42] is a simple rule based sentiment
analyzer. It consists of list of lexical features and associated
sentiment measures. Based on grammatical and syntactical
usage of the language, several rules are formed, which are used
to determine the sentiment of the text. A lexicon basically is
a list of words with each word assigned a semantic oriented
values as positive value or negative value [47]. In VADER list
of lexicons the features are assigned values between the range
of -4 to +4, here -4 being extreme negative and +4 is extreme
positive. In Table I, few words from VADER lexicon list are
shown.

It is interesting to perform the sentiment analysis of the
news article. Sentiment analysis on news articles are carried
in various research such as [33]–[35]. The news article written
by an author or journalist provides an opinion on the subject
about which article was written. The sentiment analysis thus
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TABLE I. EXAMPLE FROM VADER LEXICON

Word Sentiment Score
Excel 2.0
Exhaust -1.2
Favorable 2.1
Impatience -1.8

provides a sentiment evaluation of the news articles. In this
research VADER is utilized to perform the sentiment analysis
of the BBC news articles. Schematic diagram for sentiment
analysis is depicted in Fig. 2. The news articles are subjected
to preprocessing such as word tokenization and stopwords re-
moval. Then VADER is applied to compute sentiment score of
the news article. The VADER utilizes lexicon list and computes
sentiment information such as compound, neutral, negative and
positive scores. Also it gives count of positive, negative and
neutral words. In this research, novel 3-D visualizations of
sentiment information obtained from VADER are presented.
The visualizations schemes in terms of three dimensions col-
umn plots, surface, scatter plots etc., are developed. These 3D
visualization provide better insight of sentiment information
gathered from news articles.

Fig. 2. Sentiment analysis of news articles.

Furthermore, the sentiment classification on summarized
news articles as shown in Fig. 3 is performed. As significant
amount of data being generated every day, it is becoming
important to provide techniques which help user to effectively
comprehend the data. The text summarization provide a brief
overview of input text and effectively enable user to focus
on reduced version of the text. When text summarization is
applied to news articles it gives a brief overview of the news
with inherent subjective information. Usually the news articles
provide elaborated discussion on the subject and hence it is
appropriate to perform text summarization to obtain important
discussions in news. The sentiment analysis and classification
on summarized version of news articles is introduced as shown
in Fig. 3. The preprocessing of news articles is performed
in which words are tokenized and stopwords are removed.
The news articles are subjected to summarization to generate
overviews. The sentiment classification is performed on the
summarized version of the news articles. Feature vectors of N-
gram size are created using a bag of words [48]. Next Logistic
Regression, Random Forest and Adaboost classifiers are used
for classification. Logistic Regression used as base classifier
in Adaboost classifier.

IV. SUMMARIZATION AND SENTIMENT ANALYSIS
EXAMPLE

The summarization and sentiment analysis is briefly ex-
plained with an example in this section. An input news article
is shown in the Fig. 4, which is on Football from BBCSport

Fig. 3. News summarization and sentiment classification.

news dataset. The number of occurrences of various nouns
in this article is determined. Top three nouns with maximum
occurrences are ‘Van’, 5 times, ‘Nistelrooy’, 5 times and
‘United’, 4 times. The sentiment score for the Fig. 4 is
computed using VADER. Positive score is 0.212, negative
score is 0.083, neutral score is 0.705 and compound score
is 0.9726 observed.

In this article, the pronoun such as ‘he’, ‘it’, ‘they’ etc.,
have been used several times as place holder for proper nouns.
Text summarization is performed on this text using pronoun
replacement method as described in Section 2. Once the
pronouns are replaced, the stopwords are eliminated from the
text to identify important words or keywords. Next, weightage
of each keywords is computing by using (1). Table II shows
the computed weightage for the few keyword words from input
article.

TABLE II. KEYWORDS AND WEIGHTAGE

Sl. Num. Keyword Weightage
1.0 Nistelrooy 0.05625
2.0 United 0.03125
3.0 League 0.0125
4.0 Champions 0.00625
5.0 Fifth 0.00625

The sentence weightage is computed using (2) based on
the weightage of keywords present in that sentence. Also
each sentence is assigned a priority number based on its
sentence weightage. Lower priority number is assigned for the
sentence with higher weightage. In Table III sentence (partially
depicted), its weightage and priority number for few sentences
are shown.

TABLE III. SENTENCE WEIGHTAGE AND PRIORITY NUMBER

Sl. Num. Sentence Weightage Priority
Number

1.0 Van Nistelrooy set to return. 0.0225 1.0

2.0
Manchester United striker Ruud van
Nistelrooy may make his comeback
after an Achilles tendon..

0.0127 5.0

3.0
He has been out of action for nearly
three months and had targeted a
return in the Champions?

0.0063 12.0

4.0
But Manchester United manager Sir
Alex Ferguson hinted he may be
back early.

0.0159 4.0

5.0
He said: ”There is a chance he could
be involved at Everton but we’ll just
have to see how he comes?

0.0106 6.0

User provides the summarization ratio, using which the
summary is generated. The number sentences to be included
in the summary can be found by equation (3) using. The
summary is formed by extracting the sentences from the article
in priority order. Summarized text for Fig. 4 is collected with
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Fig. 4. Input news article.

ratio as 25%, 50% and 75% and results of summary are shown
in Table IV.

TABLE IV. NEWS SUMMARIZATION AND SENTIMENT ANALYSIS

Sr Summarized Text

Num.
of sen-
tences
in
sum-
mary

Negative
Score

Neutral
Score

Positive
Score

Compound
Score

0.25

Van Nistelrooy set to
return. But Manchester
United manager Sir Alex
Ferguson hinted Ferguson
may be back..

4.0 0.168 0.749 0.084 -0.4215

0.5

Van Nistelrooy set to
return. But Manchester
United manager Sir Alex
Ferguson hinted Ferguson
may be back..

8.0 0.084 0.774 0.142 0.6908

0.75

Van Nistelrooy set to
return. But Manchester
United manager Sir Alex
Ferguson hinted Ferguson
may be back..

12.0 0.079 0.726 0.195 0.9618

Further, sentiment analysis using VADER is performed
for each summarized text. The VADER computes sentiment
information such as negative, neutral, positive and compound
score which are given in Table IV.

V. EXPERIMENTAL RESULTS

The experiments are conducted on news article collected
from [49], which are BBC articles. The BBCSport dataset
includes 737 documents about articles on five topical areas
as Athletics, Cricket, Football, Rugby and Tennis from BBC
sport web site between the years 2004 to 2005. It is interesting
to perform the sentiment analysis on news articles. VADER
sentiment analyzer is applied on the news articles on dataset
BBCSport. Moreover the POS tagger of [45], [46] is utilized
to determine various parts of sentences. Proper nouns and
their occurrences in article are gathered. In Table V, top
three nouns having maximum occurrence in the articles with
their frequency are shown. The VADER sentimental analyzer
gives various scores such as negative, neutral, positive and
compound score which are given in columns 3, 4, 5 and 6

respectively in Table V. The count of negative, neutral and
positive words are given in column 7, 8 and 9, respectively.

Sentiment Visualization:

A novel 3-D visualization of sentimental information ob-
tained from VADER is presented in Fig. 5. Twenty news article
on Football and Athletic from BBCSport dataset are consid-
ered. For each article, the number of occurrences of proper
nouns is determined. In Fig. 5(a) negative sentiment score
versus positive sentiment score for each article is represented.
In this figure, along x-axis the proper noun with maximum
frequency, along y-axis the negative score and along z-axis the
positive sentiment score are shown. Fig. 5(b) shows maximum
occurring proper noun and count of that noun along x-axis
and y-axis against compound sentiment score along z-axis.
Fig. 5(b) highlights the compound score on an article with
respect to the noun having maximum occurrence and its count,
hence showing the importance of the noun as a subject in
that article. Fig. 5(c) provides 3D visualization of negative
score versus positive score for Athletic articles. In Fig. 5(d)
noun occurrences versus compound score is represented for 20
Athletic articles.

The novel 3-D visualizations are developed to represent
the compound sentimental score as shown in Fig. 6. In these
figures, compound score versus count of positive and negative
sentiment words are shown. Fig. 6(a) show the 3-D represen-
tation for compound sentiment of all Football articles from
the BBCSport dataset. In Fig. 6(a) highest compound score of
2.927 having the number of negative words 6 and number
of positive words 14 is observed. Fig. 6(b), 6(c) and 6(d)
represent the compound scores for articles on Cricket, Athletic
and Rugby respectively are shown. These 3-D visualizations
signifize the changes in compound score that can occur when
count of positive or negative sentiment words vary.

The news articles are subjected to sentiment analyzer
VADER, which provides various sentiment score also it gives
count of negative, positive and neutral words in the articles.
The sentiment of the article is positive for compund score
greater than zero, neutral for compound score of zero otherwise
it is negative. Fig. 7 provides 3-D visualization of count
information obtained from VADER. In Fig. 7(a) the 3-D scatter
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TABLE V. NEWS ARTICLE WITH NOUN FREQUENCY IN THE ARTICLE ALONG WITH SENTIMENT SCORES

Art-
icle

Noun and
frequency

Negative
Score

Neutral
Score

Positive
Score

Compound
Score

# Negative
Sentiment
Words

# Neutral
Sentiment
Words

# Positive
Sentiment
Words

1.0
(’Everton’, 9)
(’United’, 8)
(’Martyn’, 8)

0.102 0.676 0.221 0.995 19.0 292.0 32.0

2.0
(’Van’, 5)
(’Nistelrooy’, 5)
(’United’, 4)

0.083 0.705 0.212 0.9726 6.0 132.0 14.0

3.0
(’Moyes’, 5)
(’Beattie’, 5)
(’Gallas’, 5)

0.084 0.805 0.111 0.4504 8.0 204.0 13.0

4.0
(’Ronaldo’, 3)
(’United’, 3)
(’Manchester’, 1)

0.044 0.688 0.268 0.9661 2.0 72.0 11.0

5.0
(’Home’, 5)
(’Smith’, 4)
(’Scotland’, 4)

0.069 0.749 0.182 0.9456 4.0 121.0 11.0

plot is depicted for news articles of Football. More positive
sentiments are observed in Fig. 7(a) than negative or neutral.
The 3-D scatter plots for Cricket shown in Fig. 7(b), Athletic
in Fig. 7(c) and Rugby in Fig. 7(d).

In Fig. 8, ten words with positive sentiment and in Fig.
9, ten words with negative sentiments are depicted. In each
graph, the word with its sentiment score and its percentage
contribution are shown. In Fig. 8(a) the graph shows positive
sentiment words for Football articles. In Fig. 8(b), 8(c) and 8(d)
showing words with positive sentiment for Cricket, Athletic
and Rugby news articles. Fig. 9 depicts top ten negative
sentiment words for news articles.

Summarization and Classification: The sentiment classifi-
cation is carried out on news articles. The BBCSport news
article dataset consists of 737 article related to Football,
Cricket, Athletic, Rugby, and Tennis. Later each article is
subjected to summarization with ratio of 25%, 50% and
75% hence dataset consists of 2948 articles. The sentiment
analysis is performed on each article using VADER. The
Logistic Regression, Random Forest and AdaBoost classifiers
are used for sentiment classification. Feature vectors of N-
gram size are constructed from news articles by preparing
bag of words as given in [48]. From the BBCSport dataset of
articles occurrences of words are collected and bag of words
is prepared by taking ‘N’ most frequent words. Here ‘N’ is
taken as 2000, 3000 and 4000. Table VI shows 10-fold cross
validation results on the BBCSport dataset of articles without
summarization. A maximum classification rate of 84.93% is
observed for AdaBoost classifier with N as 3000.

Next, the news articles are subjected to summarization
using method described in Section 2. The summarization ratio
of 25%, 50%, 75% is applied on each article. Using the
sentiment analyzer VADER, the sentiment type of each article
is determined. The 10-fold cross validations are performed
on three classifiers Logistic Regression, Random Forest and
AdaBoost classifier with varying ‘N’ as 2000, 3000 and 4000.
In Table VII, the 10-fold cross validation results are presented.
It is observed that as summarization ratio increases better
sentiment classification rates are obtained. When summariza-
tion ratio is 25%, a maximum classification rate of 78.73%
for AdaBoost classifier with ‘N’ equal to 4000 is observed.
For summarization ratio of 50%, maximum classification rate
83.06% with ‘N’ 4000 on AdaBoost classifier is obtained. A
maximum classification rate of 83.23% for AdaBoost classifier
with ‘N’ 3000 is observed for 75% text summarization.

VI. CONCLUSION

In the recent years we are witnessing significant amount
of data being generated in numerous forms such as social
media, web blogs, web sites, Wikipedia, news articles and
many more. Due this the end user is overloaded with data
and there is a greater need for effective methods to help
user to absorb the data. Data extraction and representation
methods are highly desirable to assist user to comprehend
the huge data. One of the effective methods to obtain brief
overview is using text summarization. Also sentiment analysis
and classification being used to determine opinion expressed in
the text. In this research, the text summarization and sentiment
analysis on BBC news articles is combined. BBC news articles
are collected from [49], which consists of 737 news articles
on various sports topics. Extractive based text summarization
method is developed in this research which involves pronoun
replacement with proper noun and form text summary. The
sentiment analysis of BBCSport news articles is carried by
VADER. The VADER provides various evaluated information
including positive, compound, negative and neutral score along
with count of neutral, negative and positive words in the
text. Novel three dimensional visualizations are provided to
depict sentiment information obtained on BBCSport. Later,
using the summarization ratio of 25%, 50% and 75% the
text summarization is carried out on news articles. On the
dataset of news articles, the feature vector is formed using
bag of words of N-gram size. The sentiment classification is
carried out on news articles at first without summarization and
later on summarized text of 25%, 50% and 75% ratio. Three
classifiers are employed to perform sentiment classification
such as Logistic Regression, Random Forest and Adaboost
classifier with varying N as 2000, 3000 and 4000. When
classification is carried out without summarization highest
classification rate of 84.93% observed. For 25%, 50% and 75%
summarized text a maximum classification rate of 78.73%,
83.06% and 83.23% are respectively obtained.

ACKNOWLEDGMENT

Author is grateful to Dr. Sunil Thomas, Department of
Electrical and Electronics Engg, Birla Institute of Technol-
ogy and Science, Pilani-Dubai, Dubai for his suggestions to
improve the manuscript.

REFERENCES

[1] Xing Fang and Justin Zhan, Sentiment analysis using product review
data, in Journal of Big Data, 2:5, 2015.

www.ijacsa.thesai.org 620 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

Fig. 5. The 3-D representation of sentimental information for 20 news articles. (a) Negative versus positive score for Football articles. (b) Noun occurrences
versus compound score for Football articles. (c) Negative versus positive score for Athletics articles. (d) Noun occurrences versus compound score for Athletics
articles.

TABLE VI. PERFORMANCE OF SENTIMENT CLASSIFICATION

Logistic Regression Random Forest AdaBoost
N 2000 3000 4000 2000 3000 4000 2000 3000 4000
Classification Rate in % 84.3 84.73 84.3 81.81 81.33 81.02 84.43 84.93 84.63
Misclassification Rate in % 15.7 15.27 15.7 18.19 18.67 18.98 15.57 15.07 15.37

[2] Himmat M., Salim N., Survey on Product Review Sentiment Classifica-
tion and Analysis Challenges In: Herawan T., Deris M., Abawajy J. (eds)
Proceedings of the First International Conference on Advanced Data
and Information Engineering (DaEng-2013). Lecture Notes in Electrical
Engineering, vol 285, Springer, Singapore, 2014.

[3] Khoo, C.S.G., Nourbakhsh, A., & Na, J.C., Sentiment analysis of online
news text: A case study of appraisal theory Online Information Review,
36(6), 2012.

[4] Yu Wang, Tom Clark, Jeffrey Staton, Eugene Agichtein Towards Tracking
Political Sentiment through Microblog Data in Proceedings of the Joint
Workshop on Social Dynamics and Personal Attributes in Social Media,
pages 8893, Baltimore, Maryland USA, 27 June 2014.

[5] Aliza Sarlan, Chayanit Nadam, Shuib Basri, Twitter sentiment analysis,
in International Conference on Information Technology and Multimedia
(ICIMU), Malaysia November 18 20, 2014.

[6] Youngsub Han, Kwangmi Ko Kim, Sentiment analysis on social media
using morphological sentence pattern model, in IEEE 15th International
Conference on Software Engineering Research, Management and Appli-
cations (SERA), London, UK, 2017.

[7] Smailovic J., Grcar M., Lavrac N., nidaric M., Predictive Sentiment

Analysis of Tweets: A Stock Market Application, In: Holzinger A.,
Pasi G. (eds) Human-Computer Interaction and Knowledge Discovery in
Complex, Unstructured, Big Data. Lecture Notes in Computer Science,
vol 7947. Springer, Berlin, Heidelberg, 2013

[8] Rajat Ahuja, Harshil Rastogi, Arpita Choudhuri, Bindu Garg Stock
market forecast using sentiment analysis, in 2nd International Conference
on Computing for Sustainable Global Development (INDIACom), pages
1008-1010, 2015.

[9] Fang Chen, Kesong Han and Guilin Chen, An Approach to sentence
selection based text summarization, in Proceedings of IEEE TENCON02,
pp. 489-493, 2002.

[10] Amari, S.-I. and Nagaoka, H. Methods of Information Geometry,
Translations of Mathematical Monographs, in Oxford University Press,
2001.

[11] J. Allan, C. Wade, and A. Bolivar, Retrieval and novelty detection at the
sentence level, in Proceedings of the Annual International ACM SIGIR
Conference on Research and Development in Information Retrieval, pp.
314321, 2003.

[12] Hovy, E. and C.-Y. Lin, Automatic Text Summarization in SUM-
MARIST, in I. Mani and M.Maybury (eds), Advances in Automatic Text

www.ijacsa.thesai.org 621 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

Fig. 6. The 3-D representation of compound score versus count of positive and negative sentiment words. (a) For article on Football (b) For article on Cricket
(c) For article on Athletic (d) For article on Rugby.

TABLE VII. PERFORMANCE OF SENTIMENT CLASSIFICATION ON SUMMARIZED TEXT

Logistic Regression Random Forest AdaBoost
Sr N 2000 3000 4000 2000 3000 4000 2000 3000 4000
0.25 Classification Rate in % 78.5 78.49 78.33 77.24 75.96 76.61 77.57 77.41 78.73

Misclassification Rate in % 21.5 21.51 21.67 22.76 24.04 23.39 22.43 22.59 21.27
0.5 Classification Rate in % 82.73 81.06 81.31 79.76 78.98 80.22 82.1 82.06 83.06

Misclassification Rate in % 17.27 18.94 18.69 20.24 21.02 19.78 17.9 17.94 16.94
0.75 Classification Rate in % 82.16 82.43 82.12 81.65 79.74 79.77 82.71 83.23 82.2

Misclassification Rate in % 17.84 17.57 17.88 18.35 20.26 20.23 17.29 16.77 17.8

Summarization, pp.81-94, MIT Press, 1999.
[13] Benno Stein, Sven Meyer zu Eissen, Topic Identification: Framework

and Application, in Proceedings of International Conference on Knowl-
edge Management, pp 522-531, 2004.

[14] Kino Coursey, Rada Mihalcea, Topic Identification Using Wikipedia
Graph Centrality, in Proceedings of NAACL HLT 2009, pages 117120,
Boulder, Colorado, June 2009.

[15] Irma Sofia Espinosa Peraldi, Atila Kaya, Sylvia Melzer, Ralf Moller,
On Ontology Based Abduction For Text Interpretation, in Proceedings of
9th International Conference Computational Linguistics and Intelligent
Text Processing, Israel, pp 194-205, 2008.

[16] Marti A. Hearst, Direction-Based Text Interpretation as an Information
Access Refinement, in Text-Based Intelligent Systems, Lawrence Erl-
baum Associates, 1992.

[17] Lloret, E. & Palomar, M, Text summarisation in progress: a literature
review, in Artificial Intelligence Review, vol. 37, issue 1, pp 1-41, January
2012.

[18] Kazuo Sumita, Seiji Miike, Kenji Ono, Tetsuro Chino, Automatic ab-

stract generation based on document structure analysis and its evaluation
as a document retrieval presentation function, in Systems and Computers
in Japan, vol. 26, issue 13, 2007.

[19] Zhang Pei-ying and LI Cun-he Automatic text summarization based on
sentences clustering and extraction, in 2nd IEEE International Conference
on Computer Science and Information Technology, pp. 167-168, 2009.

[20] Daniel Gayo-avello , Daro lvarez-gutirrez , Jos Gayo-avello, Naive
Algorithms for Key-phrase Extraction and Text Summarization from a
Single Document inspired by the Protein Biosynthesis Process, in First
International Workshop Biologically Inspired Approaches to Advanced
Information Technology, BioADIT 2004, Lausanne, Switzerland, pp.
440-455, January 29-30, 2004.

[21] Siddhaling Urolagin, Jagadish Nayak, Likitha Satish A method to
generate text summary by accounting pronoun frequency for keywords
weightage computation, in Proceedings of 2017 International Conference
on Engineering & Technology (ICET’2017) Akdeniz University, Antalya,
Turkey, pages 1-4, 21-23 August, 2017.

[22] Jos M. Perea-Ortega, Elena Lloret, L. Alfonso Urea-Lpez, Manuel Palo-

www.ijacsa.thesai.org 622 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

Fig. 7. Representing sentimental count information as 3-D visualization. (a) For article on Football (b) For article on Cricket (c) For article on Athletic (d)
For article on Rugby.

mar, Application of Text Summarization techniques to the Geographical
Information Retrieval task, in Expert Systems with Applications, vol. 40,
issue 8, pp. 29662974, 2013.

[23] Nongnuch Ketui, Thanaruk Theeramunkong, Chutamanee Onsuwan, An
EDU-Based Approach for Thai Multi-Document Summarization and Its
Application, in Journal ACM Transactions on Asian and Low-Resource
Language Information Processing TALLIP, vol. 14 issue 1, January 2015.

[24] Rafael Ferreira, Luciano de Souza Cabral, Rafael Dueire Lins, Gabriel
Pereira e Silva, Fred Freitas,George D.C. Cavalcanti, Rinaldo Lima,
Steven J. Simske, Luciano Favaro, Assessing sentence scoring techniques
for extractive text summarization, in Expert Systems with Applications,
vol.40, issue 14, pp. 57555764, 2013.

[25] Vincenza Carchiolo, Alessandro Longheu, and Michele Malgeri, Using
Twitter Data and Sentiment Analysis to Study Diseases Dynamics, in
Proceedings of the 6th International Conference on Information Tech-
nology in Bio- and Medical Informatics - Volume 9267,pp. 16-24, 2015.

[26] Denecke K, Sentiment Analysis from Medical Texts. In: Health
Web Science. Health Information Science, in Springer, Cham.
doi:https://doi.org/10.1007/978-3-319-20582-3-10, 2015.

[27] D Grabner, M Zanker, G Fliedl, M Fuchs, Classification of Customer
Reviews based on Sentiment Analysis, in Information and Communica-
tion Technologies in Tourism pp 460-470. 2012.

[28] Gann W-JK, Day J, Zhou S, Twitter analytics for insider trading
fraud detection system in Proceedings of the sencond ASE international
conference on Big Data. ASE. May 27 - May 31, Stanford, CA, USA,
94305, 2014.

[29] Siddhaling Urolagin, Text Mining of Tweet for Sentiment Classification
and Association with Stock Prices, in 2017 International Conference

on Computer and Applications (ICCA), Doha, 2017, pp. 384-388.doi:
10.1109/COMAPP.2017.8079788.

[30] Kartik Singhal, Basant Agrawal, Namita Mittal, Modeling Indian Gen-
eral Elections: Sentiment Analysis of Political Twitter Data, Advances
in Intelligent Systems and Computing, vol 339. Springer, New Delhi, pp
469-477, 2015.

[31] Van Looy A., Sentiment Analysis and Opinion Mining (Business
Intelligence 1), In: Social Media Management. Springer Texts in Business
and Economics. Springer, Cham, 2016.

[32] M.Walaa, A. Hassan, and H. Korashy, Sentiment Analysis Algorithms
and Applications: A Survey, Ain Shams Engineering Journal,vol.5, no.
4,pp. 10931113, 2014.

[33] Simon Fong, Yan Zhuang, Jinyan Li, Richard Khoury, Sentiment
Analysis of Online News Using MALLET, International Symposium on
Computational and Business Intelligence (ISCBI), 2013.

[34] Bradley Meyer, Marwan Bikdash, Xiangfeng Dai, Fine-Grained Finan-
cial News Sentiment Analysis, in SoutheastCon, pages 1-8, At Charlotte,
NC, USA, 2017.

[35] Prashant Raina Sentiment Analysis in News Articles Using Sentic
Computing, in IEEE 13th International Conference on Data Mining
Workshops (ICDMW), 2013.

[36] Lin Y, Zhang J, Wang X, Zhou A, An information theoretic approach
to sentiment polarity classification, in Proceedings of the 2nd Joint
WICOW/AIRWeb Workshop on Web Quality, ACM, New York, NY,
USA.pp 3540, 2012.

[37] A. Mudinas, D. Zhang and M. Levene, Combining lexicon and learning
based approaches for concept-level sentiment analysis, in Proceedings
of the First International Workshop on Issues of Sentiment Discovery

www.ijacsa.thesai.org 623 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

Fig. 8. Top ten positive sentiment words. (a) For article on Football (b) For article on Cricket (c) For article on Athletic (d) For article on Rugby.

and Opinion Mining, Beijing, China ugust 12 , 2012, Article No. 5,
doi:10.1145/2346676.2346681, 2012.

[38] T. H. A. Soliman, M. A. Elmasry, A. R. Hedar and M. M. Doss,
Utilizing support vector machines in mining online customer reviews,
in 22nd International Conference on Computer Theory and Appli-
cations (ICCTA), Alexandria, 2012, pp. 192-197. doi: 10.1109/IC-
CTA.2012.6523568, 2012.

[39] J. Liang, P. Liu, J. Tan, and S. Bai, Sentiment Classification Based on
AS-LDA Model, Procedia Computer Science, vol. 31, pp. 511516, 2014.

[40] A. P. Jain and P. Dandannavar, Application of Machine Learning
Techniques to Sentiment Analysis, in 2nd International Conference on
Applied and Theoretical Computing and Communication Technology,
Bangalore, pp. 628632, 2016.

[41] R. Arulmurugan, K. R. Sabarmathi, and H. Anandakumar, Clas-
sification of sentence level sentiment analysis using cloud ma-
chine learning techniques, in pages 1-11, Cluster Computing, 2017,
https://doi.org/10.1007/s10586-017-1200-1.

[42] Hutto, C.J. and Gilbert, E.E. (2014). VADER: A Parsimonious Rule-
based Model for Sentiment Analysis of Social Media Text, in Eighth
International Conference on Weblogs and Social Media (ICWSM-14).
Ann Arbor, MI, June 2014.

[43] Y. Wang, Y. Zhang, and B. Liu,Sentiment Lexicon Expansion Based on
Neural PU Learning, Double Dictionary Lookup, and Polarity Associa-
tion, Conference on Empirical Methods in Natural Language Processing,
Copenhagen, pp. 711, 2017.

[44] Alper Kursat Uysal and Serkan Gunal, The impact of preprocessing
on text classification, in Information Processing & Management 50, 1,
pages 104112, 2014.

[45] Kristina Toutanova and Christopher D. Manning, Enriching the Knowl-
edge Sources Used in a Maximum Entropy Part-of-Speech Tagger, in
Proceedings of the Joint SIGDAT Conference on Empirical Methods in
Natural Language Processing and Very Large Corpora, pp. 63-70. 2000.

[46] Kristina Toutanova, Dan Klein, Christopher Manning, and Yoram
Singer, Feature-Rich Part-of-Speech Tagging with a Cyclic Dependency
Network, in Proceedings of HLT-NAACL, pp. 252-259, 2003.

[47] Liu, B., Sentiment Analysis and Subjectivity, in N. In-durkhya & F.
Damerau (Eds.), Handbook of Natural Language Processing (2nd ed.).
Boca Raton, FL: Chapman & Hall, 2010.

[48] A. Deshwal and S.K. Sharma, Twitter sentiment analysis using various
classification algorithms, 5th International Conference on Reliability,
Infocom Technologies and Optimization, Noida, pp. 251-257, 2016.

[49] D. Greene and P. Cunningham. Practical Solutions to the Problem
of Diagonal Dominance in Kernel Document Clustering, in Proceeding
ICML ’06 Proceedings of the 23rd international conference on Machine
learning Pages 377-384, 2006.

www.ijacsa.thesai.org 624 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018
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Abstract—Wireless Mesh Network (WMN) is a developing
technology that has a great impact on the improvement of
the performance, flexibility and reliability over the traditional
wireless networks. Using multi-hop communication facility these
networks are installed as a solution to extend last-mile access
to the Internet. WMN has already been deployed but still it
faces certain issues regarding channel assignment and interfer-
ence. One of the well-known interference issues is Information
Asymmetry (IA) interface that results in increased retransmission
ratio, end-to-end delay, and thus decreases the overall network
capacity of WMN. Various studies have been done in the past
to minimize information asymmetry interference using limited
number of orthogonal or non-overlapping channels i.e. 1, 6 and
11 from IEEE 802.11b radio technology. In recent studies, it
is mentioned that partially overlapping channels called POCs
can be used to maximize network capacity. The purpose of this
research is to minimize Information Asymmetry (IA) interference
problem by proposing a channel assignment model called Optimal
Partially Overlapping Channel Assignment (OPOCA). In this
research, comparison has been made between OPOCA and
existing Information Asymmetry Minimization (IAM) model.
Through extensive simulations it has been verified that the
proposed OPOCA model gives 8% better results as compared
to existing IAM model.

Keywords—Wireless Mesh Network (WMN); information
asymmetry; Optimal Partially Overlapping Channel Assignment
(OPOCA); NOC; Information Asymmetry Minimization (IAM)
model

I. INTRODUCTION

A. Wireless Mesh Network

Wireless Mesh Network (WMN) is a well-known technol-
ogy that has the capability of better performance regarding
flexibility and reliability from that of conventional wireless
networks. WMNs have self-healing capabilities and are easier
to install. Fixed wireless broadband networks of next gener-
ation are being installed increasingly as mesh networks, for
the purpose to extend access and provide Internet globally.
The wireless networks could be set up between hundreds of
wireless mesh nodes that would talk to each other for the
purpose to share the data through network across vast area.
Nodes of wireless mesh network are small radio transmitters
that acts like router (wireless) using current standards of Wi-
Fi (802.11 a, b and g) for the purpose of communications. A

Fig. 1. Non-overlapping and Partially Overlapping Channels (POC) [3].

Wireless Mesh Network contains gateways, mesh clients and
mesh routers. Mesh routers forward traffic to the gateways and
from the gateways that might connect to the Internet, while the
wireless devices, cell phones and laptops are referred as mesh
clients [1]. Traditionally the wireless networks were supplied
with only one radio interface. Though, the only interface
intrinsically limits the overall network using only a single
channel. In case of two neighboring links that are operating
on the similar channel and transmit data concurrently, then
the chances of interference is definitely more with each other.
Multi-radio multi-channel (MRMC) systems, the nodes can
receive and transmit simultaneous transmission to multiple
neighbors can be easily done.

B. Channel Assignment in WMNs

The Channel Assignment (CA) in a multi-radio multi-
channel WMN comprises a mission to allocate channels to
different radio interfaces in such a technique that achievement
of effective channel utilization and minimization of the inter-
ference could be made possible. The Wi-Fi standard 802.11b/g
works in 2.4 GHz frequency spectrum and has supported
transmission capacity of 11Mbps. In IEEE 802.11b spectrum
11 POC channels are used [2].Those wireless channels that
have spectrum overlap with the other working channels are
referred as Partially Overlapped Channels (POCs). The Non-
Overlapped Channels (NOCs) are those channels that have no
spectrum overlap with any other channels that are working. In
IEEE 802.11b/g wireless standard which is quite well known,
the largest channel that is orthogonal (non-overlapping) set
contains channel 1, 6 and 11. One of foremost problems
in proposing effective schemes of channel assignment using
POCs is the adjacent channel interference that is the interfer-
ence among two neighbors adjacent. In Fig. 1 IEEE 2.4GHz
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Fig. 2. Information Asymmetry (IA) interference in WMN.

spectrum is shown.

C. Information Asymmetry Interference in WMN

Interference plays a vital role when the number of dif-
ferent clients shares frequency using multiple channels. The
interference in WMN is categorized as the coordinated and
Information Asymmetry (IA) interference. Fig. 2 shows IA
interference scenario. In case of IA the source nodes s1 and s2
are outer from the carrier sensing range (CS) of each other and
the destination nodes r1 and r2 are also outer from the range
of each others carrier sensing range CS. In the same way r2
and s1 are also located outside CS range of each other but r1
and s2 are inside the CS ranges of each other. In interference
of Information Asymmetry (IA), the sender node is exterior to
the Carrier Sensing range (CS) i.e., if there are two links L1
(r1, s1,) and L3 (r2, s2,) that are working on similar channel
then following condition needs to be accomplished for IA
interference [3].

• d(s1, s2) > CS

• d(r1, s2) < CS

• d(s1, r2) > CS

Here d means the distance between physical nodes and CS
shows the Carrier Sensing range. In Fig. 2, the carrier sensing
range of the sender nodes is represented by solid line circle
and the circle with dotted line shows CS range of the receiving
nodes.

D. Paper Contributions

To identify IA interference links in MR-MC wireless mesh
network. To propose the most optimal channel assignment
strategy in MR-MC WMN that will minimize IA interference
effect and maximize network capacity in MRMC wireless
mesh network. To compare the proposed model results with
existing model called Information Asymmetry Minimization
(IAM) model using IEEE 802.11b technology. To verify
proposed model results using extensive simulations.

II. RELATED WORK

Authors in [4] examined the decline in capacity of multiple
radios WMN because of interference the links of communica-
tion through wireless network. This method was fundamentally
used to reduce the interference among different inter communi-
cation links and maximize the network capacity. CA approach
which is based on cluster is installed in order to lessen the
complication of CA and use again the channel in the complete
different cluster. Similarly [5] proposed that the efficient use

of available channels improves the overall performance of a
system. Most of the channels are partial overlapped. It is not
always unsafe to use the partially overlapped channels. Differ-
ent radio spectrum is discussed. The author gives overview of
different interference constraints that are hard constraint, soft
constraint, traffic demand constraint and orthogonal constraint.
This paper gives the solution to prevent interference occurred
due to partially overlapping.

A detailed survey was presented in [6] regarding survey of
some of the channel assignment approaches. In this research
the network model and key design concerns are identified. The
comparisons of four graph based algorithms have been made
that are Breadth First Search Channel Assignment (BFS-CA),
Minimum Interference Survivable Topology Control (INSTC),
Connected Low Interference Channel Assignment (CLICA),
Centralized Tabu-based Algorithm (CTA). According to [7]
the solid information about issues concerned to the most
favorable usage of radio channels and interfaces in WMNsis
examined. The aim of this paper is to provide new central
model of channel assignment that is called First Random
Channel Assignment algorithm that is associated with the two
other CA techniques called Load Aware Channel Assignment
(LACA)and Clear Channel Assignment (CCA) by the equal
Quality of Service parameters. NS-2 network simulator is
used for simulation. In [4] the author compared the results
of channel assignment for both dense and sparse MRMC
WMN topologies through extensive simulation. The model
optimization gives optimal outcomes for the environments
where the non-coordinated interference is more that in sparse
environments. An algebraic model is formulated that gives
strategy of an optimized channel assignment. In this paper the
simulation results showed that the intended optimization model
performance is 19% better in sparse MRMC WMN topologies
where the nCO interference is high [4].

Venkata et al., in [8] recommended two new channel
assignment algorithms in this research, BFS-MinNI, BFS-
MaxNI to minimize the interference for WMN. The results
were compared of both the proposed CA algorithm and the
existed algorithms like BFS-CA and CCA. The co-located
interference between the radio interfaces and measure the
degree of interference value of a variety of grid sizes and eval-
uated the performance of different algorithms. The experiment
based on BFS-MinNICA results in significant performance
improvement at varying interference levels. Wang et al., in
[9] proposed that the network capacity can be improved by
utilizing POCs, which assign channel to all the links while
minimizing total network interference. The direct relationship
between interference range and channel separation was calcu-
lated. The author evaluated that as the network traffic between
the internet and clients become prevailing; distance from the
gateway, the number of neighboring nodes and interference
are used to resolve the channel assignment order of the links.
The simulation results showed that the end to end delay and
network throughput can be improved by making use of both
non orthogonal channels as well as orthogonal channels.

Sadiq et al., [11] proposed an Information Asymmetry Min-
imization model called IAMin to minimize information asym-
metry interference in multi-radio-multi-channel wireless mesh
networks. The proposed channel assignment model optimally
allocate IEEE 802.11b/g non-overlapping channels to wireless
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TABLE I. NOTATION USED IN MODEL

SYMBOL DESCRIPTION
L Set of all mesh links
H Number of channels that is 11
λ Traffic flow fraction on any link
ei A WMN link
cj Frequency channel
k The set of non-overlapping channels that is 3

Ccj frequency channel capacity
x(ei,cj ) Channel cj assigned to link ei
IA(ei) Set of IA interfering links of link ei
CO(ei) Coordinated interference link of ei

links of multi-radio multi-channel wireless mesh network. The
optimal channel assignment not only minimizes information
asymmetry problem, but also maximizes the overall network
capacity. Simulation result show that the proposed optimization
model successfully minimizes information asymmetry interfer-
ence and maximizes the capacity in sparse scenarios of multi-
radio multi-channel wireless mesh networks up to 8

Another research article [12], compares near-hidden and
information asymmetry problems in wireless mesh networks.
The comparison between existing Optimal Channel Assign-
ment Model (OCAM) and Information Asymmetry and Near
Hidden Minimization (INM) model is done to find the net-
works capacity.The proposed model considers three non-
overlapping channels 1, 6 and 11 from IEEE802.11b stan-
dard.An extensive simulation in OPNET shows that the pro-
posed INM model performs 7% better than the existing OCAM
model.

III. RESEARCH METHODOLOGY

In this section the optimization model based on partially
overlapping channel assignment is proposed to minimize In-
formation Asymmetry (IA) interference problem.

A. Proposing Linear Programming POC model

A linear programming model is proposed that is base on
Partially Overlapping Channel (POC) assignment that con-
sists of objective function and several channel assignment
constraints. The wireless mesh network allows simultaneous
use of multiple channels to increase the aggregate capacity.
Partially Overlapped Channels has the potential of increasing
the capacity in WMNs by allowing more links to transmit at the
same time. Channel assignment using POC allows significantly
more flexibility in sharing the wireless spectrum. Here POC
model is implemented for maximizing the network throughput
and performance using maximum channel resources in a multi-
channel multi-radio wireless mesh network.

B. Problem Formulation

In this section we formulate a linear optimization model.
The model comprises of decision variable, objective function
and certain set of constraints. Table I shows all the symbols
and notations used in this model.

C. Existing Model

The IEEE 802.11b standard is used in existing IAMin
model. Each networks node is well-equipped with two or

more radio interfaces for taking advantage of multi-radio multi-
channels WMN. The existing model is Information Asymmetry
Minimization (IAMin) model. This model consist a set of
definite constraints, objective function and decision variable.

1) Decision Variable : In the decision variable model an
IEEE 802.11b non overlapping channel that is cj is allocated to
a link named as ei. It is stated that if any link that is directed
ei operates on any channel cj in a network then it equates
1 and if no channel is assigned to any specified link then it
equates 0. Such type of a variable (usually decision variable)
is also known as binary variable [4].

x(ei, cj) =

{
1Directedlinkei activeonchannel cj
0 otherwise

2) Set of Constraints: Constraints that are also the re-
strictions and limitations on an optimization model and they
explain the unfavorable results. The interference effects be-
tween the links can be minimized for the improvement of the
performance of overall network. Following are some set of
constraints used for this channel assignment model.

• Individual channel per link constraint

The first constraint of the optimization model presented
makes it sure that each and every link in a set of L (edges)
should be allocated only one channel from the set H. H is the
set of total number of channels. Equation of single channel
per link constraint affirms that if is a link that is assigned to
a channel than calculation of overall channels evaluates to 1
[4].

∑
cj∈H x(ei, cj) = 1 ∀ei ∈ L, cj ∈ H

• Channel Capacity Constraint

If the links that are coordinated are working on similar
frequency channel then there is minimum interference and
maximum network performance. The coordinated links are
not affected by the interference. The capacity of a frequency
channel is in fact dispensed amongst all the coordinated
interfering links. The rate of traffic at a link should not go
beyond the capacity of this link. The constraint that is given
below indicates that the capacity of a channel is contributed
when numerous corresponding links are active on a similar
channel [10].

x(ei, cj). λ(ei).f(ei)+
∑

ek∈ co(ei) x(ek, cj). λ(ek).f(ek) ≤ C cj

∀ei ∈ L, cj ∈ H

• Information Asymmetry interference Constraints

The IA interference constraint shows that if there are
multiple IA interfering links in a network then only one
channel cj will be assigned to them. The equation shows that
ei and ek are numerous links that are operating on the same
channel i.e., cj in a network. Individual link will be active on
channel cj in the interference region [10]. Fig. 3 shows one
of the examples of IA interference.

x(ei, cj) +
∑

ek∈IA(ei) x(ek, cj) ≤ 1
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Fig. 3. Information Asymmetry links Fig. 3 illustrates information asymmetry
links. The channel cj is assigned to different links that are e1,e2, e3 and e4.
The sender nodes are outside each other CS.

∀ei ∈ L, ∀cj ∈ H, ek ∈ L

D. Proposed Model

The proposed model consist of node-radio constraint
and Partially Overlapping Channel constraints. The proposed
model is Optimization Partially Overlapping Channel Assign-
ment (OPOCA) Model.

1) Node-Radio Constraint: Such type of constraint relates
to nodes of wireless mesh network that comprises of multiple
radios. A node in a network can use at most n(vi) radios in a
given period of time for transmission or receiving of data or
used for both. This leads towards the subsequent constraint.
It is made sure by the constraint that the total quantity of
channels that operates on various links of an incident node
must not increase than the number of radio interfaces on that
specified node [4].∑

cj∈H

∑
ei∈I(vi)

x(ei, cj) ≤ n(vi)

∀ei ∈ L,∀cj ∈ H,∀vi ∈ V, cj ∈ H, ei ∈ L

2) Partially Overlapping Channel (POC) Constraint: Par-
tial overlap among different channels decreases the received
flow transmission on one single channel if same channel is
assigned to neighboring links. Two nodes can operate on the
same channel as long as they do not interfere with each other.
The minimization in the interference range increases with
increase in separation. The channels, with complete reduction
perceived over non-overlapping channels. In Fig. 4 POCs can
be in use to interconnect to the number of networks or can be
used to add flexibility to the routing infrastructure by creating
additional edges in the mesh network topology. In Table II,
the channel separation illustrates the difference in channel
numbers which is denoted by cs(ci-cj). In Fig. 4, there are two
communication nodes pairs that are transmitting on a channel
cj and channel ci. The distance is increased gradually between
these two nodes and interference range is recorded.

x(ei, cj) +
∑

ek∈ IAei[cs|ci− cj|]

x(ek, ci) ≤ 1

∀ci ∈ poc(cj)

TABLE II. CARRIER SENSING RANGES [3]

Channel Separation(M) 0 1 2 3 4 5
i=1 13.26 9.08 7.59 4.69 3.21 0
i=6 12.89 9.21 6.98 5.15 3.84 0

Fig. 4. Node U transmitting on j needs to be in cs—ci-cj—to interfere with
node V transmitting on channel i [3].

IV. RESULTS AND DISCUSSION

In this section the results that are gathered from simulations
are discussed.

A. MATLAB WMN Topology

In MATLAB three different topologies are created for
experimental purposes. Each topology consists of 25 mesh
nodes. The nodes are aligned close to each other, as the IA
interference effect is verified on several numbers of nodes. The
greatest Transmission range (Tr) of every node is 10 meters
while the carrier sensing range (CS) is assumed to be 20
meters. The Tr is a range where successful communication
is occurred among different nodes in the network. All nodes
are vigorous and share information among each other.

Fig. 5 and 6 represents MRMC WMN topologies which are
created in MATLAB software. In this figure the x-coordinates
and y-coordinates are 80x80 meters. In the topologies solid
lined circle signifies the CS range of a source node and dotted
line circle denotes the CS of receiving node. The transmission
range of the source node is represented by pink colored line
circle. In Fig. 6 each topology consist of non-coordinated
interference links and coordinated interfering links. In Fig. 5,
6, 7, 8 and 9, the carrier sensing range of WMN topologies is
reduced gradually. Spectral Gap (Sgap) represents the carrier
sensing range of a node in the network denoted as spectrum
gap. In Fig. 5, sgap is taken as 0 which illustrates that it is
the maximum carrier sensing range of a node. The IA links
are identified for that topology. For link (1,2) the identified IA
links are (3,4) (12,13) (13,14) and (14,15). The coordinated
links for the link (1,2) are (2,3) (3,4) (7,8) (16,17) (17,18)
(21,22) (22,23) (23,24). When the carrier sensing range is
maximum, the IA interference will be more.

In Fig. 6 the value of Sgap is 1, it represents that the
carrier sensing range reduce in sizes and reduced. In this
case the IA link for (1,2) is (13,14) and the coordinated
interfering links will remain the same. Further in Fig. 7 when
sgap equals 2 the carrier sensing range minimizes and the IA
links for (1,2) are (13,14). The Fig. 8 illustrates that when
the sgap equals 3 than the identified IA links for node 1 and
2 are (3,4) (12,13) respectively. In Fig. 9 the bare minimum
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Fig. 5. WMN Topology for spectral gap 0.

Fig. 6. WMN Topology for spectral gap 1.

carrier sensing range is acquired. Moreover when the value
of sgap is equal to 4 the carrier sensing range excessively
decreases and the IA interference link is (3,4). This process is
repeated for other topologies also. The outcome of information
asymmetry interference is greater and the data rate will be
highly decreased. In order to minimize IA interference between
the nodes optimal channel assignment scheme is used.

Table III displays a list of coordinated interfering (CO)
links and IA links. The first column shows the intended
links, the second column represents coordinated interfering
links. The third column represents Information Asymmetry
interfering links. For identifying IA links each time the carrier
sensing range is reduced. The sgap starts from value 0 and
approaches to 4. The value 0 represents maximum sensing
range, the range decreases when the value reaches to 4. The
Carrier sensing range is reduced at sgap equals 4. These links
are derived from Fig. 5.

Fig. 10 and 11 represents two more topologies comprising
of 25 nodes each. The terrain area has been taken 80x80
meters. The nodes alignment is based on x-axis and y-axis. In
topology 10 and 11 four paths are taken. The black solid circle
represents CS of source node and dotted circle represented

Fig. 7. WMN Topology for spectral gap 2.

Fig. 8. WMN Topology for spectral gap 3.

Fig. 9. WMN Topology for spectral gap 4.

CS range of destination node whereas pink circle represented
transmission range of source. For both the topologies co-
ordinated links and information asymmetry links have been
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Fig. 10. MRMC-WMN MATLAB generated 25 node topology 1.

Fig. 11. MRMC-WMN MATLAB generated 25 node topology 2.

identified. The carrier sensing range is decreased by spectral
gap value. The value of sgap ranges from 0 to 4. At each sgap
value the information asymmetry links are identified.

B. Partially Overlapping Channel (POC) assignment in AMPL

AMPL displays results regarding channel assignment.
Partially Overlapping Channels (POCs) are assigned to the
links in MRMC wireless mesh network. AMPL assign same
traffic load to each link. That is varied from 50 to 500
packets/ sec. The spectrum IEEE 802.11b has 11 channels.
The partially overlapping channels are 1, 2, 3, 4, 5, 6, 7, 8,
9, 10 and 11 have been considered for channel assignment.
AMPL utilizes the gurobi solver for channel assignment
results. The linear programming models have been executed.
The file created is a text file that comprises of real execution
of the proposed model. In gurobi solver the solve command
gives the output or goal of the proposed model. The binary
variable xx displays channel assignment and link. For instance
xx [*,*,*] shows xx[souce link, destination link, channel
assigned].

The variable xx[2,3,1] illustrates that channel 1 is allotted

TABLE III. LIST OF COORDINATED INTERFERENCE AND IA
INTERFERENCE LINKS OF WMN TOPOLOGY

LINK COORDINATED LINKS IA LINKS
(1,2) (2,3)(3,4)(7,8)(16,17)(17,18) (3,4)(12,13)

(21,22)(22,23)(23,24) (14,15) (13,14)
(2,3) (1,2)(3,4)(7,8)(11,12)(12,13)(13,14) (13,14)(14,15)

(14,15)(16,17)(17,18)(21,22) (16,17)(17,18)
(3,4) (1,2)(2,3)(7,8)(10,11)(11,12)(12,13) (17,18)(18,19)

(13,14)(14,15)(16,17)(17,18)
(5,6) (6,7)(7,8)(17,18)(18,19)(19,20) (7,8)(18,19)

(19,20) (22,23)
(6,7) (5,6)(7,8)(16,17)(17,18)(18,19) (1,2)(2,3)

(19,20)(21,22)(22,23) (22,23)
(7,8) (1,2)(2,3)(3,4)(5,6)(6,7)(16,17)(17,18) (1,2) (2,3)

(18,19)(19,20)(21,22)(22,23) (22,23) (23,24)
(9,10) (10,11)(11,12)(14,15) (11,12) (12,13)

(17,18) (18,19)
(10,11) (3,4)(9,10)(11,12)(12,13)(14,15)(16,17)(17,18)(18,19) (12,13)
(11,12) (2,3)(3,4)(9,10)(10,11)(12,13)(13,14)(14,15)(16,17)(17,18) Nil
(12,13) (2,3)(3,4)(10,11)(11,12)(13,14)(14,15)(16,17) Nil
(13,14) (2,3)(3,4)(11,12)(12,13)(14,15) Nil
(14,15) (2,3)(3,4)(9,10)(10,11)(11,12)(12,13)(13,14) Nil
(16,17) (1,2)(2,3)(3,4)(6,7)(7,8)(10,11)(11,12)(12,13) (19,20) (18,19)

(17,18)(18,19)(19,20)(21,22)(22,23)
(17,18) (1,2)(2,3)(3,4)(5,6)(6,7)(7,8)(10,11) (19,20)

(11,12)(16,17) (18,19)(19,20)
(18,19) (3,4)(5,6)(6,7)(7,8)(10,11)(16,17) Nil

(17,18)(19,20)
(19,20) (5,6)(6,7)(7,8)(16,17)(17,18)(18,19) Nil
(21,22) (1,2)(2,3)(6,7)(7,8)(16,17) (23,24) (24,25)

(22,23)(23,24)(24,25)
(22,23) (1,2)(6,7)(7,8)(16,17)(21,22)(23,24)(24,25) (24,25)
(23,24) (1,2)(7,8)(21,22)(22,23)(24,25) Nil
(24,25) (21,22)(22,23)(23,24) Nil

TABLE IV. OPOCA CHANNEL ASSIGNMENT OF FIGURE 7

LINKS POC CHANNEL LINKS POC CHANNEL
ASSIGNMENT ASSIGNMENT

(1,2) 11 (13,14) 6
(2,3) 1 (14,15) 10
(3,4) 6 (16,17) 1
(5,6) 3 (17,18) 1
(6,7) 9 (18,19) 11
(7,8) 8 (19,20) 1

(9,10) 1 (21,22) 1
(10,11) 4 (22,23) 1
(11,12) 6 (23,24) 4
(12,13 ) 7 (24,25) 1

to a link (2,3). Same as the case with xx[5,6,3] shows that
the channel 3 is allotted to link (5,6) in a network. The total
numbers of partially overlapping channels are 11, So the value
of xx will proceed to 11. Similarly for channel 11 this concept
will be used, the variable xx[10,11,4] shows that 4 channel is
allocated to the link (10,11) in WMN. The traffic flow is taken
as 0.2, 0.4, 0.8, 1.0 and it exceeds to the value 2.0. These
outcomes are taken further for all the demands changing from
50 to 500 packet/ sec. Table IV is completely based on Fig. 7.
Table IV consists of two columns. The first column comprises
considered links and second column comsists of POC channles
that are assigned to each link.

C. Information Asymmetry Minimization (IAMin) in AMPL

In the next step orthogonal channels have been assigned to
the same topology for the purpose of comparison of both non-
overlapping and partially overlapping channels. The results
of channel assignment for partially overlapping channels and
non-overlapping has been compared. Table V shows channel
assignment result for orthogonal channel that are executed
through AMPL. The entire orthogonal channel 1, 6, 11 have
been assigned to the links. The snapshots have been taken
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TABLE V. NON-OVERLAPPING CHANNEL ASSIGNMENT FOR IAMIN
MODEL

Links Non-Overlapping Channel Assignment
(1,2) 11
(2,3) 1
(3,4) 6
(5,6) 1
(6,7) 1
(7,8) 11

(9,10) 1
(10,11) 1
(11,12) 1
(12,13) 11
(13,14) 1
(14,15) 1
(16,17) 1
(17,18) 1
(18,19) 11
(19,20) 1
(21,22) 1
(22,23) 1
(23,24) 1
(24,25) 11

Fig. 12. OPNET generated 25 nodes WMN topology.

during the implementation in AMPL software. The binary
variables 0 and 1 are used for orthogonal channel assignment.
The binary variable 0 represent no channel has been assigned
or absence of channel assignment and 1 represents presence
of channel assigned to a link. AMPL assign same traffic load
to each link. That is varied from 50 to 500 packets/sec.

Table V represents the orthogonal channel assignment to
each of the link in a network. The channel 1, 6 and 11 have
been assigned to the links.

D. OPNET Simulation Results

The channel assignment result obtained from POC and non-
overlapping channel assignment through AMPL is further used
for simulation process in OPNET. All the three topologies are
recreated in OPNET modeler. A network model is created
by selecting the area and the location of various nodes in
that area. Fig. 12 shows 25 nodes topology that is created
with the help of OPNET modeler. Three different topologies
each consisting of 25 nodes are constructed and the effect of
Information Asymmetry interference in a network have been
analyzed for both POC and orthogonal channel assignment.

1) OPNET simulation results for POC model: The channel
assignment results obtained from AMPL is used by OPNET
simulator for further process. The links have been divided into

TABLE VI. SIMULATION PARAMETERS FOR THE OPOCA MODEL

PARAMETER VALUE
Radio Technology IEEE 802.11b
Radio Frequency 2.4 GHz

Data Rate 11Mbps.
Minimum Bandwidth 22 MHz

Buffer size 25600000 bytes
Transmission Range (Tr) 10 meters

Carrier Sensing Range (CSr) 2*10 meters
Number of Nodes 25
Radios per Node 3

Network Simulator used OPNET
Simulation time 4 minutes

Terrain area 80x80 m2
Total scenarios 3

TABLE VII. PROPOSED OPOCA MODEL SIMULATION RESULTS

Flow (Packets/Sec) Topology 1 Topology 2 Topology 3 Average
50 924.45 1029.59 958.17 970.736667
100 1720.77 1969.27 1894.46 1861.5
150 1957.53 2689.41 2663.93 2436.95667
200 2061.05 3025.85 3037.48 2708.12667
250 2175.03 3404.41 3177.13 2918.85667
300 2264.11 3685.18 3324.98 3091.42333
350 2355.35 3919.37 3459.72 3244.81333
400 2481.11 4133.76 3571.12 3395.33
450 2577.25 4183.24 3657.67 3472.72
500 2670.51 4329.82 3828.99 3609.77333

coordinated and IA interfering links. The OPNET simulation
results are gathered for the proposed model that is Optimized
Partial Overlapping Channel Assignment (OPOCA) model.
The parameters for simulation are shown in Table VI.

Table VI depicts that the radio technology used for each
scenario is IEEE 802.11b spectrum. The frequency used is
2.4 GHz and transmission capacity is 11 Mbps. Each node
comprises of three radios and different channels are allotted
to each radio interface. The demand of flow ranges from 50
to 500 packets/sec. The total simulation time is four minutes.
The results obtained from the simulations shows that the
proposed model gives better result as compared to the existing
model.

Table VII depicts the simulation results of the effect of
IA interference over POC channel assignment. The network
capacity of every topology has been measured. The network
flow ranges from 50 to 500 (packets/sec) for each topology.
The table shows that as the flow demand increases the
network capacity value also increases. Minimizing the IA
interference increases the overall throughput. The last column
shows the average result obtained from different topologies of
the OPOCA model. For each topology the network capacity
varies depending on the density of a network.

Table VIII represents the results we got from existing
IAMin model. The traffic flow varies from 50 to 500
packets per second for each topology. The table shows that
as the flow demand increases the network capacity value
also increases. Minimizing the IA interference increases
the overall throughput. The last column represents average
network capacity of the existing model. The transmission
capacity of the exiting model is lower than that of the
proposed model which clarifies that the OPOCA model works
better than IAM model.
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TABLE VIII. IAM MODEL SIMULATION RESULTS

Flow (Packets/Sec) Topology 1 Topology 2 Topology 3 Average
50 979.21 1038.79 858.25 958.75

100 1783.09 1840.58 1694.1 1772.59
150 2239.82 2328.93 2174.34 2247.69667
200 2485.53 2619.65 2580.12 2561.76667
250 2626.37 2853.6 2836.3 2772.09
300 2758.57 3037.53 3009.57 2935.22333
350 2837.99 3144.7 3235.9 3072.86333
400 2935.28 3264.71 3318.54 3172.84333
450 2972.79 3369.85 3446.81 3263.15
500 2982.99 3450.61 3532.84 3322.14667

Fig. 13. Capacity comparison of OPOCA model over IAM model for
topology 1

Fig. 13 shows the graphical representation of capacity
comparison of OPOCA model over the IAMin model. Both the
model consists of 25 nodes each. The horizontal axis shows
the transmission flow which varies from 50 to 500 packets/sec,
whereas the vertical line shows the transmission capacity.

The above dotted line shows the increment in the network
capacity of IAMin model and the below solid line represent
increase in network capacity of the POC model. From the
below graph it has been verified that where the IA interference
is minimum the channel assignment of orthogonal channel
(IAM) works better than the partially overlapping channel
assignment. The network capacity in sparse network of IAM
model is maximum than the OPOCA model, where the nodes
are aligned far from each other.

Fig. 14 illustrates the capacity comparison of OPOCA
model over the existing model. The graph values have been
taken from Tables VII and VIII, based Topology 2. Here an
x-axis displays sender node demand on every node, whereas
y-axis displays the WMN capacity of network in packets/sec.
The above solid line represent network capacity of OPOCA
model and below dotted line represents the network capacity
of IAMin model. As the flow demand increases the network
capacity also increases. The peak value for OPOCA model
is 4329.82 and the peak value of existing model (IAM) is
3450.61, from which it is verified that partially overlapping
channel assignment works better than IAMin model. In dense
network where IA interference is more the partially overlap-
ping channel assignment gives better performance.

Fig. 15 indicate the network capacity relationship among
the OPOCA and IAMin model for third topology. For the
proposed model the throughput value ranges from 958.17 kbps
for 50 packets/sec and increases to 3828.99 kbps for 500

Fig. 14. Capacity comparison of OPOCA model over IAM model for
topology 2.

Fig. 15. Capacity comparison of OPOCA model over IAMin model for
topology 3.

Fig. 16. Capacity comparison of OPOCA model over IAMin model for
topology 4.

packets/sec.

As the traffic flow increases capacity also increases. The
IAMin model value ranges from 858.25 kbps for 50 pack-
ets/sec and increases to 3532.84 kbps for 500 packets/sec.
The graphical representation of data shows that the network
capacity of OPOCA model is more than that of IAMin model.

Fig. 16 represents average network comparison of capacity
between OPOCA model and IAM model. The upper solid line
in graph represents average capacity of an OPOCA model and
the lower dotted line shows the average capacity of IAMin
model. The horizontal value shows traffic demand in packet/
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TABLE IX. NETWORK CAPACITY IMPROVEMENT OF OPOCA MODEL
OVER IAMIN MODEL

Flow (Packets/Sec) Avg Network Capacity Avg Network Capacity
Of IAMin Model Of OPOCA Model

50 958.75 970.7367
100 1772.59 1861.5
150 2247.697 2436.957
200 2561.767 2708.127
250 2772.09 2918.857
300 2935.223 3091.423
350 3072.863 3244.813
400 3172.843 3395.33
450 3263.15 3472.72
500 3322.147 3609.773

TABLE X. NETWORK CAPACITY IMPROVEMENT OF OPOCA MODEL
OVER IAMIN MODEL

Flow (Packets/Sec) Percentage Capacity Percentage Capacity Percentage (%)
Of IAMin Model Of OPOCA Model Improvement

50 95 97 2
100 88 93 5
150 75 81 6
200 64 68 4
250 55 58 3
300 48 51 3
350 43 46 3
400 39 42 3
450 36 38 2
500 33 36 3

sec for the topology of 25 nodes. Similarly the vertical line in
the graph shows the normal network capacity for those models
i.e. consist of existing and proposed model. The graph shows
that the average network capacity is improved by POC model,
and gives better performance than the IAMin model. As the IA
interference is minimized by optimal channel assignment the
overall network capacity increases. Tables IX and X represents
that the average network capacity of the proposed model that
is 62% and the network capacity of the existing IAM model
is 57%. The percentage improvement between existing and
proposed model is 5% that shows, the Optimized Partially
Overlapping Channel Assignment (OPOCA) model provides
better capacity improvement in a dense environment over the
Information Asymmetry Minimization (IAMin) model.

V. CONCLUSION

In this research the information asymmetry interference
is minimized and WMN network capability is maximized.
The OPOCA model is compared with the IAM model that
is without the node radio constraint and partially overlapping
channel constraint. The simulation has been carried out on
25 node topology and the result shows that the proposed
channel assignment scheme gives better result where the
information asymmetry is high, than the existing model.The
average network capacity of the proposed model is 63% and
the network capacity of the existing IAMin model is 55%.
The percentage improvement between existing and proposed
model is 8% that shows, the Optimized Partially Overlapping
Channel Assignment (OPOCA) model provides better capacity
improvement in a dense environment over the Information
Asymmetry Minimization (IAM) model. Through simulation
results it is verified that OPOCA model provides considerable
capacity improvement over the IAMin model.
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Abstract—Wireless Sensor Networks have increased notewor-
thy thought nowadays, rather than wired sensor systems, by
presenting multi-useful remote hubs, which are littler in size.
However, WSNs correspondence is inclined to negative impacts
from the physical environment, like, physical hurdles and interfer-
ence. The reason for this work is to outline a testbed, to introduce
method for communication startup and data sharing in a peer to
peer (p2p) environment between wireless sensor nodes. The work
is directed on both the IEEE 802.15.4 physical and the application
layers. In this testbed, one channel, from the IEEE 802.15.4
channels range is devoted as an “emergency channel” which
is utilized for handshaking or in case there is communication
failure between the Transmitter (Tx) and Receiver (Rx) nodes.
The remaining 15 channels are called “data channels” and are
utilized for real information transmission and control signals.
Linux based TinyOS-2.x is utilized as a working framework
for low power sensors. MICAz bits are utilized as nodes and
a MIB520 programming board is utilized for burning the codes
and for the purpose of gateways.

Keywords—TinyOS; peer-to-peer; motes; testbed; nesC; MICAz;
MIB520; handshaking

I. INTRODUCTION

An awesome improvement is going on these days with
the generation of low power remote sensors. However, during
the communication of these low power enabled sensor nodes,
interferences must be avoided from any source internally or
externally. Therefore, it is necessary to make a testbed to
evaluate result in an environment that eliminates the internal
or external source of interference. Testbed for wireless sensor
networks can play an important role in academia because,
theoretical study and simulation show results in ideal situation.
A wireless sensor network consists of low power sensor nodes,
which have the responsibility to sense the task assigned to them
and report this sensed information via some wireless link to
gateway. Usually these nodes comprise of a microchip, which
is responsible for transmission and reception of data [1], [2].

In WSNs a good testbed ought to have these properties,

1) Maintain synchronization in the occurrence of com-
munication failure.

2) Should have the ability of P2P communication sym-
metry.

Section 2 presents literature review and background study
whereas Section 3 described the methodology followed by
Section 4 that includes implementation and results. Section
5 shows conclusion and future work.

II. LITERATURE REVIEW

This work is planned to make a testbed which conveys
improvement to a current testbed created at Mid-Sweden
University (MIUN) “An Empirical Study of Low Power Mul-
tichannel correspondence in WSN”, created by authors [3],
which, over the long haul, will be advantageous for outlining
new conventions. On account of correspondence misfortune, a
calculation is intended for the synchronization of nodes. For
transmitter-receiving symmetry the calculation is outlined so
that after a particular number of packets have been sent by the
transmitter, both nodes change their part.

The correspondence depends on the IEEE 802.15.4. It
uses carrier sense multiple access with collision avoidance
(CSMA/CA) as an access provision method. As CSMA/CA
works on low data application, so it provides enough through-
put without severe interference and delay [4]. This IEEE
802.15.4 gives an aggregate 26 channels [5] and from this,
one lies in the 868 MHz band (utilized as a part of Europe
later extended to three in 2006 [6]), 10 lies in the 915MHz
band (utilized in North America extended to thirty in 2006 and
16 lies in the 2.4GHz band (utilized around the world). The
2.4GHz variant of IEEE 802.15.4 offers the most astounding
throughput of 250 kbps, and is, hence, covers long distance
[7]. Subsequently this testbed concentrates on the 2.4 GHz
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Fig. 1. IEEE 802.15.4 and Wi-Fi Spectrum [8].

range of 16 channels ranging from channel no 11 to 26. Fig.
1 shows the IEEE 802.15.4 and IEEE 802.11 Spectrum.

The existing MIUN testbed [3], for WSN has shown
problems. The main issue was the correspondence failure
between the gateway and the nodes for longer interval of time,
which results loss of important time during the field trial. The
objective of this work has been to respond to the following
questions.

1) How to synchronize the nodes when the communica-
tion is lost due to hardware problem or inter-channel
interference.

2) Implementation of peer to peer communication be-
tween transmitter and receiver nodes.

A. Definition and Implementation of a New Initialization Al-
gorithm

In previous studies [3], after five unsuccessful beacon
message transmissions, the transmitter node (Tx) switches to
the next channel, and the Receiver Node (Rx) will remain
on the current channel as it is not receiving beacon, meaning
that it must wait until the Tx has made a full sweep over all
channels, for a new communication attempt to occur. The new
algorithm should eliminate this problem. The algorithm can
be in the form of a handshake or any other method which is
robust to packet loss. The new algorithm should ensure that
the effort to establish the communication will be made more
efficient.

B. Handshaking

In communication, handshaking mechanism between nodes
is considered to be most significant for connection estab-
lishment. Whenever we wish to establish or re-establish a
connection, handshaking is the foremost step. Therefore, hand-
shaking can be defined as the process in which Tx broadcasts
a number of beacons, which, if the signal is received effi-
ciently to the Receiver node (Rx), then the Rx will response
with an acknowledgment (ACK) message. The ACK message
shows the successful agreement between sender and receiver
nodes for conducting efficient handshaking for peer-to-peer
communication [9]. The same technique will be implemented
in this work and one channel from the IEEE 802.15.4 spectrum
(channel # 26) with proficiency of 2.4 GHz bandwidth will be
dedicated to establish hand-shaking path between nodes.

Fig. 2. Flowchart for Tx & Rx Hand Shake.

C. Introducing Peer to Peer (P2P) Symmetry between the
Transmitter-receiver Pair

In the previous setup [3], the Tx triggers the communica-
tion with Rx via beacons. After sending 5 beacons Tx starts
the transmission of data packets, while the Rx stores the packet
logs. In our proposed setup, the code should be modified so
that, in the first round after a predefined number of packets
transmitted by Tx, the two communicating nodes should switch
roles and the direction of communication changes. In other
words, the node that has been receiving and logging data
should, in the following round, take up the transmitter role, and
the former transmitter should maintain packet logs. This task
also comprises the introduction of acknowledgment packets.

D. Channel Hopping/Frequency Hopping

Channel Hoping is the consecutive change of channel in
the available frequency range. Because of obstruction in the
remote medium [10], channel hopping must be performed in
a manner that both Tx and Rx might change channels at the
same time. In the testbed channel hopping calculation must be
characterized for both Tx and Rx.

III. METHODOLOGY

In the IEEE 802.15.4 range, channel 26, is termed as an
“Emergency Channel” in this testbed, while the remaining
channels (11 to 25) are called “Data Channels”. At first, for
peer to peer correspondence, it is vital that the two nodes must
handshake with each other before an information trade can
happen. In this way, the emergency channel is dedicated for
handshaking between the Tx and Rx. The data communication
channels are devoted for actual information transmission. Fig.
2 demonstrates the handshaking process.

In Fig. 2 when the Tx is started transmission at the
emergency channel it then begins sending beacons occasionally
and waits for an affirmation in the form of ACK from Rx. If Rx
receives the beacon, then it replies with an acknowledgment
and jumps to the first data channels (e.g. Channel 11). Tx
likewise hops to the same data channel, predefined to both Tx
and Rx.
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Fig. 3. P2P data transmission symmetry in a single data channel.

Keeping in mind the end goal to acquaint the symmetry
with the P2P pair at the data communication channels, a packet
counter is utilized to record the number of packets transmitted
by the Tx. When the maximum packet counter limit is reached,
a beacon is sent by Tx to remind Rx, to change its transmission
direction (e.g. from Rx to Tx). Upon the successful reception
of beacon message by Rx, it begins sending data packets
to Tx to form a peer to peer communication. At the point
when the maximum packet counter point is reached, again
a beacon is sent by Rx and it waits for an ACK from Tx.
After receiving the beacon by Tx, it sends an ACK to Rx, and
hops to the next channel. At this point, successful reception
of ACK, Rx likewise hops to the following data channel. The
above methodology is rehashed in all data channels. Fig. 3
demonstrates a diagrammatic representation of the Tx and
RX P2P transmission symmetry. If a packet/channel loss or
hardware failure occurs, then the nodes likewise hop back to
the emergency channel for handshaking.

For explaining the Task 2 more deeply, flow-chart diagrams
and following terms will be considered.

At the emergency channel:

1) The Tx is capable of sending beacon only to check
the communication path with Rx for hand-shaking
process.

2) The ACK is only send by the Rx after the successful
receiving of the beacon packet.

At the data channel:

1) After the last data packet (i.e. the final packet pre-
ceded by the beacon), beacon is sent to the destina-
tion. If the beacon is successfully received by Rx, it
shows that a shift of the transmission roles should
occur, and if the beacon is received by Tx, it shows
that it should hop to the next available data channel
in network.

2) ACK is sent upon successful reception of the Beacon.

Peer-to-peer communication among two motes is imple-
mented in such a way that the communication path will alter
whenever the beacon packet is sent by Tx, after sending a

Fig. 4. Tx flow chart for p2p communication.

specified number of data packets and is successfully received
by the Rx Channel. Fig. 4, the flow-chart diagram of Tx
Peer-to-peer communication is illustrated. When the Tx hops
from emergency channel to the initial channels by means of
the channel hopping task (1), the Tx initiates the process of
sending data packets (2). When the defined maximum packet
limit is reached, Tx then halts the process of sending further
data packets (3) and sends a beacon (4) to alert Rx to take
its turn of communication. If a successful ACK is received
(6) from Rx then the Tx node gets into waiting mode for
receiving data packets from Rx (5). During this process, while
Tx is receiving data packets, if a beacon is received (8) from
Rx then Tx responds back with an ACK Alert (9) (according
to our testbed criteria, it will send 3 ACK (10)) and then hops
to the next available data channel in the network by altering
its path using channel hopping task (1).

A. Hardware Failure or Communication Loss

In Fig. 4 if Tx is not receiving an ACK (6) from Rx,
it means that communication loss or hardware failure has
occurred, then Tx will keep sending beacons until it reaches
its maximum beacon limit (maximum beacon limit = 3). If no
ACK is received by Tx based on the last beacon sent (7), then
it will jump to the emergency channel.

B. RX Flowchart

In Fig. 5 below the flow charts inside green border shows
RX P2P communication at the data channel where the Rx
receives packets from Tx. Every packet received from Tx is
forwarded to a serial port for PC logging. If, during the packet
receiving, a beacon is received (3) then Rx will reply with an
ACK (4) and starts sending data packets (5) until the maximum
number of data packet limit, is reached and a beacon is sent
(6), to inform Tx that it is time to jump to the next data channel
and wait for an ACK from Tx. If an ACK is received (7) then
Rx jumps to the next data channel by means of the channel
hopping task (1).
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Fig. 5. Rx flow chart for p2p communication.

Fig. 6. Testbed Setup.

C. Hardware Fail, Channel Loss or Packet Loss

In Fig. 5, if Rx is not receiving an ACK (6) from Tx,
it means that communication loss or hardware failure has
occurred, then Rx will continue to send beacons until it reaches
its maximum beacon limit (maximum beacon limit = 3). If no
ACK is received by Rx after the last beacon has been sent (7),
then it will jump to the emergency channel.

IV. IMPLEMENTATION OF THE RESULTS

To meet the testbed specifications and requirement, we
have implemented Linux based TinyOS-2.x. MICAz motes
[11] from Crossbow are used as hubs in our testbed and to
enable communication among nodes, a MIB520 programming
board [12] is used as gateway. For scripting and coding, NesC
programming language is used [13], [14]. The IEEE 802.15.4
physical (PHY) packet format consists of a PHY header, PHY
payload and PHY footer [15]. The following image, Fig. 6
shows the practically implemented testbed setup for this work.

In this testbed, the PHY header 12 bytes, 11bytes of
payload (for data packet) and 2 bytes of PHY footer shown in
Fig. 7.

Fig. 7. PHY Packet Format.

Fig. 8. Beacon, ACK and Data packets format.

In Fig. 7, the green border shows a correct packet received
by the BS. The first 12 bytes, with gray background (from 25
to 6) constitutes the packet header, the second 12 bytes, with
the blue background (from0 to 0) form the packet payload,
and the last two bytes, with the yellow background (14 and
235) are the packet footer Received Signal Strength Indicator
(RSSI) and Chip Correlation Indicator (CCI).The last bit (1)
is the Cyclic Redundancy Check (CRC), which is the first bit
of CCI byte (235),which is simply extracted to differentiate
between a corrupted and uncorrupted packet. The first byte
(25) in the packet header is the Frame length byte which in
forms the CC2420 chip (transceiver chip used by MICAz) that
the total length of the packet is 26 bytes(Frame length byte +
25 bytes).The payload part is the actual packet data sent by
Tx in which, according to this testbed message type, the first
fourth bytes (0002) are the packet counter, the 6th byte (25)
is reserved for the IEEE 802.15.4 channel information (from
channel 11 to channel 25) and the next byte (1) is the node
Id (Tx) from which this packet is received. The first byte in
the footer (14) is the RSSI value and the second byte (235) is
the CCI. The last bit (1) in the red border, shown next to the
packet, is the CRC which is the left most significant bit of the
last byte (23510 = 111010112, Link Quality Indicator (LQI)
is 235-128 =107)

In this testbed, three types of packets (Beacon, Acknowl-
edgment and Data packets) are used which is shown in Fig. 8
with different frame length byte of 21, 20 and 23.

In case of a hardware/communication failure, both motes
(Tx and Rx) can returned to the emergency channel and can
reestablish communication. Fig. 9 shows the output of the Tx
in the case of communication loss at channel 23.

The red border shows, the point at which the communi-
cation loss occurs. This communication loss occurred when
the reset button at the Tx mote was pressed and hence the
packet sequence number (4rth byte in the header) was restarted
(changed from 42 to 0). As it is cleared that the communication
loss occurred at channel 23 then, instead of going to other
channels (i.e. 24, 25), the Tx has jumped to the emergency
channel (channel 26) and then, after handshaking (receiving
ACK from Rx), communication is maintained in the next data
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Fig. 9. Tx interrupted at channel 23.

channels (11 to 13).

Fig. 10 shows the Rx output in the case of a communication
loss with Tx at channel 23 as discussed above. The red square
shows the point at which the communication loss has occurred.
It is cleared from the beacon packet inside the red border that,
due to communication loss, 23 beacons are lost which were
sent by Tx, while the handshaking is conducted on the 24th
beacon.

A. Performance Evaluation

To evaluate the performance of the existing MIUN testbed
[3] with the testbed developed in this work the communication
reestablishment time in the case of communication loss will
be calculated. It is assumed that the data packets transmitted
in each channel are 10,000 the time interval between two
consecutive packets is 100ms and the total number of channels
are 16. At the time when both Tx and Rx were jumping to
channel 11, the communication loss occurs due to the reset
button of Rx mote being pressed. When the reset button is
pressed, the Rx will jump to the default channel, which is
channel 26.

In the MIUN testbed [3], Tx will go through all the

Fig. 10. Rx output in case of Communication Loss.

TABLE I. PERFORMANCE EVALUATION

Re-establishment Time(ms) Packet loss
No. of
Packets

MIUN testbed Testbed (modi-
fied)

MIUN testbed Testbed (modi-
fied)

10 14 ∗ 103 800 140 5
100 14 ∗ 104 5.3 ∗ 103 1400 50
1000 14 ∗ 105 5.03 ∗ 104 14000 500
10000 14 ∗ 106 5.003 ∗ 105 140000 5000
100000 14 ∗ 107 5.0 ∗ 106 1400000 50000

channels and will send packets without knowing whether or
not the packet has been received by Rx. Tx will jump to next
channels until it reaches at channel 26. Hence, the maximum
time for communication reestablishment would be,

Time = (No. of packets sent by Tx in each channel) * (time
interval between two packets) * (No. of channel Tx will jump)

Time = 10,000 x 100milliseconds x 14

Time = 1, 40, 00,000 milliseconds

Time = 14,000 sec

Now to calculate the reestablishment time taken by mod-
ified testbed, reviewing Fig. 3, the data packets sent in each
round would be 5,000 plus 3 beacons. When a communication
loss occurs, the Tx will know this after sending the 3rd
beacons at channel 12 and will jump to the Emergency channel
(channel 26). Hence, the maximum time for communication
reestablishment will be,

Time = (No. of packets sent by Tx in each channel) * (Time
interval between two packets) * (No. of channel Tx will jump)
+ (No. of beacons sent by Tx in each channel) * (Time interval
between two beacons)

Time = (5,000 x 100milliseconds x 1) + (3 x 100millisec-
onds)

Time = 5, 00,300milliseconds

Time = 500.3 sec

Table I below shows the performance evaluation of the
MIUN testbed [3] and its modified version (developed in
this work). The evaluation shows that the communication
reestablishment time for the modified MIUN testbed is 28
times less than the existing MIUN testbed [3] i.e. a 28 times
faster recovery in the case of communication loss.

V. CONCLUSION AND FUTURE WORK

The primary center in this work, as of now talked about in
beginning, was in designing a testbed that makes it possible
to study the channel properties during the communication
of motes at IEEE 802.15.4 in the 2.4GHz band. A new
initialization procedure is implemented at communication start
up. The initialization algorithm assists in producing a 28 fold
increase in time for the communication re-establishment than
is possible when using the existing MIUN testbed, in the case
of communication loss between the wireless sensor nodes.
To study the link symmetry, P2P communication is achieved
between Tx and Rx by introducing a beacon and ACK pair.
In the case of communication/hardware failure at any data
channel, both Tx and Rx will switch to the emergency channel
(IEEE 802.15.4 channel # 26) for handshaking.

www.ijacsa.thesai.org 639 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

The future work could be suggested as to reserve 2 chan-
nels (both 25 and 26) instead of only 1 channel (26) for the
emergency channel, to provide a backup for the emergency
channel. Secondly, P2P communication can be performed
using timers instead of packet counter.
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Abstract—Memory coherence is the most fundamental re-
quirement in a shared virtual memory system where there are
concurrent as well as loosely coupled processes. These processes
can demand a page for reading or writing. The memory is called
coherent if the last update in a page remains constant for each
process until the owner of that page does not change it. The
ownership is transferred to a process interested to update that
page. In [Kai LI, and Paul Hudak. Memory Coherence in Shared
Virtual Memory Systems, 1986. Proc. of Fifth Annual ACM
Symposium on Principles of Distributed Computing.], algorithms
ensuring memory coherence are given. We formally specify these
protocols and report the improvements through formal analysis.
The protocols are specified in UPPAAL, i.e., a tool for modeling,
validation and verification of real-time systems.

Keywords—Memory coherence; formal specification; shared
memory; address space; analysis

I. INTRODUCTION

In a loosely coupled multiprocessors system, virtual mem-
ory is useful due to its parallel infrastructure instead of using
memory hierarchy. Application programs can use the shared
virtual memory just as they do the traditional virtual memory.
The data can be naturally migrated between processors on
demands because the shared virtual memory discussed in
[1] is not only pages data between physical memory and
disk but it is also pages data between physical memory and
individual processors, as shown in Fig. 1. The shared virtual
discussed in [1] provides address space which is shared among
all processors in the loosely coupled distributed memory
multiprocessors systems. As the shared virtual memory on
the loosely coupled multiprocessors has no physically shared
memory and the communication cost between processors is
nontrivial. Thus the conflicts are not likely to be solved with
negligible delay [2]. The problem that Kai Li faced in building
the shared virtual memory was memory coherence problem
and in [3] Kai Li et al. are focusing on memory coherence
problem for shared virtual memory and they provide a number
of algorithms as a to solve memory coherence problem. These
algorithms include the Central Manager algorithm in which
the manager is just like a monitor. The second Algorithm
is Improved Central Manager Algorithm. The detail of these
algorithms is provided below. We investigate the algorithms
with respect to their functional requirements. Our approach for
formal verification is based on model-checking. We formally
specify the algorithms using UPPAAL. This is comprehensive
analysis of the algorithms provided in [1] along with the
verification of detailed functional requirements. We give the
formal specification of algorithms in functionalism: the timed
automata language of UPPAAL [4].

Fig. 1. Shared virtual memory mapping [3].

A. Memory Coherence

A coherent memory means the value returned by a read
process is always the same as the value is written by the most
recent write process to the same address. In [3] the algorithms
for memory coherence are presented. Two of them are:

1) Centralized Manger Algorithm.
2) Improved Centralized Manager Algorithm.

Each algorithm has the following four basic components:

• Read Server: It provides a page as read only.

• Write Server: It provides a page for writing.

• Participant: A process that is owner of some pages
or demands pages for reading/writing.

• Centralized manager: It keeps record of all the pages,
like who is owner of what and who has taken a page
for reading/writing. It is also responsible for changing
ownership of a page.

B. Centralized Manager Algorithm

The Central Manager Algorithms maintains a table called
info table having tree fields.

1) The Owner field contains the processor that is owner
of the page and it is the processor which has most
recently performed the writ operation on that page.

2) The copy-set field contains the list of processors
having the copy of the page.

3) The Lock field to synchronize the operation.

Each process has also a table called PTable having the
fields: access and lock [5]. This table keeps the information
about the accessibility of the page on the local processor. In
this algorithm there is no fixed owner of the page because
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Fig. 2. Client Process.

the owner is considered to the processor who has performed
the most recent write operation on the page. After the write
operation an invalidation message is sent to all processors
having the copy-set of that specific page [6].

Both PTable and info Table have page based locked and
when there are more than one process waiting for read or write
operation then this locking mechanism prevents the processor
to send request [7].

C. Improved Centralized Manager Algorithm

The main difference in Central Manager and Improved
Central Manager is the elimination of confirmation operation
to manager [2]. The locking mechanism not only deals with
local requests but also with remote requests. Compare to the
cost of read fault in the Central Manager Algorithm it saves
one “send” and one “receive” per page for all operations [8].

II. RELATED WORK

In [9] author is using state model checker SPIN and
he is combining the results of this checker with a testing
approach which is model based to support embedded system
validation. The author is using Siemens SIMATIC S7-400H a
programmable logic controller as an example and he claimed
that his model covered crucial part of this controller. The
author concluded that formal verification is not suitable as a
standalone method. He suggested that it should be combined
with a suitable validation method such as testing to achieve
maximum benefits. In [10] the author is verifying Chinese
Lunar Rover control software, which is a real time multitasking
embedded software. The purpose of the paper is to verify that

system is satisfying a real time functional property. For this the
author modeled an application and used physical environment
as a timed automata and he is analyzing the system using a
model checker of modeled in UPPAAL. He concluded that
his model was able to trace and track down the undesired
behavior in the system [11]. In [12] the author is providing a
methodology to extract models for a wireless sensor and then
he is using UPPAAL for verification of functional and non-
functional properties of the developed model. In this paper the
author claimed that the basic properties which are hold by a
node has not been performed by any wireless network and in
this research work he is addressing this individual node.

III. FORMAL SPECIFICATION OF THE MEMORY
COHERENT PROTOCOL

A. Main Process

The protocol is specified with three parallel processes to
circumvent state space problem. These processes communi-
cates with each other and are called by other processes. The
protocol comprises the following sequence of actions.

1) Check the page is not locked before request (Guard).
2) Locking the page for which request has been gen-

erated for read or write (Boolean data structure is
used).

3) Sending request to server.
4) Adding the process in the copy-set of the page after

it has received the request for read or write (array is
used).

5) Update the Node and Requested Page variables (In-
tegers).

www.ijacsa.thesai.org 642 | P a g e



(IJACSA) International Journal of Advanced Computer Science and Applications,
Vol. 9, No. 8, 2018

Fig. 3. Read Server Process.

6) Process is checked whether it is owner of the page
(Boolean).

7) All the copy-sets of the page are invalidated in case
of write fault.

8) Confirmation of successful operation is sent to the
manager.

9) At completion of operation page is unlocked at man-
ager as well as at owner end.

B. Channels

Synchronization of process is done using channels. Chan-
nels receive messages from one process and deliver these
messages to other process. There are many types of channels
used for synchronization of communication which includes:

1) Unicast channel: This channel is mostly used in
handshaking of the processes.

2) Multicast channel: This channel is used for broad-
casting a request in system.

3) Urgent channel: At urgent location time progress may
not be made. At this location interleaving with normal
states is not allowed

4) Committed channel: At committed state the possible
transition is only one going out of committed state
and the committed state has to be left immediately.

How these channels are working in our model is explained
below.

C. Central manager algorithm

1) readFault [4][pages] is a channel used to send request
by client as sender and received by Server where 4
is total number process on which fault can occurred.

2) managerRFault [4][4][totalPages] is a channel which
is triggered by the manager if and only if the faulting
process is manager itself. Manager has information
about all pages and the owner of the pages there for
manager will send the request to the owner of the
page directly and page number is also sent along with.

3) sRead[4][4][totalPages] is a channel used to send
request to owner of the page by the manager if read
fault occurs on non-manager node. It is sending the
requested node address and the page demanded by
that node.

4) serveRead[4][totalPages] is a channel triggered by the
owner of the page to the requesting process insure
that access for read is granted.

5) confirmation [4] is a channel used to send confirma-
tion to the manager for the completion of operation
the id of the requesting process is also sent with
confirmation.

6) writeFault[4][totalPages] is a channel used to send
request by client to the server to grant access for
writing in the page and if access is granted the
requesting process is also declared temporarily owner
of the page. On the completion of this operation
all the copy-sets of the page are invalidated by the
manager of the system.
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Fig. 4. Improved Read Server Process.

Fig. 5. Write Server Process.

7) sWrite[4][4][totalPages] is a channel used to send
request to owner of the page by the manager if write
fault occurs on non manager node. In this channel
address of requested node and the page number is
also sent as parameters.

8) serveWrite[4][totalPages] is a channel used by the
owner of the page for sending the paged to the
requested node for writing. After sending the page the
lock of page is removed both by owner of the page
and manager of the system and now it is available
for new operation.

9) writeConfirmation[totalPages] is channel used to send
the confirmation to the manager of system by the
requesting node to assure that it has been granted the
access for writing the page.

D. Declarations

Global declarations are made to access the variables
throughout the system. The global variables used in our model
are placed here.

const int totalPages=4; This describes the total number
pages for which read or write request can be generated by
the processes.

chan readFault[4][totalPages] and chan write-
Fault[4][totalPages] are unicast channels and are used
to send request to the manager of the system to grant the
access for their request.

chan serveWrite[4][totalPages], channel is triggered by the
owner of the page to send the page for writing purposes to the
requesting node.

serveRead[4][totalPages], channel is used to send the
requested page to the requesting node.

sRead[4][4][totalPages], channel is used to send the re-
quest to the owner of the page to send the page for reading.

sWrite[4][4][totalPages], channel is used to send the page
to the requesting node for writing by the owner of the page.

chan confirmation[4], channel is used to send confirmation
of receiving a page to the manager.

managerRFault[4][4][totalPages], channel is used when
read fault is occurred on the node which is also manager of
the system.

serveReadManger[totalPages], channel is triggered by the
manager to request the owner of the page to send the required
page to the manager.

writeConfirmation, channel is used to send confirmation
message to the manager for write fault.

bool Lock[8] describes the Lock that is used to lock
the page. Lock is made true before serving the page to the
requesting process and it is made false when page is served
by the owner of the page.

bool infoLock[8], the information of the page is on manager
end and before the request is sent to the owner of the page
for reading or writing the page the information of the page is
locked by making the infolock true and after the it is made
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false by the manager after receiving the confirmation message
by the requesting process.

int loop,loop2, are used in invalidateCopySet function.

int [-1,7] pTable[8][8]={
0,1,1,-1,1,-1,-1,0,
0,1,1,-1,1,-1,-1,0,
1,1,1,-1,1,-1,-1,0,
1,1,1,-1,1,-1,-1,0,
2,1,1,-1,1,-1,-1,0,
2,1,1,-1,1,-1,-1,0,
3,1,1,-1,1,-1,-1,0,
3,1,1,-1,1,-1,-1,0 }

This array contains page table information maintained by
the owner of the page. Each row in the array is representing
the page number i.e. row number 1 is showing the information
about the page number 1 and row number 2 is showing the
information about page number 2 and so on for all the other
rows in the array. The columns of the array are showing the
attributes of the pages which are explained as under.

First column is representing the owner of the page i.e in
row number 1 we have written the 0 in first column which
means that the owner of the first page is 0 process and in 7th
row there is 3 in first column which shows that the owner
of 7th page is process number 3. It is hard coded because in
the protocol the ownership is not changed it is only shifted
temporarily in write fault case. Second column in the table is
representing the information about the access of the page it can
be either read or write if the access of the page is marked as
read it is made 1 and for write it is made 2 and if the page has
both read and write access it is then made 3. Third column in
the table is representing the lock information of the page lock.
If it is 0 then it means that page is locked and if it is 1 it shows
that page is not locked it is unlock and available for operation.
Column number 4 to the column number 7 is representing the
information about the process having the copy-set of the page
i.e 4th is for first process and 5th is for second if it is 1 against
any process this shows that the specific process has the copy-
set foe that page and if it is 0 it shows that the process has
not copy-set of that page. Column number 8 is representing
information about either manager has copy-set of the page or
not. If it is 1 it shows the manager has the copy-set of that
page and if it is 0 it shows that manager has not the copy-set
of the process.

int[-1,7] copyset[8][5]={
1,1,-1,-1,0,
-1,-1,-1,-1,0,
-1,-1,-1,-1,0,
-1,1,-1,-1,0,
-1,-1,-1,-1,0,
-1,-1,-1,-1,0,
-1,-1,-1,-1,0,
-1,-1,-1,-1,0 }

This array represents the copy-set table. In this table
each row is representing the page number i.e row number 1
represents page number 1 and row number 2 is representing
page number 2 and so on for all rows in the table and columns
are representing the other properties of the pages which are as
follow.

Columns are representing the processes having the copy of
the page. Value 1 means that a particular process has the copy-
set of the page and it is maintained in a sequence such as if in
row 1 at first column the value is 1, it means process number
1 has the copy of page number 1. Similarly in row number
1 and column number 2 value 1 means that process number
2 has the copy of the page number 1. Moreover value 1 in
row number 4 and column number 2, represents that copy of
the page number 4 is also available on process number 2. The
values -1 means that the process does not have the copy-set
of corresponding pages.

Because we are using just four processes, therefore, we
require just four columns to cover all the processes additionally
the 5th column is used for the manager of the system if the
manager has the copy-set of any page then its value is 1 and
the value 0 means that the manager has not the copy-set of
the particular page.

int[-1,7] iTable[8][7]={
0,1,1,-1,-1,-1,0,
0,1,1,-1,-1,-1,0,
1,1,1,-1,-1,-1,0,
1,1,1,-1,-1,-1,0,
2,1,1,-1,-1,-1,0,
2,1,1,-1,-1,-1,0,
3,1,1,-1,-1,-1,0,
3,1,1,-1,-1,-1,0 }

This array is page table information maintain on the by
the manager. Each row in the array is representing the page
number i.e. row number 1 is showing the information about the
page number 1 and row number 2 is showing the information
about page number 2 and so on for all the other rows in the
array. The columns of the array are showing the attributes of
the pages which are explained as under.

First column is representing the owner of the page i.e in
row number 1 we have written the 0 in first column which
means that the owner of the first page is 0 process and in 7th

row there is 3 in first column which shows that the owner
of 7th page is process number 3. It is hard coded because in
the protocol the ownership is not changed it is only shifted
temporarily in write fault case. Second column in the table is
representing the information about the access of the page it can
be either read or write if the access of the page is marked as
read it is made 1 and for write it is made 2 and if the page has
both read and write access it is then made 3. Third column in
the table is representing the lock information of the page lock.
If it is 0 then it means that page is locked and if it is 1 it shows
that page is not locked it is unlock and available for operation.
Column number 4 to the column number 7 is representing the
information about the process having the copy-set of the page
i.e. 4th is for first process and 5th is for second if it is 1 against
any process this shows that the specific process has the copy-
set foe that page and if it is 0 it shows that the process has
not copy-set of that page. Column number 8 is representing
information about either manager has copy-set of the page or
not. If it is 1 it shows the manager has the copy-set of that
page and if it is 0 it shows that manager has not the copy-set
of the process.

int[0,7] owner[4][2]={ 0, 0,
1, 1,
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Fig. 6. Improved Central Manager.

2, 2,
3, 3 }

This array is used to store the information about the owner-
ships of the pages. In the array row number is representing the
number of the page and the column values are representing the
owner values of the pages i.e owner of first two pages (page
number 1 and page number 2) is process number 0 there for
in row number 1 and row number 2 there is 0 values and the
owner of page number 3 and 4 is process number 1 there for
the values of row number 3 and 4 are 1 and same procedure
for remaining pages.

E. Methods or Functions

Following are the methods used:

//pid is process id
//x is page number
bool isOwner(int pid,int x)
if((pid == 0 or pid == 1)and x == 0 )
return true;
if((pid == 2 or pid == 3)and x == 1)
return true;
if((pid == 4 or pid == 5)and x == 2 )
return true;
if((pid == 6 or pid == 7)and x == 3 )
return true;
return false;

This function is used to find weather the process is owner of
the page or not. It is taking process number and page number
as arguments and using if statement to compare the value of
process with the owner of the page value and if it matches it
return true and if it does not match with owner value it returns
false as its return type is bool (a Boolean data type). At the
last statement if any if statement is not satisfied then it returns
false a default value in case of process is not owner of the
page. Infect it is using exhaustive search algorithm to find the
owner value it is comparing the process and page id with all
the possible combinations and then returning the value.

void readAccess(int pid, int x)
pTable[pid][x+3] = 1;

This function is used to grant access for reading to the
requesting process against the required page. It is taking
process id and page number as arguments and it is making
the change in pTable and changing its access bit discussed
earlier in this paper to 1 which means the process have read
access of that page. As its return type is void there for it is
returning nothing just making the change in pTable.

void haveCopyset( int p, int n)
pTable[p][n+3]=1;

This function is used to make the entry of a process in
the copy-set of the page. It is taking process number and page
number as arguments. This function is returning nothing it is
just making the entry in pTable. This function is used in read
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operation according to the protocol discussed in this paper if
any process has read the page it must have its copy and page
table is maintained for this purposes any process which has
read the page is entered in the copy-set of the page in pTable.

int askForOwner(int p)
if(p == 0 or p == 1)
return 0;
else if(p == 2 or p == 3)
return 1;
return -1;

This function is used to find out the owner of the page. It
takes page as an argument and returns the owner of the page
and returns an integer value which is owner of page which it
received. This function is used in read fault and in as well as
in read fault. if it receive the page number who has no owner
it returns -1. The following method is used to invalidate all
copy-set of the page. It takes the page number as an argument
and returns nothing. It is making the change in the pTable and
changing all the values of the page against copy-set bit to -1.
According to the protocol if any process writes the page then
it‘s all copy-sets must be invalidated by the owner of the page
and as well as by the manager of the system as an information.
Loop is used because in pTable according to the page there is
series of bits showing the processes having the copy-sets of
that page. We are just putting -1 in place of that process which
shows that the page has no copy-set now.

void invalidateCopyset(int p)
for(loop=0;loop¡4;loop++)
pTable[p][loop+3]=-1;

The following method is used in case when the process on
which read or write fault occurs is the manager of the system.
It is taking the page number as an argument and making the
change in copy-set and also in ITable. This method is used
only on the manager end and only the information of the page
is updated and the values against the manager bits are updated
in the tables.

void managerUpdat(int p)
copyset[p][4]=1;
iTable[p][6]=1;

F. Improved Central Manager Algorithm

The primary difference in central manager and improved
central manager is that ownership of page is moved on
individual owners so confirmation operation is eliminated.

G. Automaton of Client Process

The automaton of client process is shown in Fig. 2. The
client process has 11 states and they are named as initial
and it is denoted by double circle and other stages are read-
Fault, managerReadFault, serveRead, confirmation, pageLock-
ing, readServe, accessRead, writeFault, writeConfirmation and
requestToOwner. The initial stage is used to send the request
for read fault and write fault request to owner of the page and
serve read requests are also generated from initial stage. The
major actions performed by the process are described as. The
automaton for client process is depicted in Fig. 2. The initial
state is named as Client. The client process has two states.
The first state is initial state and the second state is committed

state, which is used with action of sending repaired packets to
end receivers. There are overall four major actions described
as:

1) Sending request to read server for read fault of the
process against a specific page.

2) Receiving request from server as an owner of the page
to serve a page for reading.

3) Send the page to the requesting node for reading.
4) Receive the page form owner for reading purposes.
5) Sending the confirmation after receiving the page

from owner.
6) Receiving manager read fault request is fault is oc-

curred on the manager of the system.
7) Sending request to write server for write fault of a

process for a page.
8) Receiving request from server as an owner of the page

to grant access of writing in a page.
9) Sending a page for writing purposes to the requesting

process.
10) Receiving page from owner of the page for reading.
11) Sending confirmation to the manager after receiving

the page.

The process is using two functions which are described as:

1) Changing the access of the page to read for specific
process.

2) Asking a process to weather it is owner of the page
or not.

To communicate with the read server readFault[] chan-
nel is used. To communicate with write server writeFault[]
channel is used. Client process uses the channel sRead[]
receive the request as an owner of the page to serve the
page to the requesting process. If the page fault occurs on
manager process the managerReadFault[] channel is used by
the client process. Client process uses the channel readserve[]
to send the required page to the requesting process. Client uses
confirmation[] channel to send the read operation completion
confirmation to the manager process. Client process uses
writeFault[] channel to communicate with write server. Client
process uses the channel sWrite [] to receive the request as
an owner to serve the page to the requesting process. Client
process uses the channel servewrite[] to send the required
page to the requesting process. writeConfirmation[] Chan-
nel is used by the client process to send the confirmation
of completion of write operation. To perform the first step
read fault process, the variable !Lock[x] is used to check
weather page is locked or not and operation is performed
only against unlocked pages. The variable Lock[x]=true is
used to lock the page by the client process for which read
fault or write fault has been occurred so that it should not
be accessed by other process for operations. The variable
Lock[pageDemanded]=false is used to unlock the page which
is locked before page is served for reading or writing purposes.
The function readAccess(requestNode,pageDemanded) is used
by the client process (Owner of the page) to grant access
for read to requesting process. The variable Node:int[0,2] is
used at receiving side and passed to request Node variable
and after word it is used to send confirmation message
to the manager and also used as a parameter to readAc-
cess(requestNode,pageDemanded) function. The variables rN-
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Fig. 7. Improved Write Manager.

ode:int[0,2],pDemanded:int[0,3], Owner:int[0,2] are used on
by the owner on receiving side and are passed to request node
and page demanded respectedly and all of the three variables
are used as parameter to sWrite[Owner][rNode][pDemanded]?
Channel.

These variables are also used in channel to
send page to the requesting process using channel
sWrite[Owner][rNode][pDemanded]? For write operation.

In the model shown above the client process is shown in
figure. In the first step of read fault is the guard! Lock[x] is
used to check the page and insure that it must be unlocked
and process locks the page using update Lock[x]=true. In
second step of synchronous local variables Owner:int[0,2],
rNode:int[0,2], pDemanded:int[0,3] are used and passed to
function isOwner(pageDemanded,requestNode) to check the
owner ship of the page. These variables are also used in
the readAccess(requestNode,pageDemanded) function by the
owner of the page to grant the access of reading to the
requesting process in desired page. In third step of read fault
the channel serveRead[requestNode][pageDemanded]!, is used
by client to send the required page to the requesting process. in

the fourth step of the client process there are two possible tran-
sitions first if requesting process is not manager then the chan-
nel serveRead[Node][page]? Is executed and if the requesting
process is manager then managerRFault[pid][Node][page]?
Channel is executed. The fifth step read fault process in the
client process is confirmation[requestNode]! In which request-
ing process sends the confirmation of receiving the page to
the manager of the system and it unlocks the page which
was locked at the starting of the operation using the update
Lock[pageDemanded]=false.

While in write fault the first step of synchronization process
is the guard !Lock[x] that is used to check the page and insure
that it must be unlocked and process locks the page using up-
date Lock[x]=true. The local variable x:int[0,3] is used to indi-
cate the process on which write fault can occurred and transac-
tion is performed using writeFault[pid][x]! channel. In second
step of the client process synchronization the local variables
Owner:int[0,2], rNode:int[0,2] and pDemanded:int[0,3] are
used and passed to the sWrite[Owner][rNode][pDemanded]?
channel to receive the request from write handler by the owner
of page. In third step of the synchronization process of write
fault the channel serveWrite[requestNode][pageDemanded]! is
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used to send the page to requesting process for writing. At
fourth step of write fault process there are two possible options
available first if the requesting process is the manager of
system then page is received and secondly if requesting node
is not the manager then the channel serveWrite[Node][page]?
is used to receive the page from owner of the page. At fifth
step of write fault in client process confirmation message is
sent to the manager by requesting node using the channel
confirmation[requestNode]!, and required page is unlocked
using update Lock[pageDemanded]=false.

H. Automaton of Read Server

The automaton of read server is depicted in Fig. 3. The
initial stage is denoted by double circle. The read server has 8
states. First one initial state and named as as ReadServer and
other states are handleReadFault, InfoLock, nonManagerRF,
RecieveConfirmation, InfoLock,padetManager and UnLock-
Info. There are over all two functions described as:

1) haveCopyset(pageDemanded,requestNode)
2) managerUpdat(pageDemanded)

The read server plays main role between client process and
server process. It communicate with client process and server
as well. It receives request from client of faulting page and
checks the availability of the page. If page is available for the
operation then the variables page:int[0,3] and Node:int[0,1] are
initialized and passed to the variables pageDemanded and re-
questNode respectively. In the mean while the demanded page
is locked using the Boolean variable infoLock[page]=true.
After this the read server will check the requesting node
for manager and if it is not manager of system then it will
add the requesting process in the copy-set of the page using
the function haveCopyset(pageDemanded,requestNode). After
making the transation the information of the page is locked us-
ing the Boolean variable infoLock[pageDemanded]=false. The
channel sRead[askForOwner(pageDemanded)][request Node]
is used by the read server to send the request the owner of
the page asking it to send the required page to the requesting
process.

After sending request to the owner of the page the
read server will wait for confirmation from the request-
ing process after receiving the page by using the Chanel
confirmation [requestNode]? At the receiving end and af-
ter receiving the confirmation from the requesting process
the information of the page is unlocked using the Boolean
variable infoLock[pageDemanded]=false. If the requesting
node is the manager of the system then at first step the
information of the page is locked using the variable in-
foLock[pageDemanded]=true. At the second step the function
managerUpdat(pageDemanded) is called by the read server
to make the entry in the Ptable in the row of the page (as
discussed earlier) for the manager having the copy-set of the
page. At third step the read server will send the request to the
owner of the page to send the requested page to the requesting
process (the manager) and unlock the information of the page
using the Boolean variable infoLock[pageDemanded]=false.

I. Automaton of Write Server

The automaton of write server is shown in Fig. 5. The ini-
tial stage is double circled and named as Start. The write server

has 8 states. The first one is initial stage and other are Write,
copySetInvalidate, ManagerConfirmation, copySetInvalidate1,
nonManagerWF, RNconfirmation, UnLockPage.

In Fig. 6, the client process of the improved central
manager is given. We can see that the main difference between
the central manager and the improved central manager is that
the later does not send or receive any kind of acknowledgment.

In Fig. 4, the behaviour of read server for the improved
central manager is given. It receives a request for page de-
manding process and operates like a central manager but with
the only difference, that is the requesting process does not send
or receive any acknowledgment.

In Fig. 7, the model of write server is given. It receives
the request from requesting process for writing a page and
operates like the central manager’s write server but with the
only difference, that is the requesting process does not send
or receive any confirmations.

IV. CONCLUSION

Memory coherence is a vital issue in today operating
system. This paper models the read and write process by using
UPPAAL tool. The modeling results highlight the missing
details of the read and write protocols. Modeling encounters
two types of limitations. First is to limit the number of demand
pages, second one to reduce the number of processes. These
limitations prevent the system in generating a very huge state
space and also in avoiding the state space explosion problem.
These limitations are imposed due to limited memory of
the machine. The machine can go out of memory during
verification phase. Models properties are not affected due to
these limitations because a few number of pages and processes
can reflect the behavior of a huge system. This small system is
transparent reflection of a huge system with maximum number
of pages and huge number of processes .
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Abstract—Due to advances in technology being made at an 

exponential rate, organisations are attempting to compete with 

one another by utilising state-of-the-art technology to provide 

innovative products and services that encourage use. However, 

there is no moral code to inform sensitive technology design, a 

consequence of which is the emergence of so-called technology 

addiction. While addiction as a term is problematic, increasing 

evidence suggests that related-conditions present implications for 

the individual, for organisations and for wider society. In this 

research, a consideration of the potentially addictive elements of 

technology indicates that it can be possible to reverse engineer 

these systems, as it were, to promote the development of new 

behaviours, which can enable the individual to abstain from 

overuse. Utilising smartphones to deliver digital behavioural 

change interventions can leverage abundant data touchpoints to 

provide highly tailored treatment, in addition to allowing for 

enhanced monitoring and accuracy. To inform understanding of 

this contemporary phenomenon, the literature on addiction has 

been reviewed, along with the literature on persuasion 

architecture to inform an understanding of techniques that lend 

themselves to overuse and how these can be leveraged to promote 

recovery. From which, the authors have developed a proposed 

model to inform the practice of those operating in the domains of 

computer science. 

Keywords—Addiction; digital; treatment; data; smartphone; 

behaviour; overuse; interventions 

I. INTRODUCTION  

In the 21st century, there has been a trend with 
organisations moving away from traditional channels at a rapid 
rate, opting to invest in their digital counterparts instead. One 
of the aims of these online channels is to encourage people to 
spend more time on them, which has been widely successful, 
resulting in widespread adoption of digital technology devices. 
Since these systems are growing in importance for both 
personal and organisational communications, the internet has 
become one of the most important marketplaces for 
transactions of goods and services [46], with over ―4 billion 
internet users recorded in 2018‖ [36]. With usage figures 
increasing at a rate of ―7 per cent year-on-year‖ [36], there are 
increased opportunities for consumerism.  

Resultantly, ―the digital era transcends demographics‖: 
enabling marketers to ―have a clearer picture of a consumer 
from the content they‘ve viewed‖ [88]. Developers are creating 
highly advanced systems that are ―tailored to its host‘s needs 
and reinforcement schedule‖, a Skinner box, as it were, that 
enables individuals to ―interact with each other without 
sacrificing the integrity of their own construct‖ [21]. Since 
consumer needs are being met at an accelerating rate, spending 

time online can be a highly rewarding experience, 
―contributing to personal enjoyment for many people‖ [41]. 

However, an increasing issue is the overuse of these 
systems. As noted by [16], ―computer systems cannot improve 
organizational performance if they aren‘t used‖, however, 
―complex social situations arise at the individual, 
organizational, and societal levels‖ as a result of overuse [14]. 
Though, who is to blame for overuse? Is it irrational, if 
immersion, specifically, engagement, is listed as being ―a 
desirable—even essential—human response to computer-
mediated activities?‖ [45]. There is thus a dichotomy between 
encouraged adoption of technology, and the implications that 
stem from overuse, with systems listed as ―both a creator of 
certain ―dark‖ effects and a harbinger of their antidotes‖ [14].  

In those that exhibit ―problematic levels of usage, 
devaluation of life itself in the real world is likely to have a 
major impact on the good life… requiring less effort and 
providing faster rewards‖ [41]. Influential systems can 
encourage ―users to spend their time in the virtual realm and 
abandon reality‖, and to ―value success and rewards‖ in 
alternate realities ―as equal as or even higher than those in the 
real world, devaluating the latter‖ [41]. As a result of people 
spending excessive time online within these platforms, 
negative outcomes such as depressive and anxiety disorders, 
insomnia and so-called addiction have all been implicated with 
overuse [28]. 

These implications can encroach onto an organisational 
level, associated with ―perceived work overload, technology–
family conflict‖, compromised ―organizational commitment‘‘ 
[79] and technostress, which accounts for ―50–75 per cent of 
all information security breaches‘‘ in the workplace [14]. 
While effects such as these are becoming increasingly 
apparent, the only technology-related condition to be 
recognised in the Diagnostic and Statistical Manual of Mental 
Disorders (DSM-5), regarded as ―the global standard for the 
classification of mental disorders‘‘ is Internet Gaming Disorder 
(IGD) [24]. 

Previous attempts at generating official recognition for 
other technology-related conditions within the DSM-5 have 
been unsuccessful. Resultantly, there is a lack of funding, 
research and resources allocated towards identifying new 
methods of intervention. Currently, there are treatment 
interventions available for several technology-related 
conditions. However, the literature suggests that existing 
treatments can be ineffective. For so-called Internet Addiction 
and Mobile Phone Addiction, there are detox centres and 
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military-style camps, which practice abstinence from 
technology and seek to teach alternate behaviours. 

Though effective in select cases, abundant research 
suggests that these types of treatment can cause more harm 
than good. In China, ―unlicensed training camps‘‘ that seek to 
―wean‖ individuals off the internet are particularly 
controversial, having led to cases of casualty and even death 
[84]. In 2009, ―15-year-old Deng Senshan‘‘ was found to be 
dead ―just hours after he checked into an Internet bootcamp‘‘, 
while Pu Liang was admitted ‗‘to hospital with water in the 
lungs and kidney failure‘‘ just three weeks after admission 
[77]. Due to these instances, treatment centres came under 
scrutiny in 2009, and restrictions were placed on methods used, 
with laws set. 

In 2016, however, reports surfaced of a ―16-year-old‘‘ 
starving her mother ―to death in revenge for sending her to 
abusive internet addiction boot camp‘‘, in which ―she was 
beaten and abused‘‘ [58]. Since being published, the report led 
to several ―former students‘‘ drawing attention to additional 
cases of ―abductions, beatings, and corporal punishment‘‘ [58]. 
Resultantly, consent has become increasingly important in 
treatment interventions, with collaborative approaches 
becoming the norm. For example, chemical treatments can 
enable treatment to be delivered without the individual needing 
to make drastic lifestyle changes.  

Typically, research indicates that anti-depressant drugs 
allow for both the symptoms of technology-related conditions 
to subside, along with co-occurring conditions to be targeted 
[12]. Albeit, ―there has been no pharmacological agent 
identified to be effective‘‘ as a stand-alone treatment of 
technology-related conditions: ―all the studies providing an 
indication for the application of pharmacotherapy… treatment 
focus first on comorbid disorders‘‘ [12]. If technology-related 
conditions exist in their own right, this would indicate a need 
for specific treatments to be devised to perhaps ensure a higher 
rate of recovery.  

Further, while contemporary treatments are largely un-
imposed, there are still several barriers to the effectiveness of 
treatment.  Universal prescription changes can act as a barrier 
to receiving pharmacotherapy treatments for some, due to 
personal income levels [37]. Costs are not confined to chemical 
interventions, however these being ―significant barriers to 
providing evidence-based, behavior change interventions‘‘ [49] 
for healthcare professionals. 

For the providers of therapeutic interventions, ―financial 
and staffing resources‘‘ for employee training may not always 
be accessible ―to the average community-based treatment 
program areas‘‘ [49]. Additionally, ―the squeeze on local 
authorities, public health budgets‘‘ means that ‗‘teams are not 
getting the funding they need‘‘: resultantly, there are extended 
waiting lists for public treatment, causing ―increasing numbers 
of people to self-refer for costly treatment‘‘ [72].     

In addition, there are several other elements compromising 
the effectiveness of treatment: including geographic, political, 
societal and individual factors. Foremost, distance of patients 
to treatment centres ―may be a barrier to accessing evidence-
based care for many patients, especially in rural areas‘‘ [49]. 

Secondly, the time required for treatment interventions can be 
a deterrent to those with work or family commitments, since 
―most inpatient facilities insist patients focus completely on 
treatment‘‘ [37]. Finally, there is a stigma attached to addictive 
disorders, which can deter people from seeking treatment: 
―almost one-fifth of people who don‘t seek treatment say they 
fear what others would think if they went to rehab'' [37]. 

Due to the issues listed above, it seems appropriate to make 
a case for new forms of treatment for so-called addictions to be 
identified. In the case of technology overuse, increasing 
prevalence rates, widespread adoption and younger device 
ownership make it seem more important than ever to do so. 
Before these can be identified, however, the authors wish to 
make a case for an alternate form of classification to inform 
treatment. While there are ideas circulating about various 
technology-related conditions, there is an absence of 
universally recognised terminology and criteria. In order to 
appropriately categorise such behaviours, the authors have 
used the following process:  

1) So as not to exclude a category through semantics, 

‗digital technology (DT)‘ will refer to technology that operates 

via microprocessors: including computers, applications, the 

internet, mobile phones, as well as ―devices that enable access 

to cyberspace, the use of digital audio/video and information 

communications technology (ICT)‘‘ [32].  

2) In cases of sustained DT overuse that presents above 

norm negative repercussions, the term ‗Digital Technology 

Disorder‘ (DTD) will be used. 

3) While aspects of DTD can share elements of ―natural 

history, phenomenology, tolerance, comorbidity, genetic 

contribution, neurobiological mechanisms, and response to 

treatment‘‘ with officially recognised addictions [23], 

‗disorder‘ has been deemed the most appropriate term. This is 

due to issues associated with ‗addiction‘ (see page 3). 

4) Since DTD can be compared with IGD, DTD will refer 

to a ―compulsive-impulsive spectrum disorder‘‘ [70]. Within 

which, DTD will refer to cases where DTs are an end in 

themselves, thus refining the concept further, by excluding 

cases of DTs being used to enable a pre-existing addiction.  
By coining the term, the authors hope to present a case for 

DTD to be treated as seriously as an officially recognised 
disorder, which could help towards changing perceptions and 
identifying new methods of treatment. The authors also wish to 
point out that, while official recognition of IGD is helpful, it 
does not sufficiently account for all technology-related 
conditions. This is due to the fundamental difference: 1) DTs 
have encroached on almost every aspect of life, with their 
usage being encouraged in areas such as work and school. 
Gaming remains a pastime for those who wish to peruse it 
unless diagnosed with IGD or in cases of employment link 
explanation.  

Due to which, it can be harder to spot those with DTD. 
There would be no apparent signs, for example, that distinguish 
a DTD sufferer on the tube to a businessman seeking to meet 
targets via email. A standardised term would allow people to 
identify the signs and criteria and to intercept before the 
repugnant effects are shown. Since there are several research 
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gaps regarding ―how individuals understand, adopt, and learn 
technology outside of the formal organization‘‘ [75], the 
authors hope to inform sensitive DT design which promotes 
responsible use. In turn, the authors hope that the future of DT 
design strives to minimise potentially hazardous outcomes with 
a consideration of their power.  

II. ADDICTION 

A. Issues with Addiction  

Multiple theories have been proposed to explain addiction. 
The literature is vast, with key themes of individual 
responsibility versus individual as a victim [30, 86], rational [9, 
51] versus irrational; beneficial versus repugnant, as well as 
alternate standpoints [22]. Whilst it may seem unproductive to 
get caught up in semantics, these standpoints are important, 
since they influence and dictate treatments that are available. 
As noted by [10], ambiguity ―about the meaning of the term 
―addiction‖ is not confined to ―academic debates… these 
differing perceptions ―matter‖ in many ways‘‘.  

Formerly, perceptions ―that are held by scientists and 
policy makers are likely to influence their policy decisions‘‘, 
including allocation of resources ―for the treatment and 
prevention of addictive behaviors‘‘ [10]. Moreover, attitudes 
towards addictive behaviours can impinge upon an individual‘s 
understanding of the consequential outcomes and in turn, affect 
levels of engagement. This may be particularly problematic for 
vulnerable groups in the population, such as ―adolescents, who 
are at the ages during which many of these behaviors are 
commonly initiated‘‘ [10].  

The crucial element here is that prescribed treatment seems 
to depend, largely, on the perspective. For example, in Asia, 
the concept of Internet Addiction (IA) is well established, with 
perceptions of it being a threat to public health. There has been 
abundant research into prevalence rates, criteria, symptoms, 
risks and treatments. In 2008 alone, figures estimated that 
210,000 children in South Korea (6-18 years old) were 
undergoing treatment for IA, a number which is predicted to 
have significantly increased [15]. As ―the average South 
Korean high school student spends about 23 hours each week 
gaming, another 1.2 million are believed to be at risk for 
addiction and to require basic counselling‘‘ [15]. 

Consequently, the South Korean government have ―trained 
1,043 counsellors in the treatment of Internet addiction and 
enlisted over 190 hospitals and treatment centres‘‘, in addition 
to setting up ‗‘preventative measures‘‘ in education [15]. 
Similarly, in China, it was predicted that ―13.7% of Chinese 
adolescent Internet users meet Internet addiction diagnostic 
criteria‘‘ in 2008, which equates to ―about 10 million 
teenagers‘‘ [15]. Thus, the government and legal system in 
Asia have sought to reduce the interactions with computers 
among its teenagers, by stigmatising things such as ―more than 
3 hours of daily game use‘‘ [8]. 

In other parts of the world, such as America, statistics on 
prevalence rates of similar conditions are lacking, perhaps as a 
result of differences in public and private consumption. In 
Asia, internet cafes act as a means of observation for DTD 
symptoms, however, ―in the United States games and virtual 
sex are accessed from the home‘‘ [8]. Further, ―attempts to 

measure the phenomenon are clouded by shame, denial, and 
minimization‘‘ [8]. As a result, there are fewer treatments 
available in the US; hence, it seems appropriate to deduce that 
the different perspectives can be integral to the different 
treatments prescribed. 

Due to differing standpoints, addiction ―has been criticized 
both within and outside the mental health disciplines on a 
number of grounds‘‘ [22]. Addiction is largely subjective: in 
order to define addiction, ―we must select some aspects to 
include and empathize, and others to exclude‘‘ [6]. 
Prerequisites such as ―scientific, guild, societal, and political 
considerations‘‘ both influence and dictate definitions [6], thus 
addiction is ―historically and culturally specific‘‘ [6]. 
Resultantly, contemporary definitions of addiction can be 
discordant with traditional theories of anthropology, 
behaviourism and cognitive processing [22, 48]. 

B. Broadening Scope of Addiction 

Prior to the Theory of Rational Addiction [3], ―most of the 
literature in this area until the mid-1980s modelled addiction as 
habit formation‘‘, specifically, irrational ones [27]. In recent 
more years, however, the notion that basic activities ―can be 
properly described as addictive‘‘ has surfaced [27]. This is 
because ―people get addicted to not only alcohol, cocaine and 
cigarettes but also to work, eating, music, television, their 
standard of living, other people‘‘ [3], as they conform to ―the 
two conditions required for addiction: reinforcement, and 
tolerance‘‘ [27].  

As noted by [30]: ―what is coming up fast as being the 
central core issue … is continued engagement in self-
destructive behaviour despite adverse consequences‘‘. Ideas 
about the existence of behavioural addictions have surfaced, 
including ―what some are calling positive addictions (exercise, 
meditation)‘‘ [7]. Resultantly, addiction is being attributed to 
numerous behaviours, resulting in worries that ―if what is 
labelled addiction becomes too broad, the word addiction will 
become devoid of meaning‘‘ [7].  

While an increased scope of addictive behaviours could ―be 
justified if common features exist across a similar set of 
behaviours‘‘, that allow us to better ―understand addictive 
problems and expand society‘s capacity to intervene‘‘, there 
are notable concerns [7]. As illustrated by Heller (2008 cited 
by) [61]: ―if every gratified craving from heroin to designer 
handbags is a symptom of ―addiction,‖ then the term explains 
everything and nothing‖. Hence, the term ―addiction‘‘ should 
be used with caution when referring to behaviours that are not 
listed as being official within the DSM-5, while a mainstream 
understanding of the difference between ―addictions‘‘ and 
―disorders‘‘ would perhaps enable more consistent 
categorisation.  

III. THEORIES OF ADDICTION CREATION 

The following section seeks to identify patterns within how 
addiction is formed. Primarily, theories of addiction creation 
will be explored, since ―the best way to understand and, 
ultimately, to change addictions is to understand why and how 
they began‘‘ [7].   
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A. Associative Learning 

Though Pavlovian conditioning (Pavlov 1927) and 
instrumental conditioning (Skinner 1938) are both included 
within the realm of associative learning, these substrates have 
crucial differences [52]. Formerly, they differ in terms of 
experimental grounding. In Pavlov‘s (1927) original 
experiment, ―the existence of the unconditioned response‘‘ was 
made apparent by ―presenting a dog with a bowl of food and 
the measuring its salivary secretions‘‘; leading to the discovery 
that ―any object or event which the dogs learnt to associate 
with food (such as the lab assistant) would trigger the same 
response‘‘ [52].  

Therefore, Pavlovian conditioning ―involves automatic or 
reflexive responses‘‘ to sign-posted stimuli, whereby 
―conditioned stimuli (CSs) elicit conditioned responses (CRs)‘‘ 
[4]. For example, ―anticipatory responses, behavioural habits 
or even conditioned motivations and emotions‘‘ that are 
―appropriate to the unconditioned reward stimulus (UCS)‘‘ [4]. 
By comparison, instrumental conditioning considers voluntary 
behaviour. In Skinner‘s (1938) original experiment, in which 
rats were observed in The Skinner Box, ―actions that are 
instrumental in gaining access to rewards, such as lever 
pressing for food‘‘ were found to ―be controlled by two distinct 
associative processes‘‘ [87].  

In the onset, a behaviour is ―goal-directed and mediated by 
the encoding of an association between the action and its 
specific consequences or outcome‘‘, thus, ―instrumental 
performance‘‘ can ―be sensitive both to non-contingent reward 
delivery‘‘ and to ‗‘changes in outcome value‘‘ [87]. Over time, 
however, there is a profound shift. This is due to ―control over 
performance‘‘ being ―found to shift to a stimulus-response 
process‘‘, whereby ‗‘actions become stimulus-bound or 
habitual‘‘, resultantly, actions become de-sensitised ―to 
changes in either the instrumental contingency or reward 
value‘‘ [87].  

Types of associative learning also differ in terms of the 
reward prediction process. Pavlovian conditioning refers to 
―stimulus-stimulus associations and predictive reward 
expectation‘‘, or ―stimulus-response associations and act–
outcome representations‘‘ [4]. Instrumental conditioning 
entails ‗‘response-contingent reinforcement‘‘, whereby 
―specific instrumental responses are strengthened by response-
contingent reinforcement‘‘ [4]. Despite these differences, both 
forms of associative learning are analogous in their application 
to teaching new behaviours. By understanding both substrates 
in the context of addiction, it can be possible to deduce several 
aspects.  

Formerly, potential addictions can be conditioned, thus 
conditioning techniques could be utilised, in turn, to reverse the 
process and promote new behaviours in the proposed model. 
For example, having identified in Pavlovian conditioning that 
sign-posting can elicit an involuntary response, perhaps sign-
posting can be used to prevent the formation of potential 
addictions, by intercepting behaviour at the point of reward 
expectation. As instrumental conditioning outlines how 
behaviour is dictated in the onset by associations with actions 
and the outcome assisted perhaps through educative 

intervention at an early stage to create new associations, will 
provide a greater chance of recovery.  

Further, instrumental conditioning bears similarities with 
O-PT, for its illustration of reward de-sensitisation within 
addiction formation, and TMRA, with its ―diminished euphoric 
capital‘‘ [73]. This could indicate that disorder subjects can be 
characterised by above normal levels of reward de-
sensitisation, hence, this will be examined further in the ‗Mind‘ 
section. While associative learning has allowed for findings 
such as these to be extrapolated, there are limitations to their 
application. For example, instrumental conditioning deals only 
―with expressible behaviours‘‘ [64]. Therefore, there are gaps 
in understanding inner processes that may play a profound role 
in addiction development. To uncover these, the next section 
will explore the mind. 

IV. MIND AND NEUROPROCESSING 

   Despite differences in reward processing, ―neural 
substrates‘‘ for both forms of associative learning ―are 
distributed relatively widely across both subcortical and 
cortical brain structures‘‘ [4]. Though psychological 
components are listed individually, ―categories of motivation, 
learning and emotion or affect constantly interact in reward‘‘, 
with N-S-RDs being ―particularly sensitive to different 
processes‘‘ [4]. This indicates that addictions and disorders 
entail a combination of intertwined processes that require 
―brain manipulations‘‘ to ―dissociate many of these processes 
to reveal their psychological and neural separation‘‘ [4].   

In particular ―manipulations of mesolimbic dopamine 
systems‘‘ have been found to alter ―reward ‗wanting‘ without 
changing reward ―liking‘‘ [5]. Therefore, ―neural 
manipulations could influence rewarded behavior because they 
alter any one of many forms of learning‘‘, the outcome of 
which will be determined by ―precisely which form is 
altered‖ [4].  

It can be useful to gain an understanding of these systems, 
to see if it can be possible to utilise this knowledge to promote 
behavioural shifts within the proposed model. Since this paper 
seeks to treat an impulsive-compulsive disorder, 
pathophysiology of officially listed addictions (S-RADs) and 
officially listed disorders (N-S-RDs) will be drawn upon, so 
that appropriate conclusions can be made. There are several 
key similarities to cover, starting with neurocircuitry. 

A. Neuroadaptations 

A key element of S-RADs is neuroadaptations, which entail 
a tri-part mental process, including ―preoccupation / 
anticipation, binge intoxication, and withdrawal/negative 
affect‘‘ [43]. This evidence of neuroplasticity has been said to 
contribute to the transition from a ―disorder, that moves from 
impulsivity to compulsivity‘‘, to an addiction [43]. If N-S-RDs 
can be proven to exhibit similar neuroplasticity, it would 
indicate a need for time-effective treatment interventions, to 
intercept behaviour before it is able to develop into an 
addiction.  

Increasing research ―suggests that non-drug addictions may 
lead to neuroadaptations similar to those reported with long-
term drug use‘‘ [56]. This indicates similar neurocircuitry 
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regarding ‗‗reward processing and decision-making‘‘ in both 
S-RADs and N-S-RDs [86], which could infer that there are 
certain preconditions that each of these conditions entail. To 
identify aspects of these, underlying biological mechanisms 
will be examined. 

B. Underlying Biological Mechanisms 

In N-S-RDs, similar locations to those for S RADs, for 
reward processing have been indicated [86]. Thus, urges in S-
RADs and N-S-RDs, particularly of the ―urge-driven‘‘ sort, 
―may reflect a unitary process‘‘ due to similarities in core 
biological mechanisms [23]. This indicates a need for 
treatments to integrate aspects of cognition and chemical 
manipulations to ensure disassociations can be made.   

The particular reward pathway (the mesolimbic pathway) 
[86] indicates that deficiencies in the onset can lead to the 
development of both conditions, or promote sustained 
engagement, despite repugnant consequences. If subjects are 
attempting to self-medicate, this may lend itself towards 
identifying ways of shifting dependency from maladaptive 
behaviours to desired behaviours. If promoted behaviours are 
able to provide rewards that are as effective as existing ones, 
thus accounting for pre-existing deficits, it could allow an 
individual to abstain from maladaptive ones. To identify ways 
of achieving this, specific components of rewards, including 
implicated neurotransmitters will be examined further. 

C. Neurotransmitters 

The serotonergic and dopaminergic neurotransmitters 
associated with S-RADs [23] have been found to be implicated 
in N-S-RDs [86], with the regulation of ―emotions, motivation, 
decision making, behavioral control‘‘ [86] and ―inhibition of 
behavior‘‘ [23]; an impairment of serotonin has frequently 
been linked to S-RADs. Regarding N-S-RDs, impulsivity has 
been linked to ―dysregulated serotonin functioning‖, due to 
―hormonal response after administration of serotonergic 
drugs‘‘ [23].  

This indicates that chemical treatments of the serotonergic 
sort may allow for regulated control within disorder subjects, 
and therefore, act as a means of achieving behavioural 
alterations due to enhanced decision-making. While this is 
promising as a method of treating those with disorders, 
chemical interventions are costly and therefore may be a 
barrier to treatment for some. Albeit, the literature suggests that 
dopaminergic manipulations are possible without medicinal 
interventions.  

Since dopamine is ―involved with learning, motivation, and 
the salience of stimuli, including rewards‘‘ [23]; dopamine 
deficiency has been hypothesised as one of the underlying 
causes of S-RADs [23] and N-S-RDs [30]. Therefore, 
―alterations in dopaminergic pathways‘‘ are thought to drive 
subjects with S-RADs and N-S-RDs to repeatedly seek 
rewards, ―that trigger the release of dopamine and produce 
feelings of pleasure‖ [23].  

Dopaminergic neurons are activated when rewards are 
received and are heightened through elements of surprise. 
When rewards become expected, the dopaminergic neurons 
become emaciated, as they ―respond physically to rewards in a 
manner compatible with the coding of prediction errors‘‘ [83]. 

The principle of instrumental conditioning can lend itself to 
interpreting this, whereby ―learning is blocked when the 
stimulus is paired with a fully predicted reward‘‘ [83].  

Resultantly, ―the responses of dopamine neurons to 
conditioned stimuli‘‘ can be said to be ―governed differentially 
by the occurrence of reward prediction errors rather than 
stimulus-reward associations alone‘‘ [83]. In addition [83] 
suggests that when an error is present at the time of the reward, 
there is enhanced ―behavioural and neuronal learning‘‘, a 
process both exacerbated and encouraged by dopaminergic 
neurons. Knowledge of dopaminergic neurons will be carried 
forward and interpreted within this paper, due to its potential to 
enhance treatment. 

V. CONCLUSIONS  

To ensure that this lends itself towards developing a model 
of treatment, several elements have been identified. Having 
examined the literature on addiction formation and how habits 
are formed, it seems that the preconditions of potential 
disorders can include: dopamine deficits, which motivate 
subjects to engage in certain behaviours over others; above 
norm levels of reward de-sensitisation which cause repeated 
reward seeking; above norm need for variable rewards or 
stimulation to overcome these. 

In addition to the aforementioned preconditions, the tools 
are as follows: unpredictable rewards can lead to habit-
formation, which increases motivation to engage in behaviours 
that enable dopamine deficits to be fulfilled; prediction errors 
enable enhanced learning, due to dopamine release; behaviours 
are mediated by associations in the onset of instrumental 
conditioning. Therefore, any model that seeks to treat disorders 
should include aspects of ―neural manipulations to separate the 
processes‘‘ that are implicated with disorders [4], which may 
compromise the subject's abilities to make decisions.  

For example, with dopaminergic manipulations or sign-
posting to elicit a conditioned response to new behaviours and 
to form associations that replace existing reward gratification 
for maladaptive behaviours. In addition, dopaminergic 
manipulations should be utilised throughout treatment, to 
prevent relapse by accounting for potential pre-existing 
dopamine deficits. Further, models should seek to provide 
rewards of sufficient variance to motivate subjects to 
participate in sustained treatment over engaging in maladaptive 
behaviours. Additionally, prediction errors should be utilised to 
promote enhanced learning, by overcoming the reward de-
sensitisation process that contributes to disorders and to ensure 
that treatments incur maximum effect. 

In addition, treatment interventions must be prompt and 
accessible, to intercept subjects at key points of habit 
formation, before disorders develop into potential addiction. 
Finally, educative intervention should be used to change 
associations that drive behaviour, with guidance on how to 
develop new coping mechanisms, thus transforming cases of 
approach-avoidance conflict into cases of approach-approach. 
To summarise, any model that seeks to treat disorders should 
cover aspects of motivation, learning and emotion to guide 
behavioural alterations and separate entwined processes. 
Relevant findings could lend themselves towards identifying 
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ways of ascertaining how the mind is processing things whilst 
subjects are engaged in technology.  

Thus, if we want to alter this within treatment, we might 
want to employ techniques that highlight which areas of the 
brain are activated and which chemicals are released, post 
disorder, to see if treatment has been successful. However, 
there is still a gap in relation to DTD, and how these techniques 
may lend themselves to treating that. Despite the conclusions 
drawn, it is not possible to conclude which aspects of 
technology lend themselves to irrational habit formation. 
Therefore, section 2 will seek to explore technology techniques 
and how these contribute to potential disorders. In turn, this 
will inform the development of a proposed model. 

VI. PERSUASION ARCHITECTURE 

This section aims to explore technology techniques and 
how these may lead to addiction. From which, it can be 
possible to identify how techniques can be leveraged to 
promote recovery. Primarily, if we can understand systems, we 
can attempt to understand how an individual might overuse 
these. Despite rapid advancements in technology being made, 
―one of the continuing issues of DTs is identifying factors that 
cause people to accept and make use of systems developed and 
implemented by others‘‘ [39]. Since [38] posited that the 
solution to effective user interface (UI) design is a ―process of 
manager-analyst interaction in the explication‘‘ of assigned 
models. Though several academics have sought to identify 
what constitutes acceptance of electronic UI design. 

A. User Interface Acceptance 

The author in  [71] ―proposed that a distinction had to be 
made between technical and organizational validity‘‘, to gain 
an understanding as to ―why systems that met all technical 
performance standards still were not universally used or 
understood‘‘ [39]. Davis (1985) devised the technology 
acceptance model (TAM) two years later [15], depicting ―the 
effect of system characteristics on user acceptance of 
computer-based information systems‘‘ [16]. Within TAM, 
stages can be broken down into design, cognitive, affective and 
behavioural, with arrows depicting casual relationships. 

TAM consists of ―two primary predictors— perceived ease 
of use (EU) and perceived usefulness (U) and the dependent 
variable behavioural intention (BI)‘‘ [39]; assuming that a 
―potential user's overall attitude toward using a given system‘‘ 
is ―a major determinant of whether or not he actually uses it‘‘ 
[11]. Though highly regarded due to its refined style, TAM is 
not without criticism: ―TAM relationships are not borne out in 
all studies‘‘, due to a ―wide variation in the predicted effects in 
various studies with different types of users and systems‘‘ [39]. 

Consequently, TAM has been adapted by reference [81] to 
create TAM2, with added elements such as ‗Social Influence‘, 
which entails ―three interrelated social forces impinging on an 
individual facing the opportunity to adopt or reject a new 
system‘‘. TAM2 presents several implications. For example, 
past experience also plays a role in leading to perceived 

usefulness, intention to use, and consequential use. Hence, if 
the systems can alter these experiences in the onset, this may 
be a way of promoting behavioural shifts in treatment.  

Further, since voluntariness is listed, it is important for the 
proposed model to be consensual. In addition, since subjective 
norm is listed, classifying overuse as DTD could help in 
shifting perceptions, by making users aware of the implications 
that stem from overuse. Finally, TAM2 indicates that adequate 
returns to satisfy stakeholders can still be achieved in cases of 
technology design that does not seek to encourage overuse. 
Instead, there is the potential for new business models to be 
developed, which focus on the ability of the device to act as a 
mediator of maladaptive behaviour.  

This could be used as a key selling point for brands to 
enhance their image, from which, relevant returns could fuel 
the development of strategies that ensure that issues that stem 
from overuse do not affect future society. While TAM2 has 
been useful in enabling the above to be extracted, it does not 
detail elements of individual disengagement. As noted by 
reference [55]: ―one area of future research is examining... the 
specific notion of disengagement... when, if ever, does intense 
engagement cross the line into addiction?‖ Hence, the role of 
engagement will be examined in more detail in the next 
section, by identifying how much technology leads to 
behavioural patterns that are irrational. 

B. Role of Engagement  

Several scholars have listed engagement as a requisite of 
usability [45]. Listed as the ―physical, cognitive, and affective 
components of user experiences‘‘; engagement entails ―media 
presentation, perceived user control, choice, challenge, 
feedback, and variety‘‘ [55]. In their Proposed Model of 
Engagement, [55] suggest that engagement and disengagement 
can occur within the same interaction period, inferring that 
‗‘engagement itself operates on a continuum...it may be poor, 
average, or high‘‘.  

We can assume, therefore, that to be inflicted with DTD, 
one must be ranked high and frequent on the engagement scale. 
Though, high engagement over short periods of time, perhaps 
when searching for a particular thing online, may not entail 
DTD: it must be those that score low in disengagement and 
high on engagement. The Proposed Model of Engagement [55] 
can also lend itself towards identifying the techniques that 
encourage excessive use and what techniques reduce that. 
These will be explored in more detail in the next section. 

C. Elements that Promote Engagement 

Having previously covered motivation, interest and goals, 
these will not be examined further. Other elements of 
engagement, however, should lend themselves towards 
informing the proposed model, which seeks to reduce overuse. 
To ensure theory can be translated into practice, proposed 
elements of engagement, taken from The Proposed Model of 
Engagement [55] have been compared with the specific 
techniques that are utilised in DTs to achieve these in Table I.  
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TABLE I. TECHNIQUES USED TO INCREASE ENGAGEMENT 

Engagement 

Attributes  
Techniques Used in DTs to Achieve These 

Aesthetic/ 
sensory 

appeal 

Sounds and vibrations that accompany notifications 

have been found to ―align an external trigger (the ping) 

with an internal trigger (a feeling of boredom, 
uncertainty, insecurity)‘‘, thus are utilised within 

systems and applications to promote usage [42]. 

Similarly, rich colours can be integrated into systems to 
increase aesthetic appeal [40]. 

Novelty and 

attention 

Elements such as ―variable rewards‘‘ are provided to the 

user, that ―are only sometimes distributed‘‘, hence, ―the 
user comes to anticipate the slight rush of the fleeting 

reward‘‘ [17]. Since rewards are unreliable, ―the twitchy 

behavior is triggered‘‘, whereby the user feels 
compelled ―to keep checking for messages, likes, and 

status updates‘‘ [17]. 

 

Techniques such as ―app notifications, autoplay, likes 

and messages that self-destruct‘‘ have been 

―scientifically proven to compel‘‘ users to engage in 
DTs: by making users feel as if they are ―missing 

something really important‘‘, systems can motivate 

users ―to watch/check in/respond right now‘‘ [42]. 

Control  

Systems can create the illusion of control, to attract 

users that lack perceived control in real life. Reference 

[80] note that the common aspects that contribute to this 
perceived lack of control are: ―need for approval (75% 

for addicts vs. 36% for regular users)‘‘, ―fear of 

rejection (64% vs. 36%)‘‘, ―loneliness (64% vs. 38%)‘‘, 
and ―anxiety (64% vs. 36%)‘‘. By enabling the user to 

progress through stages, work towards rewards, or attain 

social validation, these illusions of control can be 
capitalised upon to drive engagement. 

Interactivity 

Unpredictability can encourage interaction with devices, 

due to a human tendency to avoid boredom. In 2014, an 
experiment revealed that ―people actually preferred to 

shock themselves than sit alone with their thoughts for 

20 minutes‘‘, indicating that ―many of us would prefer 
chaos over predictability in our daily lives‘‘ [25]. By 

―reinforcing this notion‘‘, social media provides a 

fluctuating ―feedback loop that becomes more arresting 
the more we use it‘‘ [25]. 

Challenge 

Gamification refers to injecting ―gameplay elements in 

non-gaming settings‘‘ to ―enhance user engagement 
with a product or service‘‘ [76]. Integrating elements 

such as ―leaderboards and badges into an existing 

system‘‘ can enable developers to ―tap‘‘ into ‗‘users‘ 
intrinsic motivations‘‘, in doing so, ignite a desire within 

the user to participate in the challenge [76]. 

Feedback 

Algorithms can be utilised ―to determine the moment‘‘ 
the user ―might otherwise walk away‘‘, at which point, 

certain rewards can be delivered, such as ―small wins‘‘ 

to keep the person playing‘‘ [51]. 

Postive affect 

Systems can promote ―short-term dopamine-driven 

feedback loops‘‘ with likes, shares or interest in online 

profiles [17]. These so-called ―Vanity Metrics‘‘ [25] 
capitalise upon the ―goal-obsessed culture‘‘ that 

permeates within contemporary society, leading to users 

feeling obliged to chase further goals that are 
encouraged within social media and applications [51]. 

D. Elements that Promote Disengagement 

Having identified that those with DTDs score high on 
engagement and low on disengagement, frequently and for 
extended periods of time; external factors will not be examined 
in more detail. Instead of considering aspects such as system 
malfunctions or physical interruptions, Table II outlines 
specific ways of utilising disengagement aspects within the 

proposed model. In turn, this should lend itself towards 
identifying if there can be electronic user interfaces (UIs) that 
help with DTDs. 

TABLE II. DISENGAGEMENT ATTRIBUTES TO INCLUDE IN THE MODEL 

Disengagement 

Attributes  
Aspects to Include in Model  

Percieved time 

Making the user aware of the time spent on their 

device, with frequent usage reports and/or 

dashboards that highlight cases of above normal 
usage. Since DTD individuals can be influenced by 

the behaviours of others, perhaps reports could 

detail levels of progress achieved by others 
(ensuring anonymity, however), which they could 

aspire to reach. 

 
Instilling time limits on certain aspects of DTs (that 

have been identified or consented to by the user as 

means of achieving their goals). 

Negative affect 

Shifting colours to grayscale [40], or by reducing 

sounds and vibrations to reduce aesthetic and 

sensory appeal. 

Disruptions  

Intercepting behaviours that indicate deviations 

from goals, for self-reflection. Since research 

indicates ―that successfully rewiring one's habits 
hinges in large part on self-reflection‘‘, it is 

important that these are provided ―in the middle of 

the habit‘‘, to enable users to ‗‘stop and confront‘‘ 
their behaviour, and ―consider how‘‘ they ―might 

change it‘‘ [21]. 

 
Utilising notification tiers, decided collaboratively. 

For example, there could be levels that dictate 

which notifications are allowed during downtime, to 
disrupt the user's expectation to receive continuous 

stimulation. 

Positive affect 

Utilising an AI nurse, to offer methods of coping 
better in the real world, such as mindfulness, thus 

reducing dependency on device. 

 
Providing positive rewards that entail offline 

activities, thus utilising gamification to encourage 

the user ―become actively interested in attaining 
goals‘‘ [76]. 

 

Sending ―auto-responses during downtime‘‘, to 
avoid the user worrying about missing anything 

important and to generate a sense of community 

support [63]. 

E. Alternate Methods of Promoting Disengagement  

Since the proposed model seeks to disrupt users flow, 
findings from neuroscience regarding implicit memory 
retrieval can lend themselves towards identifying how to 
activate alternate brain regions. In ―An Electrophysiological 
Signature of Unconscious Recognition Memory‘‘, an 
experiment [82] found that ―people can accurately discriminate 
repeat stimuli from new stimuli without necessarily knowing 
it‘‘. In the experiment, participants were shown a collection of 
―kaleidoscopic images‘‘ and asked ―to devote their full 
attention to half of the images, but were distracted by a number 
task while viewing the remaining half‘‘ [47].  

Shortly after, participants were asked to ―distinguish an 
image they had previously seen from a new, but very similar 
picture‘‘: surprisingly, the participants ―guessed‖ correctly 
more often than they ―remembered' correctly‘‘ [47]. Thus, 
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there is evidence that ―implicit memory… can occur without 
the awareness of memory retrieval‘‘ [81]. If kaleidoscopic 
images can promote regions in the brain that an individual is 
―unconsciously‘‘ aware of, this may be a means of the 
proposed model impacting on the normal flow of activity in the 
minds of DTD subjects. In turn, this could lead to distraction-
conflict. For example, if a series of images were shown 
throughout phases of treatment, repeated exposure could 
promote brain regions that are atypical to those activated when 
using DTs. 

F. Choice of Platform for Treatment  

The above seems promising for enabling UIs to help treat 
DTDs. Widespread adoption of smartphones indicates that 
smartphone-based treatments can ―transcend geographic 
boundaries‘‘, by enabling ―on-demand access to therapeutic 
support outside of formal care settings anytime and anywhere‘‘ 
[50]. In addition, smartphone-based treatments could allow for 
―linkages to services in one‘s community‘‘ through GPS [50] 
to be made. Further, smartphones can reduce costs of 
treatment. While the ―initial development‘‘ of smartphone-
based ―programs can be costly, the cost of hosting and 
maintaining access to them thereafter‘‘ is usually confined ―to 
costs associated with bandwidth needs for deployment and 
limited technical support‘‘ [50].  

G. Digital Phenotyping 

Since ―early recognition of sub-syndromal mood and 
anxiety symptoms‘‘ is paramount in lessening ―the pernicious 
impact of chronic psychological distress and loss of function‘‘ 
[62], there is a need for timely monitoring of disorder subjects‘ 
behaviour. Utilising multifarious digital touchpoints on 
smartphones can allow for ‗behavioural indicators‘ to be 
collected and interpreted promptly [62]. This is due to digital 
phenotyping (DP), which involves ―moment-by-moment 
quantification of the individual-level human phenotype in situ 
using data from personal digital devices‖ [78]. From which, 
representations of ―a person‘s real-time psychological state and 
overall profile based on their interactions with their 
smartphone‘‘ [13] can be generated.  

This is because ―digital fingerprints‘‘ are thought to ―reflect 
the lived experiences of people in their natural environments‘‘ 
[57], thus giving DP the potential to reveal key behavioural 
insights on a granular level. Utilising ―digital trace data… 
collected from sensors embedded on mobile devices‘‘ [62], DP 
could gather both active and passive patient data. Active refers 
to elements that require participation from the user, such as 
online survey responses or recorded speech samples [78]. For 
example, speech recordings ―could be used to detect vocal 
markers of mood‘‘ [57]. By analysing ―lexical content‘‘, 
―prosody, voice quality‖' and the ―overall tone of voice‘‘, these 
―vocal cues can provide valuable insights into physical and 
mental states‘‘ [62]. 

Passive data includes aspects that do not require user 
participation, such as sleep monitoring, or data acquired from 
geo-spatial trajectories like the Global Positioning System 
(GPS). In [62] note that passive data ―can enable the 
identification and tracking'' of phenomena such as ―mood, 
fatigue, social connectedness‘‘ and ―physical isolation‘‘. By 
monitoring, for example, a fluctuation in sleep levels and 

dramatic decreases in movement via GPS, DP ―could indicate 
depression symptoms‘‘ [13]. Further, anonymous ―call logs‘‘ 
can allow those who fall below the average call reciprocity rate 
to be identified [62], in turn, allow for the identification of 
those with an avoidance tendency. Passive data ―might also be 
less susceptible to the complexities introduced by potential 
linguistic and cultural barriers than more traditional surveys‘‘ 
[57].  

Albeit, when passive and active forms are combined, DP 
could enable the proposed model to not only identify 
maladaptive behaviours but to promote wellbeing. For 
example, by providing real-time feedback to the user informing 
them of their usage patterns, or by highlighting ―indices 
associated with preferred mental states and enhanced 
behavioural outcomes‘‘ [57]. By combining passive and active 
data with existing medical records, DP can allow for 
continuous monitoring of behaviour, for inferences in patterns 
to be made and to ensure that treatment is tailored to individual 
needs. In addition, it could be possible to ―develop precise and 
temporally dynamic disease phenotypes and markers to 
diagnose and treat psychiatric and other illnesses‘‘ [57]. 

Thus, DP could enable the model to provide feedback and 
interruptions at the point of over-engagement, as well as 
allowing for ―the early detection of various conditions‖ [13]. 
Since DP does not require ―specialized research devices‘‘ like 
other therapeutic interventions such as ecological momentary 
assessment (EMA), ―it is substantially more scalable than 
traditional implementations‘‘ that require ―personal digital 
assistants‘‘ [57]. Furthermore, techniques used within 
treatment can remain up-to-date, by being connected to a 
cloud-based system; while advances in machine learning can 
be utilised, such as digital assistants, to provide phone 
coaching. 

H. Neuro-Linguistic Programming and Textual Entailment 

Since the proposed model seeks to teach new behaviours, 
existing techniques from the field of education can be 
employed. Neuro-Linguistic Programming (N-LP) is used to 
understand individual differences in thought-processing, 
methods of communication and ―how this communication 
creates different patterns of behaviour‘‘ [33]. N-LP posits ―that 
each individual tends to have a preferred sensory 
representational system‘‘ that is used to ―internally code‘‘ 
experiences [74]. 

 By allowing subjects to ―adopt an observer position and to 
interpret their circumstances from a new perspective‘‘, N-LP 
seeks to ―replace dysfunctional thoughts‘‘ within subjects that 
experience ―psychological hardship‘‘ [69]. N-LP operates 
under several principles, including the notion that ―meaning 
must match the response‘‘ [33]. According to which, both 
teaching and learning must be a fluid process to ensure that the 
desired outcome is met by the subject's behaviour [33]. Fluidity 
entails variances in ―the teaching pattern‘‘ employed by the 
instructor up to the point of generating ―the desired response‘‘, 
in addition to the style of learning used by the learner [33]. 

Since the proposed model uses DP to attain a stream of 
real-time active and passive data to provide feedback and 
alterations in treatment, N-LP is consistent with the authors 
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understanding of teaching new behaviours. Hence, N-LP will 
be examined further, to identify techniques that lend 
themselves towards informing the proposed model. Meta-
model questions (M-MQs), for example, can be used to 
uncover ―language patterns that are believed to reflect 
fundamental cognitive processes‘‘ [68]. M-MQs are built on 
the notion that humans recall events through a ―process of 
generalizing, deleting and distorting information‘‘, which 
presents implications such as a compromised ability to 
generate unbiased representations of events [34]. 

Overtly biased representations of events can impact ―the 
person's future thinking, core values and health and well-
being‘‘ [34]. By integrating M-MQs into the proposed model, 
it could be possible to uncover underlying linguistic processes 
in subjects, resultantly, to tailor treatment by targeting 
individual mental models. Advances in technology such as 
Natural Language Processing (NLP) in Artificial Intelligence 
(AI) can enable theory to be translated into practice within the 
proposed model. For instance, by utilising Textual Entailment 
(TE) models. As noted by reference [19], ―TE models take a 
pair of sentences and predict whether the facts in the first 
necessarily imply the facts in the second‘‘. 

If the proposed model featured aspects of TE models, it 
could be possible to uncover not just responses to M-MQs, but 
an individual's overall response to treatment. Further, periods 
of relapse could be sign-posted, from which, interceptions can 
be made in real-time. Forms of TE models can be implemented 
using a virtual agent, an AI nurse, as it were, to guide subjects 
through treatment. This will be explored in more detail in the 
next section, which covers models of computational 
persuasion, theory and application to the proposed model.  

I. Computational Persuasion  

As defined in [18], ―captology describes the shaded area 
where computing technology and persuasion overlap‘‘. Since 
DTs have been found to be detrimental to health in the cases of 
DTD subjects, an understanding of captology is important in 
informing the proposed model. Integrating aspects of captology 
can enable ―systems to help people make positive changes to 
their behaviour, particularly in healthcare and healthy 
lifestyles‘‘ [31]. In particular, by featuring an automated 
persuasion system (APS) within the model, which ―is a system 
that can engage in a dialogue with a user, i.e. a persuadee, in 
order to persuade that persuadee to do (or not do) some action 
or to believe (or not believe) something‘‘ [31]. From which, it 
is conceivable that the model could guide the subjects towards 
enhanced mental health.  

Argument-centric approaches within APS are highlighted 
[9] to promote behavioural change: ―an argument-based 
approach could be highly beneficial, particularly when 
someone is lacking some key information, and/or entertaining 
misconceptions about a topic‘‘. From which, ―the system may 
be able to change the user‘s mind about belief in some key 
arguments‘‘, resultantly, ―persuade the user to believe and 
follow up the persuasion goal‘‘ [9]. While the explicit intent is 
an important consideration, the implicit are also key 
considerations, since ―technology will always be used within a 
context involving users‘ own intentions‘‘ [44].  

Factors such as ―perceived social norms‘‘, ―social 
pressure‘‘, ―emotional issues‘‘ and ―agenda‘‘ in addition to 
―perception of an issue‘‘, ―opportunities to change behaviour‘‘, 
―attitude to persuader‘‘ and ―attitude to information‘‘ [31] all 
affect the effectiveness of persuasion. In [35] note that there is 
a ―lack of a model which can provide a unified framework for 
different persuasion strategies… specifically, persuasion is not 
adaptable to the individuals‘ personal states in different 
situations‘‘.  

Thus, [35] propose ―a computational model called Model 
for Adaptive Persuasion (MAP) for virtual agents‘‘, which 
entails ‗‘a semi-connected network model which enables an 
agent to adapt its persuasion strategies through feedback‘‘. 
Implementations of the MAP in the form of a virtual nurse 
were found to be successful in changing the persuades 
―attitudes and behaviors intentionally, interpret individual 
differences between users and adapt to user‘s behavior for 
effective persuasion‘‘ [35]. Similar to which, the model could 
feature a MAP-based nurse that utilises data obtained 
consistently throughout treatment via DP to tailor treatment 
and make personalised recommendations based on user's habits 
and attitudes. 

VII. CONCLUSIONS  

Having considered the above, it seems appropriate to 
deduce the following. The stimuli in DTs that can be said to 
contribute to DTDs include: sounds, rich colours and vibrations 
(sensory appeal); variable rewards, unpredictability, 
notifications (novelty and attention); stages to progress 
through, rewards, social validation (perceived control); 
fluctuating feedback loops (interactivity); gamification, 
leaderboards, badges (challenge); wins delivered at point of 
indicated disengagement (feedback); ―short-term dopamine-
driven feedback loops‘‘ [17], ―Vanity Metrics‘‘ [25] and goals 
(positive affect).  

These will inform the proposed model, as specific aspects 
to target. The stimuli also indicate the following conditions of 
DTD subjects: above norm need for sensory stimulation; 
reward de-sensitisation, low attention span; lack of perceived 
control in real life; above norm feelings of loneliness and 
anxiety; above norm need for intellectual stimulation; above 
norm need for feedback; pre-existing deficits of dopamine; 
above norm need for social validation and guidance. 

VIII. ANALYSIS OF FINDINGS AND PROPOSED MODEL 

Methods of how we learn and become addicted have been 
explored, along with similarities having been found. In 
addition, models of effective UI design have been identified 
that comprehensively outline how systems should be designed 
that capitalise on human user interaction. Based on findings 
from sections 1 and 2, it seems appropriate to deduce that the 
sophistication of technological devices capitalises upon the 
fragilities of how people learn, to the detriment of human 
society. Given that DTs are becoming ―more sophisticated and 
their application in different contexts and environments 
expands‘‘ [1], an awareness of the power that technology holds 
over users is increasingly important. 
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The literature on addiction and persuasion architecture 
suggests that the problem of DTD can be derived by computer 
science techniques manipulating the mind. Due to which, an 
argument can be made that cognitive solutions are superior to 
their chemical counterparts. If the systems lend themselves to 
DTD development, utilising these to promote digital 
behavioural change interventions can ensure that the issue is 
targeted at the source, rather than being masked. This may 
mean that cases of relapse are minimised, in addition to 
intercepting DTD before it is able to progress into an addiction. 
Resultantly, there could be a greater chance of recovery, along 
with minimised negative repercussions. 

By ―enabling users to face up to their unwanted behaviours 
as they perform them‘‘ [21], cognitive solutions, such as 
DBCIs, can allow users to achieve a relationship with DTs that 
is compatible with their desired self. Since integrating aspects 
of sensitive design into systems can ensure that interactions 
with DTs are purely productive and cause minimal harm [63], 
DT-based treatments have the considerable potential of 
―improving outcomes, reducing costs, and improving the 
patient experience'' [53]. Using smartphones to deliver 
treatment aspects identified in the proposed model can enable 
several of the barriers to existing treatments to be removed. By 
doing so, perhaps more would seek help, in turn; reduce 
negative implications for the individual, for organisations and 
for society.  

Having identified the potential of utilising smartphone-
based treatments, the following section seeks to develop a 
framework to inform the treatment of DTDs. Formerly, 
findings from Sections 1 and 2 will be refined, to form DTD 
preconditions and criteria. Following that, methods of 
overcoming these will be refined, to include in the model. 
Then, techniques used in existing treatments will be 
considered, to ensure the treatment can be optimally effective 
by addressing barriers to recovery.  

A. Synthesis of Findings from Sections 1 and 2  

Sections 1 and 2 indicate that the preconditions that DTD is 
characterised as follows: above norm need for approval; above 
norm need for sensory stimulation; above norm need for social 
validation; above norm need for guidance and feedback;  above 
norm need for intellectual stimulation; above norm approach-
avoidance attitude; above norm feelings of loneliness and 
anxiety; above norm reward de-sensitisation that indicates pre-
existing deficits of dopamine; above norm lack of perceived 
control in real life. 

Albeit, the above is not enough to diagnose an individual 
with DTD, these aspects must also meet a set of criteria. These 
are: cases where there is not an employment link explanation; 
obsessive characteristics of engagement and time spent online, 
that are significantly above the norm; non-logical usage: 
including foregoing rational decisions to achieve irrational 
high, or losing track of time when online; incurring repugnant 
consequences; characteristics must be exhibited for extended 
periods of time, with the tendency for time and needs to 
increase. Methods of overcoming preconditions listed above, 
using DBCIs are listed in Table III.  

TABLE III. ASPECTS TO INCLUDE IN THE MODEL OF TREATMENT 

DBCI  Aspects to Include in Model  

Percieved time 

Feedback, to inform of usage and progress, such as 
time spent on device and how time compares with 

norms to sign-post behaviour. 

Negative affect 
Grayscale during periods of relapse and time limits 
on usage (collaboratively decided). 

Disruptions  

Interruptions during deviations from goals to allow 

for self-reflection. 
Notification tiers (collaboratively decided), 

including restricted sounds and vibrations, to filter 

distractions from achieving goals. 

Positive affect 

Gamification of goals, to encourage the subject to 

progress through treatment, addressing need to be 

stimulated intellectually. 
Short-term, offline rewards when goals are met, to 

reduce dependence on online rewards, to fulfill 

dopamine deficit and to condition the subject to 

look forward to offline rewards. 

AI nurse to reduce feelings of loneliness and 

anxiety, by guiding and supporting, thus reducing 
long-term reliance on DTs. 

Auto-responses to contacts (collaboratively 

decided), to reduce anxiety towards missing 
something important when attempting to meet 

goals. 

Linkages to community can be promoted through 
digital phenotyping to encourage integration. 

Promotion of coping mechanisms to achieve offline 

sense of control (grounded in psychological, 
scientific and technological theory and best 

practice), that is constantly updated, from a cloud-

system. This ensures that control is more than 
illusory, and translates into methods of coping 

better in the real world, while allowing for new 

associations to be made. 

Aspects in Table III must also meet the following criteria: 
treatment must not be imposed, it must be desired the by 
individual who wishes to develop new behaviours; aspects of 
proposed DBCIs and aims of treatment must be detailed clearly 
prior to and during treatment, and agreed to by the user; data 
must not be shared without consent, and must be securely 
processed to protect the individual and any concerns identified 
in self-report data must be addressed.  

B. Existing Treatment Techniques to Enhance Model 

Since integrated approaches ―tend to be successful in 
treating addiction and maintaining recovery‘‘ [60], the 
following section will explore techniques utilised within 
existing treatments. From which, it should be possible to 
extrapolate best practice to inform the proposed model. As the 
literature suggests that any model that seeks to change 
behaviour faces issues of ―motivation, ambivalence and 
resistance‘‘ [29], specific techniques used to target these will 
be explored.  

C. Motivation as an Issue  

Motivation in the context of psychotherapy usually refers to 
avoidance motivation that occurs within the subject undergoing 
therapy. Avoidance motivation stems from a human desire ―to 
evade unpleasant experiences‘‘, namely, experiential 
avoidance, and is thought ―to protect the individual from re-
experiencing past adversities‘‘ [26]. While helpful in select 
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cases, an excess of avoidance motivation can contribute ‗‘to the 
development and maintenance of many psychopathological 
disorders‘‘ [26]. Since a contributing factor to the maintenance 
of avoidance motivation is ‗‘mental representations of 
undesired transactions with the environment‘‘, methods of 
restructuring these will be examined [26].  

D. Methods of Targeting Avoidance Motivation  

Having identified that DTD subjects may use approach-
avoidance systems, approach-avoidance theories of motivation 
will be covered first. These ―are active in the presence of 
potential positive or negative outcomes, respectively‘‘ [59]. To 
increase perceived positive outcomes, groups can be used, 
since they ―are associated with rewards… a source of security 
and thought to reduce the occurrence of negative outcomes‘‘ 
[59].  

As the proposed model seeks to shift behaviour from 
maladaptive use to purely productive usage, ―systematic group 
influences on mood, information processing, perceptions, 
attention, and behavior‘‘ could be utilised, in the form of 
―group membership and interaction‘‘, which, in turn, ―should 
impact activation of group members‘ approach and avoidance 
motivation systems‘‘ [59]. Hence, the community linkages 
made possible via DP within the model should allow for 
systematic group influences on the subjects behaviour, by 
increasing perceived positive outcomes.  

E. Ambivalence as an Issue  

Ambivalence is when individuals find it increasingly 
difficult to change, despite their best intentions, due to being 
―pulled in two directions by motivations to change and 
motivations to maintain the status quo‘‘ [2]. In cases where 
maladaptive behaviours ―serve important functions‘‘, such as 
providing an escape from stressful day-to-day life [2], 
ambivalence is common.  

F. Methods of Overcoming Ambivalence 

A collaborative technique used in psychotherapy to 
overcome ambivalence is motivational interviewing (MI), 
which seeks to increase a ―patients‘ own motivation for change 
and adherence to treatment‘‘ [66] and reduce resistance [29]. In 
essence, MI is ―collaborative, evocative, and honouring of 
patient autonomy‘‘ [66], as it seeks to guide according to the 
subject‘s personal goals. By following ―the acronym RULE‘‘, 
MI seeks to ―Resist the righting reflex; Understand the 
patient‘s own motivations; Listen with empathy; and Empower 
the patient‘‘ [29].  

MI has been found to be ―equivalent to or better than other 
treatments such as cognitive behavioural therapy (CBT) or 
pharmacotherapy‘‘ when treating S-RADs, in addition to 
having ―been shown to be efficacious‘‘ in treating several N-S-
RDs, such as IGD [66] and hypersexual disorder [29]. To incur 
maximum effect, MI requires ―someone with the skill to switch 
among communication styles and the wisdom to seek and 
understand what style the patient needs‘‘ [66].  

Having covered TE models on page 9, it is conceivable that 
the AI nurse could effectively conduct MI in the first phase of 
treatment. This could enable learner-centred objectives to be 
attained, from which, the AI nurse could measure the patient‘s 

progress via DP throughout treatment. Deviations could be 
actioned upon, with elements of persuasion architecture being 
used in relation to the subject‘s progress. MMQs could also be 
used within MI, to decipher the subject‘s mental models. Self-
report data throughout treatment could measure the 
effectiveness of treatment, by comparing initial response styles 
to later styles.  

In addition to MI, the Principle of Effective Facilitation 
(PEF) could be utilised to help overcome ambivalence. The 
Principle of Effective Facilitation (PEF) is derived from 
humanistic approaches to treatment. In short, PEF entails 
external validation to encourage the learner to progress through 
stages of learning. PEF operates under the following 
assumption: when individuals ‗‘decide to learn‘‘, they ―invest 
time and energy in checking the potential benefits‘‘ [67]. If the 
individual believes that they are positively altering their 
behaviour in a way that is compatible with the desired self, 
they will, according to humanism, seek to engage in learning.   

Since individuals have a propensity to ―devalue their work 
if not validated‘‘, the use of an ―external authority‘‘ can allow 
for enhanced learning within PEF. By guiding the individual 
through various stages of learning, validating their progress, 
the likelihood of learning new behaviours should be increased. 
To incur maximum effect, the external authority should 
―encourage the adult learner to interact with his environment 
on his own terms‘‘ [67]. By identifying learner-centred 
objectives within MI, this should enable the AI nurse, who acts 
as the external authority ―to facilitate self-directed learning‘‘ 
[67]. For example, with guidance grounded in theory and usage 
reports. 

G. Resistance as an Issue 

Resistance is the ―overt or covert reluctance to change and 
grow‘‘ in subjects of therapeutic intervention [54]. Judgment or 
―adverse emotional reactions‘‘ in the therapist ―unwittingly 
may exacerbate the client‘s resistance‘‘, while ―gaining an 
accurate, empathic understanding of the client‘s difficulties in 
changing‘‘ can reduce resistance [54]. Approaches to treatment 
that seek to avoid resistance should feature both ―active 
involvement in educating and stimulating the client toward 
greater awareness and adaptability‘‘ as well as allowing for 
degrees of self-directed learning [54].  

H. Methods of Overcoming Resistance  

To account for the above, psychoeducation could be 
utilised within the model. Psychoeducation involves ―the 
provision of information, in a variety of media, about the 
nature of stress, posttraumatic and other symptoms, and what 
to do about them‘‘ [85]. In several cases, psychoeducation has 
been found to increase adherence to treatment and reduce 
relapse rates in subjects with S-RADs and N-S-RDs [65]. 
Having identified that DTD subjects are not always aware of 
the negative implications of overuse, psychoeducation could be 
used to fill in conceptual gaps and to provide coping 
mechanisms.  

In the initial phase, following MI, psychoeducation could 
be used to educate the user of the potential outcomes of 
treatment and consequences of overuse. In later stages, 
psychoeducation could be used at times of indicated relapse, to 
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reinforce the subject‘s motivation to participate in sustained 
treatment. Further, within phases of psychoeducation, 
mindfulness-based interventions (MBIs) could be utilised. In 
the past decade, MBIs have grown in popularity, due to their 
promising application to treating S-RADs and N-S-RDs [20].  

MBIs have been found to be ―successful for reducing 
dependence, craving, and other addiction-related symptoms by 
also improving mood state and emotion dysregulation‘‘ [69]. 
For example, by minimising ‗‘substance misuse and craving by 
modulating cognitive, affective, and psychophysiological 
processes integral to self-regulation and reward processing‘‘ 
[20]. As a result, it is hypothesised that MBIs have the 
potential to ―reverse the allostatic process by which normal 
reward learning is usurped by addictive substances‘‘ [20].  

Though studies largely relate to S-RADs, aspects of MBIs 
can be integrated into the model of DTD treatment, since 
―MBT is an effective treatment for a variety of psychological 
problems, and is especially effective for reducing anxiety, 
depression, and stress‘‘ [37]. Having identified that DTs can 
produce rewards comparable to substances, utilising MBIs in 
the treatment could enable the subject to potentially shift 
dependence on online rewards to offline rewards. This is due to 
―the restructuring reward hypothesis‘‘, which ―states that 
mindfulness may reduce addictive behavior by shifting the 
relative salience of drug and natural rewards from valuation of 
drug-related reward back to valuation of natural rewards that 
were salient before the development of addiction‘‘ [20]. 

Due to their ability to achieve ―attention regulation and 
positive affect‘‘, it is conceivable that MBIs ―might 
nonetheless increase pleasure from perceptual and 
sensorimotor experiences in a fashion similar to sensate-focus 
techniques and promote positive emotion regulation by 
amplifying selective attentional processes‘‘ [20]. 

IX. PROPOSED MODEL AND CONCLUSIONS 

For example, with ―Mindfulness-Based Relapse Prevention 
(MBRP) and Mindfulness-Oriented Recovery Enhancement 

(MORE)‘‘ that ―have been tailored to directly to address the 
mechanisms that undergird addiction‘‘ [20]. Thus, utilising 
MBIs within psychoeducation could potentially enable the 
DTD subject to gravitate towards approach-approach as 
opposed to approach-avoidance.  

A. Response Tendency Hierarchy  

These elements should transform non-logical usage into 
logical, productive usage. Further, previous cases of no 
employment link explanation should become mostly 
employment link explanation. Characteristics, time and needs 
should return to the norm, with the overall positive effect 
leading to less reliance on DTs. Finally, the elements discussed 
and explored combine to contribute to Fig. 1 (The Tri Path 
model of treatment for Digital Technology Disorder). 

IMPLICATIONS AND AREAS FOR FUTURE RESEARCH    

The implications of this paper include health provision, 
treatment, corporate social responsibility, better health, 
wellbeing and a reduction in DTD. Thus, the authors 
recommend the following areas for further research: a large 
scale quantitative research to find the most influential path in 
the proposed model. Research on image kaleidoscoping 
regarding DTD is needed, in particular kaleidoscopic images 
from relevant domains of interest may provide some important 
answers pertaining to this vain of treatment. Furthermore age-
specific research regarding DT use and disorders will address a 
significant research gap. Finally, utilising neuroscience to map 
the different phases of DTD when completing the varied 
phases of treatment.  

Finally, the authors recognise that some people will be able 
to self-regulate, after/or during exposure to the DTD treatment 
proposed. Albeit, the authors also recognise that some people 
with a high propensity of addiction may need long term 
support from the AI nurse. Hence, further research may aim to 
explore time scales for different propensities of addiction. 

 

Fig. 1. Tri Path Model of Treatment for Digital Technology Disorder 
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