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Abstract—In this paper, a cluster validity concept from an 

unsupervised to a supervised manner is presented. Most cluster 

validity criterions were established in an unsupervised manner, 

although many clustering methods performed in supervised and 

semi-supervised environments that used context information and 

performance results of the model. Context-based clustering 

methods can divide the input spaces using context-clustering 

information that generates an output space through an input-

output causality. Furthermore, these methods generate and use 

the context membership function and partition matrix 

information. Additionally, supervised clustering learning can 

obtain superior performance results for clustering, such as in 

classification accuracy, and prediction error. A cluster validity 

concept that deals with the characteristics of cluster validities 

and performance results in a supervised manner is considered. 

To show the extended possibilities of the proposed concept, it 

demonstrates three simulations and results in a supervised 

manner and analyzes the characteristics. 
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I. INTRODUCTION 

Intelligent systems that optimize using learning schemes 
without strict mathematical constraints are a very useful 
approach to construct modeling in complex 
environments[3][4]. A clustering approach [1-4][8][11-12] is 
one of the generic methods for determining the structure and 
parameters of an initial intelligent system. Once the initial 
structure and parameters are determined, the system can use 
various learning mechanisms for optimization. However, the 
method by which a system performs clustering is an interesting 
issue in itself [2][8][11]. Pattern recognition is one of the most 
interesting applications of intelligent systems, especially 
clustering method is useful approach of them. Clustering is a 
process in which groups of objects with high similarity, as 
compared to the members of other groups, are collected as 
clusters. The concept is highly similar to pattern classification 
or recognition. Generally, clustering methods perform well in 
an unsupervised manner to divide input spaces and extract 
useful information from data sets. This helps to construct 
intelligent systems [5]. [10] [11] such as neural networks and 
fuzzy systems that divide an input space into several local 
spaces, in turn allowing for ease of interpretation. In a 
clustering algorithm, selecting an appropriate number of 
clusters is a critical problem. A simple method to identify the 
proper number of clusters is to select the result that provides 

best performance. Another approach is to apply a cluster 
validation [6][7][14][17-19] using cluster parameters after the 
clustering algorithm is terminated. This method only needs 
clustering results and does not need any additional information 
such as performance results. Because of this property, many 
cluster validations have been proposed by researchers in the 
field of pattern recognition and widely used. In prior work, a 
semi-supervised clustering method [9][16] and a supervised 
clustering approach [10-12] have made use of output 
information. Additionally, context-based clustering methods 
[11-13] have used a context membership function, which was 
generated by a context term as output, and contained an input-
output causality. This characteristic provides more quantitative 
information to perform the clustering. Conventional cluster 
validity methods induce a fixed value on the cluster validity. 
The cluster validity, including input-output causality such as 
the cluster validity of the output, has not yet been studied in a 
supervised manner. Any proposed cluster validity concept can 
obtain more flexible criterions when it uses the input-output 
causality or context information such as a context membership 
function. This means that when the cluster validity uses more 
than one cluster validity result, it can attempt to induce more 
flexible values for the cluster validity to adapt the input-output 
causality, or it can introduce a performance-dependent 
criterion. To achieve this, it proposes two combined cluster 
validity concepts that use the classification accuracy of a 
classification problem and a cluster validity of the context 
membership function. Among the cluster validity values, the 
proposed concept can choose a relative ratio to adjust the 
importance between the cluster validity of the input-output 
causalities, such as input/output CV, and performance 
accuracy. The proposed concept extends the cluster validity 
criterion to the supervised manner in the context-based 
clustering. The rest of this paper proceeds as follows. Section 2 
describes related research, including clustering methods and 
cluster validity methods. In section 3, a new cluster validity 
concept that can be applied in a supervised manner is proposed. 
Section 4 then presents the results of experimental comparisons 
between our new cluster validation and previous approaches. In 
Section 5, the conclusion with a summary is given. 

II. THE RELATED WORKS 

In this section, it briefly describes existing clustering 
methods and cluster validity methods. These methods based on 
new cluster validity. A context-based clustering method is 
introduced after our explanations of general clustering. Then, 
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three cluster validity criterions will be used to briefly explicate 
cluster validities. 

A. Unsupervised clustering methods 

FCM [3][4] is a representative fuzzy clustering method that 
uses a partition matrix of the membership function between 
cluster centers and data sets. It measures similarity as follows: 
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where     is the distance between a center    and kth data 
  . An m is a fuzzifier and the similarity     is the element of 
the partition matrix of the membership function. In the process, 
center    is updated by the similarity until a termination 
criterion is satisfied, as follows: 
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Most cluster validity methods primarily use the partition 
matrix to evaluate the cluster validity. 

Gustafson-Kessel (GK) [1][2] clustering uses the fuzzy 
covariance matrix to adapt elliptical shape cluster sets that use 
fuzzy covariance information, as shown in following equation: 
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The matrix    is combined by equation (4), 
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where    is a predefined constant to set to one. Then, the 
distance between center    and data    are measured by the 
following equation: 
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An updated GK cluster center is calculated as a weighted 
average by equation (2). 

B. Supervised clustering methods 

Context-based clustering [11] in a supervised manner uses 
a context membership function that regards input and output 
data as causally connected. When a context term, such as 
output space, can be grouped, connected input spaces are also 
meaningfully clustered. In the context term, the brief concept 
of context clusters is shown in Fig. 1. Different shapes are 

shown because of differences in measurement between simple 
Euclidean and fuzzy covariance metrics. 

 
Fig. 1. A concept of context based clustering with FCM and GK 

In the unsupervised manner, general similarity is calculated 
by equation (1). However, a similarity measure of the context 
clustering in the supervised manner is calculated by equation 
(6), adding context variable    which is induced by data    and 
context membership functions, as shown in Fig. 2. 

 

Fig. 2. The concept of context membership function 
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As shown Fig. 1, the    is induced by the context 
membership function when kth data is obtained by context 
membership functions two and three. Then, the equation (6) 
contains context information using    that assumes influencing 
input-output causality in the supervised manner. 
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C. Cluster validity 

Cluster validity (CV) [6][7][14][18][19] is used to find the 
optimal number of clusters in a given data set. Bezdek 
proposed two CVs: the Partition Coefficient (VPC), which 
minimizes an index value, and Partition Entropy (VPE), which 
maximizes an index using a partition matrix as follows [6]: 
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Xie and Beni [19] also proposed a CV index (VXB) that 
utilizes compactness and separation to find a minimized 
validity index, as follows: 
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Kim [6] proposed a CV index (VK) for GK clustering that 
also finds a minimized validity index, as follows: 
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Although there are many interesting extensions to the 
concept, a full explanation is not our present concern; thus, it 
limits the discussion to our extension of current CVs in a 
supervised manner using input-output causality. 

III. THE PROPOSED CLUSTER VALIDITY METHOD 

The proposed cluster validity (CV) concept, which it calls 
context-based cluster validity (CCV), uses more than two CV 
considerations, such as a CV of the input space clustering and 
performance results, or a CV of the context clustering. This 
means that it extends the conventional CV concept in the 
unsupervised manner to a supervised CV concept. In the 
clustering process, it assumes that the output information of the 
data is already known because clustering based on supervised 
learning uses the output data, as recognized by the context 
term. 

Throughout the causality, the output is causally correlated 
with the input. To construct the input clusters, context-based 
clustering serves advanced information of the causality using 
   that includes a causality degree of input and output clusters, 
as shown in Fig. 3. There are two criterions of the CV that exist 
in the model as an input and an output side, respectively. 

 
Fig. 3. The concept of input-output causality and context based clustering 
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The two types of context information are presented. The 
first is the accuracy (error) of the classification problems. The 
second is the CV of the partition matrix of the context 
membership in equation (12). In the classification problems, 
the context-based clustering method often does not obtain a 
context membership degree between zero and one. It only 
includes zero or one. Therefore, it cannot directly obtain the 
CV of the context membership function and then replace a 
classification error for adapting the causality. However, the 
classification error can be estimated easily by comparing the 
clustering results and the output data, such as class labels in the 
supervised manner. In case of very small values less than one, 
it amplifies the error to affect the CV result, with amplification 
ratio manually decided by minimum error value. This 
amplification helps to ensure an observed change in the CV 
curves. Eq. (11-1) contends that an induced new CV includes 
the CV of the input spaces and the classification error results in 
the context term. This CV concept influences the new CV 
result with the error. Despite getting a good input CV result, 
the proposed concept can have a bad CV value when 
classification error increases on the context term. In addition, 
Eq. (11-2) is the form of applying influence parameter α. It can 
influence an effect ratio of the context term such as error. 
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 (             ) 

(11-1) 
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In Eq. (12), a new cluster validity concept that uses the CV 
of the context term and adjusts the relative ratio using the 
variable α is proposed. The parameter α can adjust the 
influence ratio of the input-output relativity emphasis. 
Conventional CVs generally calculate a criterion to induce a 
value that has no possibility of adjustment. In this paper, the 
variable α is important as it allows us to adjust the influence of 
the context information. It extends the CV concept from a fixed 
value of the CV to a choice preference in the scope of the 
input-output relativity emphasis. When the output data have 
continuous values and do not have a label index, generating the 
CV of the context membership function easily allows for the 
application of the causality. In this case, the proposed CV 
concept can apply an extended CV evaluation using the input 
and output CV. In the context-based clustering during the 
supervised learning, the clustering algorithm generally 
optimizes the input clusters using an advanced similarity 
metric with input-output causality. Then, the cluster validity 
also needs to extend the validity criterions at that environment. 
It specifies that the first characteristic is input-output causality 
in supervised settings. The input characteristic is already in 

existence as the CV. When the context-based clustering 
algorithm cannot obtain the context membership degree, such 
as in classification problems that do or do not only belong to 
the class, it assumes that classification error can replace the 
context membership function to represent the input-output 
causality. To apply the context CV, the classification accuracy 
is used to estimate the context CV of the classification 
problem. However, when it can obtain the context CV, the 
proposed concept easily adapts the criterion through an Eq. 
(12) such that a regression problem is used by the context 
membership degree, alongside other information to influence 
the final result. 

IV. EXPERIMENTAL RESULTS 

In this Section, it used two computer simulations to show 
the characteristics of the proposed concept. The simulations 
using MATLAB 12, which was run on a Windows 7 machine 
with an i7 2.80 GHz CPU and 16 GB of DDR3 RAM is 
performed. The three simulation data sets, including two 
synthetic classification problems and one real data set are used. 
The two synthetic data sets were generated by a random 
selection method that intentionally forced shapes to obtain the 
elliptical geometric structure. The outputs were composed of 
three and five class labels. The real data set was downloaded 
from the UCI machine learning repository. This data set has 
506 instances and fourteen attribute numbers, including an 
output that comprises the median value of owner-occupied 
homes in $1000. Here it used two input attributes: the weighted 
distance to five Boston employment centers, and the lower 
status of the population. The synthetic data distribution is 
shown in Fig. 4. It has five groups with various shapes, 
distributions, and densities. The three class problem is also 
from the same data set where two central classes are merged 
into a new class and two-sided small classes are also merged 
into a new class. 

A. Cluster validity Cluster validity in classification problems 

The index values of five and three (5, 3 classes) to 
represent the cluster validity of the input space and the 
classification error between the inferred cluster label and the 
real output label are used. 

 
Fig. 4. Synthetic data distribution 
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To compare the change of the CV, all performance and CV 
results are normalized in Fig. 5 when the FCM algorithm is 
performed. The thick black line is a classification result that 
increases the classification performance when the number of 
clusters is increased. The thin red line is the cluster validity 
result of [19]. The dotted red line is the result of Eq. (11-1). 
The thick red line is a result of Eq. (11-2), which applies the 
input CV results and classification result with an influence 
parameter α of 0.5. The blue lines are similar to the CV of the 
[6]. Regarding the blue lines, the CV of the input and applied 
CV is a different curve. This means that if it knows the 
classification error then it can change the number of the 
clusters to fit the performance.  

Figs. 5 and 6 show the CV results when FCM and GK 
clustering are performed. The cluster number scope is two to 
fifteen. In the three class problem, the Vk and our proposed 
concept are more different when the cluster number is 
increased. It is also possible to see the black line of the 
classification accuracy that influenced the proposed CV curve. 
In the five class problem, the cluster number is started from 
five to twenty. Figs. 7 and 8 show the CV results when FCM 
and GK clustering are performed. 

B. Cluster validity in a regression problem 

The CV results of the Boston housing regression [15]  
problem at the CFCM are shown in Fig. 9. The thick blue line 
is an input CV and the other lines are influenced by a CV of 
the context term as output and the influence parameter α in 
equation (12). The figure shows different results when 
influence parameter α is changed. As shown in Fig. 9, when the 
influence parameter α is already 0.5, a criterion value of the 
proposed concept is less than the input CV value. This means 
that the final determination including the CCV can change the 
optimal cluster number. 

As illustrated in Fig. 10, it shows the result of the GK 
clustering when the influence parameter α is changed. It seems 
to have little effect compared with the FCM. 

 
Fig. 5. Cluster validity result on FCM 

 
Fig. 6. Cluster validity results on GK in the three class problem 

 

Fig. 7. Cluster validity result on FCM in the five class problem 

 

Fig. 8. Cluster validity result on GK in the five class problem 

2 4 6 8 10 12 14 16
0.75

0.8

0.85

0.9

0.95

1

0.79

0.81

0.85

0.81

0.83

0.87

0.90

0.93

0.95
0.96

0.95 0.95 0.96

 3845.78
 2062.61

14351.73
10581.25

 7739.38
11597.87

33139.75

18063.06
20949.83

13452.99

20242.82
22095.16

73873.01

192.73

269.85

316.91

358.76

409.98

361.16

317.89320.95

302.56297.19
290.45

279.14

303.36

FCM

Cluster numbers

C
V

 a
n
d
 C

la
s
s
if
ic

a
ti
o
n
 a

c
c
u
ra

c
y

 

 
classify

XB

Vk

newXB

newVk

newXB3

newVk3

2 4 6 8 10 12 14 16
0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

0.84

0.87 0.87

0.90

0.92

0.93

0.92

0.95

0.96
0.95

0.97

0.96
0.97

16.19

 7.51

10.00
 9.43

 5.23

 6.54

 4.79

 4.00  4.29

 7.56

 2.66

 3.65

 2.02

146.11

120.76

178.92176.30

213.01211.95

253.94

226.97

245.14

261.82

228.22

267.02

278.23

GK

Cluster numbers

C
V

 a
n
d
 C

la
s
s
if
ic

a
ti
o
n
 a

c
c
u
ra

c
y

 

 

classify

XB

Vk

newXB

newVk

newXB3

newVk3

5 10 15 20
0.7

0.75

0.8

0.85

0.9

0.95

1

0.80

0.77

0.74

0.83

0.86

0.89

0.92

0.94

0.92

0.94 0.94 0.95
0.94

0.95 0.95 0.95

 16453.31
 11553.00

  9381.69
 12744.17

 36728.14

 20202.94
 22959.78

 14117.97

 22199.38 23091.93

 77230.88

  8039.18

 30340.27

 13169.02
 16388.84

102228.31

336.63

391.70

496.97

396.86

352.32
358.97

331.58

311.88
318.53

291.74

317.15
307.24

323.25320.23

334.68

323.08

FCM

Cluster numbers

C
V

 a
n
d
 C

la
s
s
if
ic

a
ti
o
n
 a

c
c
u
ra

c
y

 

 

classify

XB

Vk

newXB

newVk

newXB3

newVk3

5 10 15 20
0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

1.02

0.85

0.87

0.91

0.92

0.91

0.94

0.95
0.94

0.96 0.95
0.95

0.96
0.95 0.96 0.95

0.96

10.71
10.33

 5.39

 6.79

 4.92

 4.14
 4.47

 7.78

 2.81

 3.76

 2.17 2.08

 2.72
 2.51 2.33 2.26191.55193.14

219.38220.08

260.69

234.48

255.43

269.61

240.95

275.27

299.04

272.35

299.49

282.82

302.91
298.67

GK

Cluster numbers

C
V

 a
n
d
 C

la
s
s
if
ic

a
ti
o
n
 a

c
c
u
ra

c
y

 

 

classify

XB

Vk

newXB

newVk

newXB3

newVk3



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 

Vol. 4, No.4, 2015 

24 | P a g e  

www.ijarai.thesai.org 

 
Fig. 9. Cluster validity result on FCM in a regression problem 

 
Fig. 10. Cluster validity result on GK in a regression problem 

TABLE I.  COMPARISON RESULTS OF CV 

Case 
Context 
number 

Cluster 

number in 

a context 

Cluster 
number 

Input CV 
Proposed 
CV 

1 2 2 4 0 0.4 

2 2 3 6 0.6425 0.7855 

3 2 4 8 0.6235 0.7741 

4 3 2 6 0.4921 0.2952 

5 3 3 9 0.8825 0.5295 

6 3 4 12     1.00 0.6001 

7 4 2 8 0.4849 0.4698 

8 4 3 12 0.7943 0.6554 

9 4 4 16 0.8574 0.6933 

10 5 2 10 0.5286 0.6492 

11 5 3 15 0.6641 0.7304 

12 5 4 20 0.8242 0.8266 

Comparison of the values in Table 1 indicates that the best 
optimal cluster number is eight when only the input CV is 
used. However, in our concept, the best optimal cluster number 
is six at three context clusters. It has two cases of six clusters 
with different CV values at cases two and four. 

As indicated by the CV results, it attempts to show the 
difference between conventional CV approaches and our 
proposed concept. Our approach has two advanced 
characteristics. First, it extends the cluster validity concept 
from the unsupervised to the supervised setting. In addition, 
introducing influence parameter α provides a more varied 
range of possible extensions. 

V. CONCLUSIONS 

In this paper, a new cluster validation method for context-
based clustering in a supervised manner has developed. By 
adding more information to the context term, the cluster 
validation concept extends the possible application from 
unsupervised to supervised settings. Applying an input-output 
causality and an influence parameter provide wider choice in 
the cluster validity. This approach easily adapts to the context-
based clustering. Conventional cluster validity values tend to 
have fixed values or constants and do not consider the input-
output causality. Our proposed cluster validity extends this 
constancy to offer greater flexibility by using various elements 
and adjustments, such as α. Instead of constancy in the 
unsupervised settings, the proposed concept has sufficient 
scope to determine the most suitable number of clusters. In the 
instruction of an intelligent system using clustering, our 
approach can provide more marginal choice to determine the 
best overall parameters. Context-based clustering can adapt 
various context membership functions to improve performance. 
Thus, applying various membership functions in context terms 
and, later, analyzing the results of cluster validity will be very 
interesting opportunities for further research. Future work 
should also include applying the semi-supervised clustering 
and related works. 
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