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Abstract—Mobile device based personalized equalizer for 

improving the hearing capability of human voices in particular 

for elderly persons are proposed. Through experiments, it is 

found that the proposed equalizer does work well for improving 

hearing capability by 2 to 55 % of voice Recognition success ratio. 

According to the investigation of the frequency component 

analysis and formant detections, most of the voice sounds have 

the formant frequencies for the first to third frequencies within 

the range of 3445 Hz. Therefore, a nonlinear equalizing 

multiplier is better to enhance the frequency components for the 

first to third formants in particular. The experimental results 

with the voice above input experiments show that a good Percent 

Correct Recognition: PCR is required for 0 to more than 8000 Hz 

of frequency components. Also, 8162 Hz cut off frequency would 

be better for both noise suppressions and keeping a good PCR 
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I. INTRODUCTION 

In general, hearing capability of human voices is getting 
bad for elderly persons due to the fact that a high-frequency 
response of elderly persons’ ears is getting poor. Hearing 
capability is defined with the well-known averaged hearing 
capability level that is defined as Averaged value of hearing 
capability for human voices regarding frequency components 
ranged from 500 Hz to 4000 Hz. In accordance with the 
definition, 25-40 dB of loudness of human voices are difficult 
to hear slightly when human voice is not loud while 40-70 dB 
of loudness of human voices are difficult to hear when human 
voice is normal level. 

Earlier devices, known as ear trumpets or ear horns [1], [2], 
were passive funnel-like amplification cones designed to 
gather sound energy and direct it into the ear canal. After that 
not so small number of methods have been proposed so far [3] 
– [10] 

Although general purpose of frequency equalizer which 
allows compensation of hearing capability is used for that 
purpose (improvement of hearing capability), degradation of 
high frequency response depends on person. Therefore, 
customization is highly required for the frequency 
equalization devices. On the other hand, such customized 
frequency equalization devices are not so cheap and also are 

not so good looking. Therefore, frequency equalizing devices 
are not so popular. 

The human voice has base frequency sounds and overtone 
sounds. Frequency components of human voices consist of 
formant

1
 (peaks of frequency components which are used for 

characterization of personal human voices). Lower-frequency 
components are dominant for vowels, in general, while 
relatively higher-frequency components are dominant for 
consonants. For elderly persons, high-frequency components 
are getting difficult to hear which results in the consonants are 
getting difficult to hear. Such difficulties are depending on 
persons by persons. Therefore, it is not so easy to customize 
frequency equalizers which allow improvement of hearing 
capability, in particular, for elderly persons. 

There are several ways of evaluating how well a hearing 
aid compensates for hearing loss. One approach is audiometry 
which measures a subject's hearing levels in laboratory 
conditions. The threshold of audibility for various sounds and 
intensities is measured in a variety of conditions. Although 
audiometric tests may attempt to mimic real-world conditions, 
the patient's experiences may differ. An alternative approach 
is self-report assessment of which the patient reports their 
experiences with the hearing aid in concern. The evaluation 
method proposed here is based on using 

Electroencephalogram：EEG sensor. Namely, in accordance 

with hearing quality, Peak Alpha Frequency: PAF amplitude 
is getting large while it is getting small when hearing quality 
is getting poor. 

The following section describes the proposed method and 
implementation of the compensation filter including mobile 
devices followed by some experiments for a specific person. 
Then a conclusion is described together with some discussions. 

II. PROPOSED METHOD AND IMPLEMENTATION 

In order to create a new personalized frequency equalizer, 
mobile devices are used. Mobile devices with headsets or ear 
phones are getting cheap and are good looking as well. 
Therefore, users can carry the proposed personalized equalizer. 

In order to characterize hearing capability degradation, a 
specific user has to try to hear some sentences which cover the 

                                                           
1 http://newt.phys.unsw.edu.au/jw/formant.html 
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spectral range from zero (Direct Current: DC) to around 20 
KHz includes all the vowels and the consonants together with 
their overtones. Then a spectral response of a compensation 
filter for the specific user is designed. The compensation filter 
is implemented in a mobile device such as Android tablet 
terminal, i-phone, smart phone, etc. 

Frequency responses of ears against human voices are, in 
general, characterized with formants which are shown in Fig.1. 
Namely, human voice spectra have peaks which are named as 
formants. 

 

Fig. 1. Example of formants of human voices 

According to the frequencies of the peaks, they are named 
the first formant, the second formant and so on. The proposed 
method detect formants through Forier Transformation first. In 
the mean time, input voice signals are decomposed with 32 of 
filter bank. Degraded formants can be found by comparing the 
input voice signals with the synthesized voice signals derived 
from Auditory Toolbox, for instance. Then the degraded 
formants can be compensated in accordance with the 
difference between actual voice and synthesized voice signals. 

After that, reconstruction is applied to the degraded voice 
signals with 32 filter bank as shown in Fig.2. Delay time 
which is caused by the nonlinear equalizing multiplier can be 
compensated with deley element of which delay time is totally 
corresponding to the delay time caused by the nonlinear 
equalizing multiplier as shown in Fig.3

 

Fig. 2. Proposed method for degraded formant corrections with the 

consideration of formant ballunce 

 

Fig. 3. Alternative of nonlinear equalizing multiplier with delay element 

The correction filter is composed with hgh shelving filter 
of which the Frequency Transfer Function in analog filter 
function is expressed as follows, 

  (1) 
This can be re-written as follows, 

(2) 

 

where  
The high shelving filter allows enhancement of arbitrary 

higher frequency components without suppression of low 
frequency components as shown in Fig.4. Also, the 
modulation transfer function of the high shelving filter is easy 
to design. Therefore, it is applicable for nonlinear equalizing 
multiplier. 

 

Fig. 4. Modulation Transfer Function of the high shelving filter  
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When the high shelving filter is applied to the input voice 
signals, high frequency components are enhanced as shown in 
Fig.5. 

 
(a)Before 

 
(b)After 

Fig. 5. High frequency component enhancing nonlinear equalizing 

multiplier 

Lastly, low pass filter is applied to the nonlinear equalizing 
multiplier applied voice signals for noise removal as shown in 
Fig.6. 

 
(a)Before 

 
(b)After 

Fig. 6. Before and after the low pass filter is applied to the nonlinear 

equalization multiplier applied voice signals 

Also, digital filter featuring wavelet transformation is used 
for the correction filter. Haar base function of wavelet 
transformation is used for the first attempt. Haar wavelet 
transformation is illustrated in Fig.7. The original voice 
signals in time domain can be converted in high (H1) and low 
(L1) frequency components as shown in Fig.7. Then L1 
component can also be converted in high (H2) and low (L2) 
components and so on. These components are called as 
wavelet coefficients (frequency components). Using the 
wavelet coefficients, Hn and Ln, Ln-1 can be reconstructed 
perfectly because Haar wavelet function is bi-orthogonal 
function. 

 

Fig. 7. Haar wavelet trasformation 

Then raw input voice signal is converted through Haar 
wavelet trasformation with level 5 which corresponds to the 
third formant frequency. After that nonlinear multiplication is 
applied to the converted wavelet coefficients as shown in 
Fig.8. Also, the nonlinear multiplication is aplied to the 
converted wavelet coefficients with the previously designed 
cut off frequency. In particular, high frequency components 
sounds so noisy that the frequency components higher than cut 
off frequency is better to supressed. 

 
 

 
        The third formant                     Cut-off frequency 

Fig. 8. Concept for the nonlinear equalizer multiplier 

It is possible to constract low pass filter based on Haar 
wavelet transformation. Through reconstraction with the 
extracted low frequency component only derived from the 
decomposed voice signals, low pass filter can be realized as 
shown in Fig.9. 

 
 

 

Fig. 9. Low pass filter based on Haar wavelet transformation  

Therefore, arbitrary frequency components can be 
extracted from the level a of the wavelet coeffients. Haar 
wavelet transformation can be considered as filter bank which 
allows extraction of arbitrary frequency components. Also, it 
is possible to reconstruct arbitrary frequency component 
enhancing voice signals by adding wavelet coefficients. This 
is the method for frequency component equalization. 

Through experiments, the following EEG sensor of ZA-9 
+ SleepSign-Lite manufactured by Kissei ComTec is used for 
evaluation of hearing quality. This EEG sensor allows 

measurements of EEG and electro‐oculogram; EOG. Also, 

voice volume level meter of LM-8102 manufactured by 
Mother Tool Co. Ltd. is used for the experiments. Outlooks of 
the EEG and EOG sensor as well as voice volume level meter 
are shown in Fig.10 while the major specifications of the EEG 
and EOG sensors are shown in Table 1. 
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(a)EEG and EOG sensors 

 
(b)Voice volume level meter 

Fig. 10. Outlook of the EEG and EOG sensor as well as voice volume level 

meter used for the experiments 

TABLE I.  MAJOR SPECIFICATION OF EEG AND EOG SENSOR OF ZA-9 

MANUFACTURED BY KISSEI COMTEC 

Band Width 0.5～40Hz 

Sampling Frequency 128Hz 

AD Converter  12 bit  

Meanwhile, the major specification of voice volume level 
meter is shown in Table 2. 

TABLE II.  MAJOR SPECIFICATION OF VOICE VOLUME LEVEL METER OF 

LM-8102 MANUFACTURED BY MOTHER TOOL CO. LTD 

Auto range：30～130dB 

Manual range：L=30～80dB/M=50～100dB/H=80～130dB 

Resolution：0.1dB  Frequency range：31.5～130dB 

III. EXPERIMENTS 

Example of input voice signals is shown in Fig.9. From 
these input voice signals and synthetic voicesignals, formant 

detection is performed together with creation of characteristics 
of nonlinear equalizer multiplier for correction of hearing 
capbility compensation. 

 

Fig. 11. Example of the input voice signal 

The followings are examples of frequencies of the actual 
and the synthetic formants for “a”, “i” and “u”, respectuvely. 

“a” 

 
 (F1=730; F2=1090; F3=2440) 

“i” 

 
 (F1=270; F2=2290; F3=3010) 

“u” 

 
 (F1=300; F2=870; F3=2240) 

The differences between actual and synthetic formants are 
very small. Therefore, formants are detected almost perfectly. 

In order to determine cut off frequency for noise 
suppression, the following 67 voice sounds are used. 

“a”, “i”, “u”, “e”, “o” 
“ka”, “ki”, “ku”, “ke”, “ko” 
“sa”, “si”, “su”, “se”, “so” 
“ta”, “ti”, “tu”, “te”, “to” 
“na”, “ni”, “nu”, “ne”, “no” 
“ha”, “hi”, “hu”, “he”, “ho” 
“ma”, “mi”, “mu”, “me”, “mo” 
“ya”, “yu”, “yo” 
“ra”, “ri”, “ru”, “re”, “ro” 
“wa” 
“ga”, “gi”, “gu”, “ge”, “go” 
“za”, “zi”, “zu”, “ze”, “zo” 
“da”, “di”, “du”, “de”, “d” 
“ba”, “bi”, “bu”, “be”, “bo” 
“pa”, “pi”, “pu”, “pe”, “po” 

Percent Correct Recognition of these voice sounds are 
evaluated with the different cut off frequencies. Nonlinear 
equalizing multiplier is created depending on the 
characteristics of hearing capabilities evaluated with EEG and 
EOG sensors. The results of PCR evaluation is shown in Table 
3. 

TABLE III.  PERCENT CORRECT RECOGNITION: PCR WITH THE DIFFERENT 

CUT OFF FREQUENCIES 

Frequency(Hz) 689 1378 2067 2756 3445 

PCR(%) 45 79 90 98 100 

If the cut off frequency is set at 689 Hz, then 55% of input 
voice sounds are not recognized. In accordance with the cut 
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off frequency, PCR is increased monotonically. PCR reaches 
100% at the cut off frequency of 3445 Hz. Therefore, the first 
to the third formant frequency have to be maintained their 
frequency components. Also it may say that 0 to 3443 Hz of 
frequency components is mandatory for voice recognitions. 
Thus it is concluded that cut off frequency has to be set more 
than 3445 Hz at least. 

According to the investigation of the frequency component 
analysis and formant detections, most of voice sounds have 
the formant frequencies for the first to third frequencies within 
the range of 3445 Hz. Therefore, nonlinear equalizing 
multiplier is better to enhance the frequency components for 
the first to third formants in particular. The experimental 
results with the aforementioned voice input experiments 
shows that 0 to more than 8000 Hz of frequency components 
are required for a good PCR. Also 8162 Hz cut off frequency 
would be better for both noise suppressions and keeping a 
good PCR. 

IV. CONCLUSION 

Mobile device based personalized equalizer for improving 
hearing capability of human voices in particular for elderly 
persons is proposed. Through experiments, it is found that the 
proposed equalizer does work well for improving hearing 
capability by 2 to 55 % of the voice recognition success ratio. 

According to the investigation of the frequency component 
analysis and formant detections, most of voice sounds have 
the formant frequencies for the first to third frequencies within 
the range of 3445 Hz. Therefore, the nonlinear equalizing 
multiplier is better to enhance the frequency components for 
the first to third formants, in particular. The experimental 
results with the voice above input experiments show that 0 to 
more than 8000 Hz of frequency components are required for 
a good PCR. Also, 8162 Hz cut off frequency would be better 
for both noise suppressions and keeping a good PCR. 
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