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Editorial Preface 

From the Desk  of  Managing Editor… 

Artificial Intelligence is hardly a new idea. Human likenesses, with the ability to act as human, dates back to 

Geek mythology with Pygmalion’s ivory statue or the bronze robot of Hephaestus. However, with innovations 

in the technological world, AI is undergoing a renaissance that is giving way to new channels of creativity. 

The study and pursuit of creating artificial intelligence is more than designing a system that can beat grand 

masters at chess or win endless rounds of Jeopardy!. Instead, the journey of discovery has more real-life 

applications than could be expected. While it may seem like it is out of a science fiction novel, work in the 

field of AI can be used to perfect face recognition software or be used to design a fully functioning neural 

network. 

At the International Journal of Advanced Research in Artificial Intelligence, we strive to disseminate 

proposals for new ways of looking at problems related to AI. This includes being able to provide 

demonstrations of effectiveness in this field. We also look for papers that have real-life applications 

complete with descriptions of scenarios, solutions, and in-depth evaluations of the techniques being utilized. 

Our mission is to be one of the most respected publications in the field and engage in the ubiquitous spread 

of knowledge with effectiveness to a wide audience. It is why all of articles are open access and available 

view at any time. 

IJARAI strives to include articles of both research and innovative applications of AI from all over the world. It 

is our goal to bring together researchers, professors, and students to share ideas, problems, and solution 

relating to artificial intelligence and application with its convergence strategies. We would like to express 

our gratitude to all authors, whose research results have been published in our journal, as well as our 

referees for their in-depth evaluations.  

We hope that this journal will inspire and educate. For those who may be enticed to submit papers, thank 

you for sharing your wisdom.  
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Abstract—Breast Cancer early detection using terminologies 
of image processing is suffered from the less accuracy 
performance in different automated medical tools. To improve 
the accuracy, still there are many research studies going on 
different phases such as segmentation, feature extraction, 
detection, and classification. The proposed framework is 
consisting of four main steps such as image preprocessing, image 
segmentation, feature extraction and finally classification. This 
paper presenting the hybrid and automated image processing 
based framework for breast cancer detection. For image 
preprocessing, both Laplacian and average filtering approach is 
used for smoothing and noise reduction if any. These operations 
are performed on 256 x 256 sized gray scale image. Output of 
preprocessing phase is used at efficient segmentation phase.  
Algorithm is separately designed for preprocessing step with goal 
of improving the accuracy. Segmentation method contributed for 
segmentation is nothing but the improved version of region 
growing technique. Thus breast image segmentation is done by 
using proposed modified region growing technique. The modified 
region growing technique overcoming the limitations of 
orientation as well as intensity. The next step we proposed is 
feature extraction, for this framework we have proposed to use 
combination of different types of features such as texture 
features, gradient features, 2D-DWT features with higher order 
statistics (HOS). Such hybrid feature set helps to improve the 
detection accuracy. For last phase, we proposed to use efficient 
feed forward neural network (FFNN). The comparative study 
between existing 2D-DWT feature extraction and proposed HOS-
2D-DWT based feature extraction methods is proposed. 

Keywords—Breast Cancer; Preprocessing; Segmentation; 
Region Growing; Noise Removal; Filtering; Orientation; Gradient 
Magnitude; Higher Order Statistics; FFNN 

I. INTRODUCTION 
Cancer is the major threat for human being health and its 

number of patients increasing word wide due to the global 
warming, even if there are new therapies and treatments 
proposed by research doctors, but level of cancer defines the 
ability of its cure. There are different types of cancers from 
which human being is suffering [male and female]. In this 
paper we are focusing on breast cancer in women, rest all 
cancers are out of scope of this paper. Large number of women 
population is affected by the breast cancer. A different type of 

reasons causes the breast cancer such as X-Ray [1].  For 
women’s, breast cancer is most common cancer, and it has 
been increasing since from last decade. The countries like 
under developed and developed in which breast cancer is 
commonly observed in females. The estimation of death caused 
by breast cancer for every year is approximately 40,000 
females. This estimation is measured by WHO (world health 
organization). The world health organization is recognized 
organization for conducting the research on different cancer 
diseases. The world health organization also provides the 
number of breast cancer diagnosis approximately around 
200,000. The breast masses evaluation in men is same as in 
women by considering the mammography [2]. The objective of 
mammography is conduct the early detection test for breast 
cancer disease. Mammography is performed based on masses 
properties as well as micro calcifications. Mammography 
technology helps to detect the breast cancer before it can 
happen to individual. But still this approach is not completely 
accurate. In addition to this, for radiologists it is difficult task 
to find out the difference between the malignant tumors as well 
as benign tumors. In mammography, presence of breast cancer 
is basically reflected. The present approaches considering that 
recording of image is done over the X-ray film and then that 
image is interpreted by the medical expertise. However, such 
approaches are highly vulnerable to visual inspection error and 
human error. This can be later improved by mammogram 
images which is of poor quality. The early detection rate is 
increases based on automated analysis mammogram screening 
as per the reviews and instigations by different researchers. 
Another approach is screening mammography which is 
accurate radiological method currently available for early 
detection of breast cancer. However as the large number of 
mammograms needs the analysis, false detections resulted 
from the radiologists. Therefore, novel techniques for 
automatic and scalable detection are applicable to overcome 
such problems. The detection or segmentation of micro-
calcification supporting the digital mammogram screening in 
order divide the clusters as benign or malign [2]. 

The reason for detection of early breast cancer is that it can 
helps to cure breast cancer via the proper treatment completely. 
Such early detection are done by the self-examination process 
in every month for woman in earlier days. But as discussed in 
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above paragraph, since from last decade mammography 
approach is used by many doctors and hospitals for early 
detection of breast cancer. Micro calcifications and masses 
characteristics are helps to detect the early cancer for particular 
individual and hence these are vital factor in detection process. 
X-ray machines are used to perform the mammography test 
over the naked upper part of individual. Here in detail 
mammography is performed as both breasts of women are 
compressed between the 2 plates with goal of capturing the 
both photos every breast with help of X-ray pulse. Other well-
known methods for early detection breast cancer are CAD 
(computer aided detection), clinical breast analysis, and blood 
tests. In order to cure breast cancer completely, it becomes very 
important to detect it early [3] [4]. 

CAD becomes interesting area of research since from last 
decade for early detection of breast cancer to number of 
researchers as there are number of CAD based automated 
methods presented by various researchers. The objective of 
CAD technique is to support radiologists in analysis of breast 
images by giving the second opinion. The vital goal of CAD is 
to detect the breast cancer early in women’s. Methodology of 
CAD is based on more than one technique consisting of image 
preprocessing methods to recognition methods CAD for the 
detection of CAD based abnormalities in mammograms of 
breast cancer image. Since from last two decades, number of 
research groups presented their studies on computer aided 
diagnosis for early breast cancer detection based on image 
processing terminologies. CAD takes input as computerized 
mammographic image which can be generated from the 
digitally acquired mammogram or traditional film 
mammogram [4]. 

The system which is designed based on computer helps to 
find the abnormal regions of mass, density and calcification in 
order to diagnose the presence of breast cancer in input image. 
After detection of this regions, CAD tool highlighting such 
regions over the original image with aim of further analysis by 
radiologist. CAD methodology supporting radiologists to make 
patient management by providing the different 
recommendations. Since from last 5-7 years, there many 
advanced CAD systems are proposed by researchers with goal 
of improving efficiency and accuracy of early breast cancer 
detection and the objective of assisting the radiologists in 
interpretation of medical images by providing a second opinion 
[6] [7]. An important application of CAD is in the diagnosis of 
breast cancer, which is a common form of cancer diagnosed in 
women. CAD is an interdisciplinary field, involving elements 
from basic image processing to advanced machine learning 
techniques. Therefore use of CAD based detection techniques 
use is increasing in which image processing concepts are used 
on input photos from X-ray for automatic detection of breast 
cancer with its level.  CAD system helping to save efforts, time 
and costs factors for hospitals and doctors. Image processing is 
nothing but physical method and it is applied in order to 
convert the breast image signal into the physical image. The 
image signal is also known as digital image signal, and output 
of this process is either physical image or its related 
characteristics. Breast cancer detection is wide range of 
research in which different researchers preparing their research 
articles and proposing the new techniques and solutions for 

breast cancer detection with practical evaluation using the 
image processing concepts. CAD based techniques are 
composed of several steps to detect the early detection of breast 
cancers like acquisition of image, preprocessing of image, 
segmentation of image, possible feature extraction and then 
classification for diagnosis. This research paper is contributed 
by presenting three different phases and algorithms for 
improving the overall accuracy of breast cancer detection. In 
this paper contribution is done in four main phases in this work 
such as preprocessing, image segmentation, feature extraction 
and classification. Our contributions showing that proposed 
work improved the detection accuracy as compared to existing 
approach. In rest of this paper, section II is discussing about the 
different methods of presented so far on automated breast 
cancer detection framework. Section III is showing the 
proposed algorithm, its steps, and inside details for breast 
image segmentation. Section IV is showing the practical results 
for this segmentation work on different breast cancer images. 
Section V presents the conclusion and future work. 

II. RELATED WORKS 
The literature review study of existing methods is 

considered as one of the important factor that keep the 
foundation of further system enhancement and development. 
Therefore, in order to get the information about the existing 
approaches or systems for breast cancer detection CAD system, 
a review has been prepared. Below recent ten methods are 
listed and discussed below for breast cancer detection based on 
terminologies of CAD system. 

• In [4], author Pawar, P.S. et al proposed the novel CAD 
system architecture for breast cancer detection by 
implementing back propagation neural network and the 
authors compared their work with radial basis function 
network for performance evaluation. The results 
obtained justifies that back propagation based system 
performs better for detect breast cancer. 

• In [5], author Sameti, M. et al introduced the new image 
feature extraction technique for the analyzing the 
screening mammograms retrospectively. This method is 
taken prior to the detection of a malignant mass in order 
to detect early breast cancer. For individual 
mammographic projections of the malignant breast the 
two specific regions were categorized. The first was for 
malignant mass subsequently developed and another for 
similar to region one on the same mammogram. The 
author employed a stepwise discriminant analysis that 
exhibited that most of the features could be employed 
for highly effective classification process of malignant 
and benign cancer. 

• In [6], author Sajjadieh, M.H.S. et al introduced the 
clutter suppression method referred as DAF/EDF 
technique which is helps in isolating tumor response 
from the complete response of tumor and clutter 
successfully. The presented approach by author is 
mainly consisting of DFA (data adaptive filter) as well 
as EDF (envelope detection filter) methods. The 
benefits of DFA and EDF is that they does not needs 
any prior training. The implementation approach 
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followed by authors in which DAF and EDF methods 
are coupled with TR (time reversal) array method of 
imaging. This system was analyzed by executing finite 
difference and time difference (FDTD) electromagnetic 
simulations depending on MRI (magnetic resonance 
imaging) of breast data. For microwave detection, this 
approach was efficient. 

• In [7], authors Padmanabhan, S. et al presented the 
another approach with goal of improving the diagnostic 
accuracy of early breast cancer using digital 
mammograms by adopting the simulation tools such as 
MATLAB with dataset of MIAS.  During this work, 
author introduced the approach for tumor cells detection 
in order to segment them in various disease phases. 
Authors also considering the approach of object 
detection, its recognition and mammograms 
classification with goal of presenting the difference 
among abnormal and normal cells. In their study, it was 
noticed that dense breasts can resulted into more 
difficult for interpretation with conventional 
mammograms. 

• In [8], author Ben Hamad, N et al presents the study 
over optimum wavelet approaches and its optimal 
potential level of decomposition that could provide 
higher detection accuracy. In the two stage system the 
author performed multi resolution analysis on the basis 
of 1D discrete wavelet transform over profiles of micro-
calcifications extracted from mammographic images. 
This was grow up by results validation with the 
consideration of 2D DWT (discrete wavelet transform) 
in phases of analysis as well as synthesis over the 
screening mammograms those are extracted from the 
MIAS dataset for the micro-calcifications detection. 

• In [9], Sridhar, B. et al introduced the approach for 
automatic image segmentation with goal of tumor 
detection. The CAD system was designed by authors 
for the detection of malignant and benign from the 
images of CT (computed tomography). In their work 
they employed curvelet transform technique for image 
segmentation and feature extraction. The main goal of 
this work was to explore the robustness of curvelet 
transform which is a multi-scale transform that can 
represent the edges along curves much more efficiently. 

• In [10], author Hussain, M. et al introduced the 
approach for kernel functions implementation for the 
early breast cancer diagnosis.  The author focused on 
SVM implementation for the task of classification by 
considering the various functions of kernel. 

• In [11], author Yao-lin Li et al presented function of 
mixture membership based on the linear distance 
membership as well as tight density membership. 
Author focused on efficient classifier design for 
improving the detection accuracy. 

III. METHODOLOGY 
The proposed methodology is described in below three 

contribution points in order to overcome the research 

challenges of existing automated methods of breast cancer 
detection in early stage. 

 Preprocessing efficiency, in this work we have designed 
new combined approach for getting better. This 
preprocessing step is combination of filters like Laplace 
filter, smooth filter and then binarization and finally 
smoothing operations. This improves the quality of 
input raw image more as compared to previous basic 
preprocessing steps. 

 Next contribution of this thesis is used of efficient 
segmentation method. The existing approach of region 
growing method is having constraints of orientation and 
intensity while image segmentation. Therefore the new 
modified region growing technique is proposed to 
overcome such constraints by considering both 
orientation and intensity for efficient image 
segmentation. 

 Feature extraction methods, this is another area in 
which it is required to have efficient technique in order 
to get improved recognition accuracy. We proposed the 
hybrid feature extraction technique which is 
combination of texture, gradient magnitude, 
DWT+HOS etc. Another sub contribution is the use of 
efficient FFNN classifier as compared to existing 
classifiers. 

As per method and flow defined in figure 1 below, three 
main algorithms are discussed below for preprocessing, 
segmentation and feature extraction. After that FFNN classifier 
is applied to get classification accuracy. 

Algorithm 1: Preprocessing Algorithm 

Step 1: Breast Image Browsing 

Step 2: The input raw image needs to be preprocessed. 

Step 3: The input image is first resized into 256 * 256 size 
using the MATLAB function of image resize. 

Step 4: 2D conversion, if the input image is 3 dimensional 
(3D) then it is first converted into 2D, as most of image 
processing methods are applied on 2D images only. In short, 
RGB image is converted into gray scale image. 

Step 5: Image de-noising is applied by using two filtering 
techniques mentioned in below steps: Step 5.1: Out_1 = apply 
Laplacian filter on grayscale image 

Step 5.2: Out_2 = apply mean filter on grayscale image 

Step 5.3: Out_3 = Out_1 – Out_3 

Step 5.4: Out_3 is final preprocessed image 

Step 6: Preprocessed breast image 

Algorithm 2: Improved Region Growing Segmentation 

Input: Out_3 image [Preprocessed Image] 

Step 1: Out_3 is preprocessed image from gradient is 
extracted over X and Y axis in variables OutX and OutY. 

Step 2: Combining gradient values using the below 
equation to get gradient vector Gval. 
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Gval =[ 1/(1+(OutX+OutY))] 

Step 3: Gval is in radians; hence it is converted to values of 
degrees in order get orientation information of image pixels. 

Step 4: Image Out_3 is divided into grids GRi. 

Step 5: Define the threshold values for intensity and 
orientation in variables Ti and to respectively. 

Step 6: for each GRi do 

6.1. Compute the histogram Hi of each pixel Pj over grid 
GRi. 

6.2. Searching the frequent histogram of Find the most 
frequent histogram of GRi grid and referred as FreqH. 

6.3. Choose any pixel Pj related to FreqH value, and then 
assign that pixel information seed point (SP) which is having 
Ip [Intensity value] and Op [Orientation value]. 

6.4. Checking the constraint such as intensity and 
orientation constraints for neighbouring pixel. 

6.5. If both a constraint satisfied, then region is grown, else 
next GRi grid is taken for further processing. 

Step 7: Segmented Image 

Algorithm 3: Feature extraction algorithm 

Input: Segmented Breast Image 

Step 1: Extract Texture Features from Input and form 
feature vector GeF 

Step 2: Extract Gradient Features: Gradient and Direction 

Step 2.1: Apply mean and standard deviation on gradient 

Step 2.2: Apply mean and standard deviation on direction 

Step 2.3: Form final 4 features gradient vector called GrF 

Step 3: Apply 2D DWT 

Step 3.1: Apply mean and standard deviation on LLD 

Step 3.2: Apply mean and standard deviation on LHD 

Step 3.3: Apply mean and standard deviation on HLD 

Step 3.4: Apply mean and standard deviation on HHD 

Step 3.5: Form final 8 feature 2D-DWT feature vector 
called DiF. 

Step 4: Apply and Extract Higher order statics using 
skewness and kurtosis and store all features in vector HoF. 

Step 5:  Combine GeF, GrF, DiF and HoF to form hybrid 
feature vectors called CHF. 

Output: Feature Vector CHF. 

 
Fig. 1. System Architecture and Flowchart 

IV. EXPERIMENTAL RESULTS 

A. Dataset Information: Number of research datasets for 
breast images is publically available for research studies. 
For this research two well know datasets such as 
Mammographic image analysis society (MIAS) and digital 
database for screening mammography (DDSM) are used. 
These two datasets are widely used for CAD systems and 
research works. This dataset we divided into two main 
classes normal and abnormal with varying number of 
image samples such as 30, 60, 90, 120, 150 and 180 per 
class for training and classification purpose. 

B. Performance Results 

 
Fig. 2. GUI for proposed framework of automatic detection of breast cancer 
based on input breast image 
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Above figure 2 is showing the outputs of all steps and 
algorithm proposed in this paper such as first task is 
preprocessing whose output is showing in second window, next 
is image segmentation using proposed modified region 
growing technique and its output is showing in window 3 in 
above figure. After that edge detection, ROI extraction and 
proposed method of hybrid feature extraction is done. Based on 
extracted features, classification is done to detect the class of 
input image whether it is normal or having cancer.  Below 
tables showing the performance analysis for correct 
classification accuracy and incorrect classification accuracy in 
between existing and proposed method for varying number of 
training size. Table 1 showing the comparative study between 
existing method and proposed method for overall classification 
accuracy according to varying training sample size. 

TABLE I.  CLASSIFICATION ACCURACY PERFORMANCE ANALYSIS 

Training Size Existing Method 
Accuracy (%) 

Proposed Method 
Accuracy (%) 

30 72.5 91.71 

60 73.1 79.17 

90 75.003 81.7 

120 70.27 75.71 

150 77.57 80.8 

180 66.78 81.5 

TABLE II.  INCORRECT CLASSIFICATION PERFORMANCE ANALYSIS 

Training Size Existing Method 
Accuracy (%) 

Proposed Method 
Accuracy (%) 

30 27.5 8.28 

60 26.89 20.82 

90 24.99 18.29 

120 29.72 24.28 

150 22.42 19.19 

180 33.21 18.49 

From above table 1 and 2, it is clear that proposed method 
for automatic breast cancer detection is performing better as 
compared to existing method for all types of training sizes. The 
performance analysis for correction classification and incorrect 
classification is depicted in table 1 and 2 respectively. Figure 3 
is showing the comparative graph analysis for detection 
accuracy of 2D-DWT based system and proposed 2D-DWT + 
HOS feature extraction methods. 

V. CONCLUSION AND FUTURE WORK 
The goal of this research article is to focus on improving 

the detection accuracy of CAD technique for breast cancer 
detection. By considering this objective, this paper presenting 
the contribution, its framework, flowchart and parameters with 
simulation environment. Based on this proposed work 
methods, simulation study is conducted by using publically 
available research dataset for normal and abnormal breast 
images of different candidates. The experimental results 
introduce the goal and main contribution of this research work. 

The automated computerized breast cancer detection 
framework presented in this thesis is having maximum 
accuracy is around 91 % under real time simulation 
environment which is more as compared to existing or previous 
methods which are based on SVM-model and 2D-DWT or 
relevant features extraction techniques. The maximum 
accuracy of existing methods is around 77 % for correct 
classification. Therefore, proposed approach of breast cancer 
detection improving the overall accuracy by 15 % in an 
average for all sizes of training. The possible future work for 
this to extend this work by online breast cancer detection 
system as current system is offline. 

 
Fig. 3. Comparative analysis of different CAD methods 

REFERENCES 
[1] Babu, G.A.; Bhukya, S.N.; Kumar, R.S., "Feed forward network with 

back propagation algorithm for detection of breast cancer," Computer 
Science & Education (ICCSE), 2013 8th International Conference on 
26-28 April 2013, vol., no., pp.181-185. 

[2] Oral, C.; Sezgin, H., "Classification of mammograms using multilayer 
neural network," Electrical, Electronics and Computer Engineering 
(ELECO), 2010 National Conference on 2-5 Dec. 2010, pp.512-515. 

[3] Alias, Norma; Ghani, A.C.A.; Saipan, H.F.; Ramli, N.; Palil, S.Q.M., 
"Wave equation for early detection of breast cancer growth using 
MATLAB Distributed Computing," Enabling Science and 
Nanotechnology (ESciNano), 2012 International Conference on 5-7 Jan. 
2012.  

[4] Pawar, P.S.; Patil, D.R., "Breast Cancer Detection Using Neural 
Network Models," Communication Systems and Network Technologies 
(CSNT), 2013 International Conference on , vol., no., pp.568,572, 6-8 
April 2013. 

[5] Sameti, M.; Ward, R.K.; Morgan-Parkes, J.; Palcic, B., "Image Feature 
Extraction in the Last Screening Mammograms Prior to Detection of 
Breast Cancer," Selected Topics in Signal Processing, IEEE Journal of , 
vol.3, no.1, pp.46,52, Feb. 2009 

[6] Sajjadieh, M.H.S.; Asif, A., "Unsupervised time reversal based 
microwave imaging for breast cancer detection," Electrical and 
Computer Engineering (CCECE), 2011 24th Canadian Conference on 8-
11 May 2011, vol., no., pp. 1411- 1415.  

[7] Padmanabhan, S.; Sundararajan, R., "Enhanced accuracy of breast 
cancer detection in digital mammograms using wavelet analysis," 
Machine Vision and Image Processing (MVIP), 2012 International 
Conference on 14-15 Dec. 2012 vol., no., pp.153-156. 

[8] Ben Hamad, N.; Ellouze, M.; Bouhlel, M.S., "Wavelets investigation for 
computer aided detection of microcalcification in breast cancer," 
Multimedia Computing and Systems, 2009. ICMCS '09. International 
Conference on 2-4 April 2009, vol., no., pp.547-552. 

0

20

40

60

80

100

30 60 90 120 150 180

A
cc

ur
ac

y 
(%

) 
Varying Training Size 

Accuracy Analysis  

Without Wavelet Haar DB4 DB4+HOS

5 | P a g e  
www.ijarai.thesai.org 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 
Vol. 5, No. 8, 2016 

[9] Sridhar, B.; Reddy, K.V.V.S., "Qualitative detection of breast cancer by 
morphological curvelet transform," Computer Science & Education 
(ICCSE), 2013 8th International Conference on , vol., no., pp.514,517, 
26-28 April 2013. 

[10] Hussain, M.; Wajid, S.K.; Elzaart, A.; Berbar, M., "A Comparison of 
SVM Kernel Functions for Breast Cancer Detection," Computer 

Graphics, Imaging and Visualization (CGIV), Eighth International 
Conference on 17-19 Aug. 2011, vol., no., pp.145-150. 

[11] Yao-lin Li; Jun Feng,; Yan Ren; Qiu-ping Wang; Bao-ying Chen, 
"Breast cancer detection based on mixture membership function with 
MFSVM-FKNN ensemble classifier," Fuzzy Systems and Knowledge 
Discovery (FSKD), 2012 9th International Conference on 29-31 May 
2012, pp.297-301. 

 

6 | P a g e  
www.ijarai.thesai.org 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 
Vol. 5, No. 8, 2016 

Method for 3D Image Representation with Reducing 
the Number of Frames based on Characteristics of 

Human Eyes
Kohei Arai1 

Graduate School of Science and Engineering 
Saga University 
Saga City, Japan 

 
 

Abstract—Method for 3D image representation with reducing 
the number of frames based on characteristics of human eyes is 
proposed together with representation of 3D depth by changing 
the pixel transparency. Through experiments, it is found that the 
proposed method allows reduction of the number of frames by 
the factor of 1/6. Also, it can represent the 3D depth through 
visual perceptions. Thus, real time volume rendering can be done 
with the proposed method. 

Keywords—3D image representation; Volume rendering; NTSC 
image display 

I. INTRODUCTION 
Computer input by human eyes only is proposed and 

implemented [1]-[3] together with its application to many 
fields, communication aids, electric wheel chair controls, 
having meal aids, information collection aids (phoning, search 
engine, watching TV, listening to radio, e-book/e-comic/e-
learning/,etc., domestic helper robotics and so on [4]-[15]. In 
particular, the proposed computer input system by human eyes 
only does work like keyboard as well as mouse. Therefore, not 
only key-in operations but also mouse operations (right and 
left button click, drag and drop, single and double click) are 
available for the proposed system. 

It is well known that hands, fingers operation is much 
slower than line of sight vector movements. It is also known 
that accidental blink is done within 0.3 second. Therefore, the 
proposed computer input system by human eyes only decides 
the specified key or location when the line of vector is fixed at 
the certain position of computer display for more than 0.3 
second. In other words, the system can update the key or the 
location every 0.3 second. It is fast enough for most of all 
application fields.  Meanwhile, 3D image display and 
manipulation can be done with 3D display. Attempts are also 
done with 2D display for 3D image display and manipulation 
[16],[17], on the other hands. Most of previous attempts are 
based on touch panel based manipulation by hands and fingers. 
As aforementioned, eyes operations are much faster than 
hands & fingers operations. Therefore, 3D image display and 
manipulation method by human eyes only is proposed in this 
paper. 

3D image representations are widely used for a variety of 
applications such as medical electronics diagnostics image 
display, LSI pattern designs, and so on. Volume rendering is 

most popular method for 3D image representations, in general. 
It, however, takes a huge computational resources. 

Volume rendering is in general costly. Real time 
representation, therefore, is not easy for volume rendering 
even for grid computing is used. For instance, 6 PCs of grid 
computing can be reduced by 35% of process time for the 3D 
representation with volume rendering. In order to reduce the 
process time of volume rendering, the number of frames 
which have to be display is reduced by using afterimage 
phenomenon. Time resolution of human eyes ranges from 50 
to 100 ms. Illumination switching between on and off within 
the 50 to 100 ms is recognized as continuous illumination by 
human eyes. Therefore, it can be done to reduce the number of 
frames for 3D object image representation by using multi-
layer representation. On the other hand, refresh cycle of the 
NTSC video signal corresponds to 33 ms. Therefore, the 
interval of refresh cycle has to be within 33 ms for the 
proposed volume rendering. 

The next section describes the proposed system followed 
by experiment. Then concluding remarks are described with 
some discussions. 

II. PROPOSED METHOD 

A. Basic Idea 
Basic Idea for the Proposed Method 3D model that 

displays a picture or item in a form that appears to be 
physically present with a designated structure. Essentially, it 
allows items that appeared flat to the human eye to be display 
in a form that allows for various dimensions to be represented. 
These dimensions include width, depth, and height. 3D model 
can be displayed as a two-dimensional image through a 
process called 3D rendering or used in a computer simulation 
of physical phenomena. The model can also be physically 
created using 3D printing devices. Models may be created 
automatically or manually. The manual modeling process of 
preparing geometric data for 3D computer graphics is similar 
to plastic arts such as sculpting. 

There are some previously proposed methods for 3D 
display such as tracing object contour and reconstruct 3D 
object with line drawings, and wireframe representation and 
display 3D object with volume rendering. There is another 
method, so called OCT: Optical Coherence Tomography. It, 
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however, quit expensive than the others. Fundamental idea of 
the proposed method is afterimage. Response time of human 
eyes is that the time resolution of human eyes: 50ms～100ms. 
An afterimage or ghost image or image burn-in is an optical 
illusion that refers to an image continuing to appear in one's 
vision after the exposure to the original image has ceased. One 
of the most common afterimages is the bright glow that seems 
to float before one's eyes after looking into a light source for a 
few seconds. Afterimages come in two forms, negative 
(inverted) and positive (retaining original color). The process 
behind positive afterimages are unknown, though thought to 
be related to neural adaptation. On the other hand, negative 
afterimages are a retinal phenomenon and are well understood. 
Example of 3D image on to 2D display is shown in Fig.1. This 
is the proposed system concept. In the example, "A" marked 
3D image of multi-fidus which is acquired with CT scanner is 
displayed onto computer screen. "B", "C", ... are behind it. 

 
Fig. 1. System Concept 

Such this layered 3D images are aligned with depth 
direction. Attached character "A" to "Z" are transparent and 
displayed at just beside the layered image at the different 
locations.  Therefore, user can recognize the character and can 
select one of those characters by their eye. Arrow shows the 
line of sight vector. Curser can be controlled by human eyes 
only. By sweeping the character, 3D images are displayed by 
layer by layer. Therefore, it looks like time division delay of 
3D images. 

B. Displayed Image in Automatic Mode 
Implementation of the proposed system is conducted. By 

using mouse operation by human eyes only, 3D image with 
different aspects can be recreated and display. It is confirmed 
that conventional image processing and analysis can be done 
with mouse operation by human eyes only. 

Fig.2 shows the example of displayed layered images. In 
this example, 1024 of layer images are prepared for 3D object. 
By displaying the prepared layered images alternatively in 
automatic mode, 3D object appears on the screen. Furthermore, 
as shown in Fig.2, internal structure is visible other than the 
surface of the 3D object. It looks like a semitransparent 3D 
surface and internal structure in side of the 3D objects. 

Another example is shown in Fig.3. In the figure, the first 
to 768th layer images are shown together with a slant view of 
the 3D object image with the several layer images. 1024 layer 
of images are created for the 3D object by using Open GL. 
Surface rendering with the 1024 layer of images makes a 3D 
object rendering like Fig.3. 

 
(a)#1 layer (b)#128 layer 

 
(c)#256 layer (d)#512 layer 

 
(e)#768 layer (f)#1024 layer 

Fig. 2. Example of displayed layered images 

 
(a)#1 layer (b)#128 layer 
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(c)#256 layer (d)#512 layer 

 
(e)#768 layer (f)several layer representation 

Fig. 3. Example of 3D object image representation 

Fig.4 shows the examples of 3D object representation 
images created with the 1024 layer of images which are shown 
in Fig.3 from the different aspects. There are ambiguities for 
the depth representation in the images of Fig.4. This is 
because of hidden line and surface distinguish process based 
on depth buffer method. Therefore, resultant image of the 
layer images surface rendering cannot represent 3D object 
properly which is shown in Fig.5. 

 
(a)3D object image representation (side view from the right) 

 
(b)3D object image representation (side view from the left) 

Fig. 4. 3D object image representation from the different aspects 

 
Fig. 5. 3D object image representation with hidden line and surface 
distinguish 

C. Changing the Transparency 
In order to represent the depth information, transparency is 

used. The purpose of the depth information representation is to 
express the internal structure of the 3D object. By changing 
the transparency, somewhat depth information can be 
represented as shown in Fig.6. In the figure, 100% denotes 0% 
transparent image while 5% also denotes 95% transparent 
image, respectively. It is clear that internal structure can be 
seen by changing transparency. Therefore, users can select the 

9 | P a g e  
www.ijarai.thesai.org 



(IJARAI) International Journal of Advanced Research in Artificial Intelligence, 
Vol. 5, No. 8, 2016 

transparency depending on which portion of internal structure 
would like to see through visual perception. 

 
(a)100%  (b)50% 

 
(c)10%  (d)5% 

Fig. 6. Examples of 3D object image representation with changing 
transparency 

D. Foggy Representation for Depth Representations 
In order to represent the depth information, not only 

transparency but also foggy representation is added. Because 
of depth information representation is getting week depending 
on the transparency, it is needed to add some other 
representation for depth information. One of the effect is 
foggy representation with the different color. 

 
(a)Fog added 3D image for depth representation 

 
(b) Fog added 3D image for depth representation 

Fig. 7. Examples of Fog added 3D image for depth representation 

Fig.7 shows examples of foggy representation of depth 
information representations. 

E. Implementation 
Implementation is done based on Open GL. Parameter 

setting can be done with the slide ruler shown in Fig.8. 

 
Fig. 8. Scroll slide bar for designation of parameters of 3D object image 
representations (the slide ruler is for the rotation angle in x axis followed by y 
and z axis and refresh cycle of the time interval of display as well as object 
frame interval ranges from 1 to 127 

Slid rulers for rotation angles in x, y, and z axis which 
ranges from 0 to 355 degree, refresh cycle of time interval 
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which ranges from 1 to 100 ms, and object interval (the 
number of frames which ranges from 1 to 127) are available to 
set. The other parameter, such as transparency (ranges from 0 
to 100 %), foggy representation can be set automatically. 

As mentioned above, the time resolution of human eyes 
ranges from 50 to 100 ms. Illumination switching between on 
and off within the 50 to 100 ms is recognized as continuous 
illumination by human eyes. Therefore, it can be done to 
reduce the number of frames for 3D object image 
representation by using multi-layer representation. On the 
other hand, refresh cycle of the NTSC video signal 
corresponds to 33 ms. Therefore, the interval of refresh cycle 
has to be within 33 ms for the proposed volume rendering. 
Example of a frame image of the proposed volume rendering 
is shown in Fig.9. 

 
Fig. 9. Example of a frame image of the proposed volume rendering 

III. EXPERIMENT 
3D object image representation based on the proposed 

method with the image datasets used in this experiment were 
from the Laboratory of Human Anatomy and Embryology, 
University of Brussels (ULB), Belgium. Fig.10 shows 
examples of the resultant images. The 3D images used are 
derived from CT scan images. In these cases, the number of 
frames used is 127 while the transparency is set at 50 %. 
Meanwhile, the refresh cycle of the time interval is set at 17 
ms which corresponds to 58 f/s. Thus, 1/6 of reduction can be 
achieved successfully. 

 
(a)Example #1 

 
(b)Example #2 

Fig. 10. 3D object image representation based on the proposed method with 
the image datasets used in this experiment were from the Laboratory of 
Human Anatomy and Embryology, University of Brussels (ULB), Belgium 
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IV. CONCLUSION 
Method for 3D image representation with reducing the 

number of frames based on characteristics of human eyes is 
proposed together with representation of 3D depth by 
changing the pixel transparency. Through experiments, it is 
found that the proposed method allows reduction of the 
number of frames by the factor of 1/6. Also, it can represent 
the 3D depth through visual perceptions. Thus, real time 
representation of 3D object can be displayed onto computer 
screen. 

Further investigations are required for improvement of 
frame reduction ratio. The refresh cycle has to be optimized. 
Also, the transparency and foggy representation has to be 
optimized. In other word, a method for optimization of the 
parameters has to be created. 
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Abstract—Sensitivity analysis of aerosol parameter (refractive 
index which consists of real and imaginary parts, size 
distribution which is represented by Junge parameter) 
estimations with measured solar direct and diffuse irradiance is 
made. Through experiments with the measured solar direct and 
diffuse irradiance, it is found that the results from the sensitivity 
analysis is valid and adequate. 

Keywords—Aerosol; Atmospheric optical depth; Solar 
irradiance; Solar direct; Solar diffuse; Aereole; Junge parameter; 
Size distribution; Real and imaginary parts of refractive index 

I. INTRODUCTION 
The largest uncertainty in estimation of the effects of 

atmospheric aerosols on climate systems is from uncertainties 
in the determination of their microphysical properties, 
including the aerosol complex index of refraction that in turn 
determines their optical properties. The methods, which allow 
estimation of refractive indices, have being proposed so far 
[1]-[3]. 

Most of the methods use ground based direct, diffuse and 
aureole measurement data such as AERONET [4] and 
SKYNET [5]. The methodology for estimation of a complete 
set of vertically resolved aerosol size distribution and 
refractive index data, yielding the vertical distribution of 
aerosol optical properties required for the determination of 
aerosol-induced radiative flux changes is proposed [6]. 

The method based on the optical constants determined 
from the radiative transfer models of the atmosphere is also 
proposed [7]. Laboratory based refractive indices estimation 
methods with spectral extinction measurements are proposed 
[8],[9]. All these existing methods are based on radiance from 
the sun and the atmosphere. 

Through atmospheric optical depth measurements with a 
variety of relatively transparent wavelength, it is possible to 
estimate size distribution, molecule scattering, gaseous 
transmission, ozone and water vapor absorptions, etc. so that 
refractive index might be estimated [10]-[14]. In order to 
assess the estimation accuracy of refractive index with the 
proposed method, sensitivity analysis is conducted with a 
variety of parameters of the atmosphere. In particular, 
observation angle dependency is critical for atmospheric 
optical depth measurements. Therefore, it is conducted to 

assess influences due to observation angle on estimation 
accuracies of refractive index and size distribution. Similar 
researches are conducted and well reported [15]-[27]. 

The next section describes the proposed system followed 
by experiment. Then concluding remarks are described with 
some discussions. 

II. PROPOSED METHOD 

A. Radiative Transfer Function 
Measured solar direct irradiance F on the ground is 

expressed in equation (1) 

𝐹 = 𝐹0𝑒−𝑚0𝜏𝑖                                                                    (1) 
where F0 denotes extraterrestrial solar flux, m0 denotes 

air-mass which can be represented as 1/cos (θ)  where Θ 
denotes solar zenith angle, and τ t denotes atmospheric 
optical depth which can be expressed in equation (2) 

𝜏𝑡 = 𝜏𝑎 + 𝜏𝑚 = 𝜏𝑎𝑠 + 𝜏𝑎𝑎 + 𝜏𝑚𝑠 + 𝜏𝑚𝑎                         (2) 
where the first suffix t, a and m denotes total atmosphere, 

aerosols and molecules, respectively while the second suffix a 
and s denotes absorption and scattering, respectively. F can be 
measured on the ground while F0 is well modeled by many 
researchers. On the other hand, m0 can be well determined 
which results in estimation of atmospheric optical depth. 
Atmospheric optical depth due to aerosol and molecule has to 
be estimated together with their absorption and scattering 
components. 

Meanwhile, measured solar diffuse irradiance on the 
ground can be expressed in equation (3). 

𝐸(𝜃0,𝜑) = 𝐸(𝜗) = 𝐹𝑚0∆𝛺{𝜔𝜏𝑡𝑃(𝜗) + 𝑞(𝜗)}  (3) 
where φ denotes the angle between solar azimuth and 

observation azimuth directions while ϑ denotes azimuth and 
elevation angles. There is the following relation between both 
angles, 

cos(𝜗) = 𝑐𝑜𝑠2𝜃0 + 𝑠𝑖𝑛2𝜃0𝑐𝑜𝑠𝜑   (4) 
∆𝛺 denotes solid angle of the solar diffuse measuring 

instrument while ω denotes single scattering albedo which 
can be represented as follows, 

𝜔 = (𝜏𝑎𝑠 + 𝜏𝑚𝑠)/𝜏𝑡𝑘    (5) 
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𝑃(𝜗)  and 𝑞(𝜗)  denotes scattering phase function and 
multiple scattering component, respectively. 𝑃(𝜗)  is 
expressed as follows, 

𝑃(𝜗) = {𝜏𝑚𝑠𝑃𝑚(𝜗) + 𝜏𝑎𝑠𝑃𝑎(𝜗)}/(𝜏𝑚𝑠 + 𝜏𝑎𝑠)  (6) 
Because of the observation wavelength and molecule 

radius has the following relation, 
π𝑟𝑎
𝜆

< 0.4     (7) 
molecule component of scattering can be expressed based 

on the Rayleigh scattering theory. Molecule component of 
scattering phase function Pm (𝜗)  can be expressed as follows, 

𝑃𝑚(𝜗) = �3
4
� (1 + 𝑐𝑜𝑠2𝜗)    (8) 

Molecule scattering component of the atmospheric optical 
depth is represented as follows, 

𝜏𝑚𝑠 =
{0.008569𝜆−4(1 + 0.0113𝜆−2 + 0.00013𝜆−4)}( 𝑝

𝑝0
)(𝑇0

𝑇
)

    (9) 
where λ denotes observation wavelength while p and p0 

denotes atmospheric pressure on the ground, standard 
atmospheric pressure (1013.25 hPa), respectively. On the 
other hand, T0 and T denotes standard air-temperature on the 
ground (288.15 K) and air-temperature on the ground, 
respectively. 

Meanwhile, observation wavelength and aerosol particle 
size has the following relation, 

0.4 < π𝑟𝑎
λ

< 3     (10) 
Aerosol scattering is expressed based on the Mie scattering 

theory. 

Aerosol scattering intensity is expressed as equation (11). 

𝛽𝑎(ϑ) = 𝑟2

2𝜋 ∫ {𝑖1(𝜗, 𝑥,𝑚�𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛

) + 𝑖2(𝜗, 𝑥,𝑚�)}𝑛(𝑟)𝑑𝑟 (11) 
where i1, i2 denotes Mie scattering intensity function as 

the function of x of size parameter, 𝜗 , and 𝑚�  of aerosol 
refractive index. On the other hand, n(r) denotes the number 
of aerosol particles of which the radius is r and is called as 
number of aerosol particle size distribution in unit of 1/cm2/μ
ｍ. 

n(r) = dN(r)/dr     (12) 
The size parameter can be represented as follows, 

x = �2𝜋
𝜆
� 𝑟     (13) 

On the other hand, aerosol optical depth is represented as 
follows, 

𝜏𝑎 = ∫ 𝜋𝑟2𝑄𝑒𝑥𝑡(𝑥,𝑚�𝑟𝑚𝑎𝑥
𝑟𝑚𝑖𝑛

)𝑛(𝑟)𝑑𝑟   (14) 
where Q is called as Extinction Efficiency Factor. 

Sometime, the following volume scattering size distribution is 
used. 

v(r) = 𝑣𝑑
𝑑 ln 𝑟

     (15) 
There is the well-known relation between the number and 

volume of size distributions as follows, 

v(r) = 4
3
𝜋𝑟4𝑛(𝑟)     (16) 

Junge proposed the following size distribution function 
with Junge parameter γ, 

C𝑟−𝛾 = 𝑑𝑛
𝑑 ln 𝑟

     (17) 
In this paper, the Junge function of size distribution is used 

because of its simplicity with only one Junge parameter. 

Let integral kernel functions be 

𝐾𝑒𝑥𝑡(𝑥,𝑚�) = �3
4
� 𝑄𝑒𝑥𝑡(𝑥,𝑚� )

𝑥
  

K(ϑ, x,𝑚)� = 3
2
𝑖1(𝜗,𝑥,𝑚� )+𝑖2(𝜗,𝑥,𝑚�)

𝑥3
   (18) 

Then 

𝛽𝑎(ϑ) = 2𝜋
𝜆 ∫ 𝐾(𝜗, 𝑥,𝑚�𝑟𝑚𝑎𝑥

𝑟𝑚𝑖𝑛
)𝑣(𝑟) 𝑑 ln  𝑟  (19) 

𝜏𝑎 = 2𝜋
𝜆 ∫ 𝐾𝑒𝑥𝑡(𝑥,𝑚�𝑟𝑚𝑎𝑥

𝑟𝑚𝑖𝑛
)𝑣(𝑟) 𝑑 ln 𝑟  (20) 

Ｐ𝑎(ϑ) =  𝛽𝑎(ϑ)/𝜔𝑎𝜏𝑎    (21) 
Solar diffuse irradiance taking into account the multiple 

scattering in the atmosphere measured on the ground can be 
represented as follows, 

L(ϑ) = 𝐹0𝑚0𝑒−𝑚𝜏𝑡{(𝜏𝑚𝑠 + 𝜏𝑀𝑆)𝑃𝑚(𝜗) + 𝜏𝑎𝑠𝑃𝑎(𝜗) +
𝜏𝐴𝑃𝑚(0°)}     (22) 

where �𝜏𝑚𝑠𝑃𝑚(𝜗)� implies Rayleigh scattering component 
while (𝜏𝑀𝑆)𝑃𝑚(𝜗) implies multiple scattering component in 
the atmosphere. On the other hand, 𝜏𝑎𝑠𝑃𝑎(𝜗) implies aerosol 
scattering component while 𝜏𝐴𝑃𝑚(0°)  implies multiple 
scattering component in the atmosphere after the reflection on 
the ground. Solar diffuse flux can be expressed as  L(ϑ) 
multiplied by observation solid angle ∆𝛺. Meanwhile, 𝜏𝑀𝑆and 
𝜏𝐴 are expressed empirically as follows, 

𝜏𝑀𝑆 = 0.02𝜏𝑆𝑆 + 1.2𝜏𝑆𝑆2 𝜇0
−1
4    (23) 

𝜏𝐴 = 𝐴𝜏2
1−𝐴𝜏3

     (24) 
where 

𝜏𝑆𝑆 = 𝜏𝑚𝑠 + 𝜏𝑠𝑎 
𝜇0 = cos (𝜃0) 

𝜏2 = 1.34𝜏𝑆𝑆𝜇0{1 + 0.22 �
𝜏𝑆𝑆
𝜇0
�
2

} 

𝜏3 = 0.9𝜏𝑆 − 0.92𝜏𝑆𝑆2 + 0.54𝜏𝑆𝑆3  
Therefore, the contribution of multiple scattering in the 

atmosphere is expressed as follows, 

q(ϑ) = 𝜏𝑀𝑆𝑃𝑚(𝜗) + 𝜏𝐴𝑃𝑚(0°)   (25) 

B. Actual Radiative Transfer Equation Solving 
The following much stable parameter is introduced, 

𝑅(𝜗) = 𝐸(𝜗)
𝐹𝑚0∆𝛺

= 𝜔𝜏𝑡𝑃(𝜗) + 𝑞(𝜗) = 𝛽(𝜗) + 𝑞(𝜗) (26) 
Instead of 𝐸(𝜗), 𝑅(𝜗) does not have large influence due to 

calibration error of the measuring instrument for solar direct 
and diffuse irradiance. 𝜔𝜏𝑡𝑃(𝜗)  is replaced to 𝛽(𝜗) . It is 
called single scattering intensity. Widely used aerosol 
parameter estimation method and software code is called 
Skyrad.Pack developed by Teruyuki Nakajima [11]. In the 
Skyrad.Pack ver.4.2, iteration method is used as follows, 
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𝛽𝑎
(1)(𝜗) = 𝑅𝑚𝑒𝑎𝑛(𝜗) 

𝛽𝑎
(𝑛+1)(𝜗) = 𝑅𝑚𝑒𝑎𝑛(𝜗)𝛽𝑎

(𝑛)(𝜗)
𝑅(𝑛)� (𝜗) 

where (n) denotes the iteration number while 𝑅𝑚𝑒𝑎𝑛(𝜗) 
denotes the measured solar diffuse irradiance. This method is 
appropriate in the sense of optimization of single scattering 
albedo and flux, as well as contribution factor of the multiple 
scattering component. In order to estimated single scattering 
flux, we have to know aerosol refractive index and size 
distribution. Therefore, inverse problem solving method is 
needed for this. The proposed method uses Moore-Penrose 
generalized inverse matrix method. Volume vector v (r 
dimension) of unknown size distribution 𝑣(𝑛)(𝑟) is assumed to 
be the matrix g which consists of a measured aerosol 
scattering flux 𝛽𝑎

(𝑛)(𝜗) and aerosol optical depth 𝜏𝑎
(𝑛−1). Then, 

𝑔 = 𝐺𝑣 +  𝜀     (27) 
where G denotes a linear multiple term matrix. Thus, the 

size distribution can be determined as follows, 

𝑣 = (𝐺𝑇𝐺 + 𝜂𝐻)−1𝐴𝑇𝑔    (28) 
where H denotes a smoothing matrix while η denotes 

Lagrange multiplier. 

III. EXPERIMENTS 

A. The Instrument and Data Used 
POM-01 of sky-radiometer which allows measurements of 

solar direct and diffuse as well as aureole irradiance 
measurements is used. Fig.1 shows outlook and calibration 
coefficient trend of the POM-1. POM-01 is set up on the top 
of the 7th building of the Science and Engineering Faculty of 
Saga University (1 Honjo, Saga, 840-8502 Japan). POM-01 
measures solar direct irradiance with sun tracking capability 
and solar diffuse irradiance with 50 different diffuse angles in 
maximum with the following 7 center wavelength, 315, 400, 
500, 675, 870, 940, 1020 nm. 315 nm is ozone absorption 
band while 940 nm is water absorption band, respectively. 

 
(a)Outlook 

 
(b)Calibration coefficient 

Fig. 1. Outlook and calibration coefficient trend of POM-01 

POM-01 has self-calibration function. Using the function, 
calibration data is acquired routinely. Calibration coefficient 
trend can be divided into three periods, March 2003 to July 
2004, July 2004 to October 2008, and October to now. 

Fine weather condition of sky-radiometer data which is 
measured at 11:08 in the morning on May 25 2009 in the third 
period is selected due to the fact that calibration coefficients in 
the third period is relatively stable. 

B. The Preliminary Experiments 
The measured data for both solar direct and diffuse 

irradiances are in unit of output power. Firstly, the measured 
output powers are plotted as a function of scattering angle 
with the percent error of the solar direction in Fig.2. In 
accordance with increasing of solar direct angle error, the 
output power of POM-01 is getting down as shown in Fig.2 
(a). Meanwhile, the output power of POM-01 decreases in 
accordance with increasing of solar diffuse angle error as 
shown in Fig.2 (b). 

 
(a)Solar direct 
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(b)Solar diffuse 

Fig. 2. POM-01 output power with pointing error on solar directions 

On the other hand, skyrad.pack ver.4.2 allows estimation 
of volume spectral aerosol size distribution function. Using 
the relation between volume spectra and Junge size 
distribution function, equation (16), Junge parameter can be 
estimated based on the well-known least square method. Fig.3 
shows the estimated Junge size distribution function for the 
aerosols on May 25 2009. It is found that the least square 
method does works for conversion from volume spectra to 
Junge distribution function with quit small error. 

 
Fig. 3. Junge size distribution function of the aerosols on May 25 2009 

The skyrad.Pack ver.4.2 requires the parameter for 
conversion, the number of iterations (NLOOP). In order to 
determine the parameter, the residual error is calculated as a 
function of NLOOP for the data which is acquired on May 25 
2009. Fig. 4 shows the result. Fig.4 also shows the 
approximate function of residual errors which is expressed 
with the following function, 

𝑓(𝑥) = 𝑎𝑥𝑏      (29) 
where a = 397.708 and b = -1.602. 

 
Fig. 4. Residual error (100-rate of c0nversgence) as the function of the 
number of iterations (NLOOP) 

C. The Experimental Results 
Using the modified skyrad.pack ver.4.2 described above, 

aerosol parameters, Real and Imaginary parts of aerosol 
refractive index and size distribution (Junge parameter) are 
estimated with the measured solar direct and diffuse irradiance 
which are measured with POM-01 on May 25 2009. Some of 
the errors are added on the solar direct angle and solar diffuse 
angle, respectively. Thus sensitivities of the pointing angle 
error on the estimated aerosol parameters are clarified. 

Fig.5 shows the solar direct pointing angle error on the 
estimated real part of refractive index. The estimation error is 
evaluated with Root Mean Square Error: RMSE and percent 
error. As shown in Fig.5 (a) and (b), it is easily found that both 
of RMSE and percent error increases in accordance with 
increasing of solar direct pointing angle error. Also, it is found 
that both of RMSE and percent error increases in accordance 
with decreasing of wavelength. 

 
(a)RMSE 
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(b) Percent Error 

Fig. 5. RMSE and percent error of real part of refractive index caused by the 
solar direct angle error 

On the other hand, Fig.6 shows the solar direct pointing 
angle error on the estimated imaginary part of refractive index. 
As shown in Fig.6 (a) and (b), it is easily found that both of 
RMSE and percent error increases in accordance with 
increasing of solar direct pointing angle error. Also, it is found 
that both of RMSE and percent error increases in accordance 
with decreasing of wavelength. RMSE and percent error of 
estimation error for real part of refractive index is much 
greater than that for imaginary part of refractive index 
obviously. Also, solar direct pointing angle error dependency 
on real part of refractive index is much smooth in comparison 
to that on imaginary part of refractive index. In other word, 
the estimated imaginary part of refractive index is much 
diverse than the estimated real part of refractive index. This is 
because of the actual real part of refractive index is much 
greater than that of imaginary part of refractive index. 

 
(a)RMSE 

 
(b)Percent error 

Fig. 6. RMSE and percent error of imaginary part of refractive index caused 
by solar diffuse angle error 

Furthermore, it is found that RMSE of Junge parameter 
increases with increasing of solar direct pointing error as 
shown in Fig.7. 

 
Fig. 7. RMSE of Junge parameter with the changing of solar direct pointing 
angle error 

Meanwhile, Fig.8 (a) and (b) shows the solar diffuse 
pointing angle error on RMSE and percent error of the 
estimated real part of refractive index, respectively. As shown 
in Fig.8 (a) and (b), it is easily found that both of RMSE and 
percent error increases in accordance with increasing of solar 
diffuse pointing angle error. Also, it is found that both of 
RMSE and percent error increases in accordance with 
decreasing of wavelength. 

On the other hand, Fig.9 shows the solar diffuse pointing 
angle error on the estimated imaginary part of refractive index. 
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As shown in Fig.9 (a) and (b), it is easily found that both of 
RMSE and percent error increases in accordance with 
increasing of solar diffuse pointing angle error. Also, it is 
found that both of RMSE and percent error increases in 
accordance with decreasing of wavelength. RMSE and percent 
error of estimation error for real part of refractive index is 
much greater than that for imaginary part of refractive index 
obviously. Also, solar diffuse pointing angle error dependency 
on real part of refractive index is much smooth in comparison 
to that on imaginary part of refractive index. 

 
(a)RMSE 

 
(b)Percent error 

Fig. 8. RMSE and percent error of real part of refractive index caused by 
solar diffuse angle error 

 
(a)RMSE 

 
(b)Percent error 

Fig. 9. RMSE and percent error of imaginary part of refractive index caused 
by solar diffuse angle error 

In other word, the estimated imaginary part of refractive 
index is much diverse than the estimated real part of refractive 
index. This is because of the actual real part of refractive 
index is much greater than that of imaginary part of refractive 
index. 

Furthermore, it is found that RMSE of Junge parameter 
increases with increasing of solar direct pointing error as 
shown in Fig.10. 
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Fig. 10. RMSE of Junge parameter with the changing of solar diffuse 
pointing angle error 

IV. CONCLUSION 
Sensitivity analysis of aerosol parameter (refractive index 

which consists of real and imaginary parts, size distribution 
which is represented by Junge parameter) estimations with 
measured solar direct and diffuse irradiance is made. Through 
experiments with the measured solar direct and diffuse 
irradiance, it is found that the real part of refractive index 
estimation RMS error ranges from 0.01 to 0.035 which 
corresponds to 0.1 to 0.7 % error while RMSE of imaginary 
part of refractive index ranges from 0.004 to 0.0092 for less 
than 5 degree of the solar direct pointing angle error. On the 
other hand, it is also found that RMSE of the Junge parameter 
estimation error ranges from 0.22 to 0.269 for less than 5 
degree of the solar direct pointing angle error. 

Furthermore, it is found that the real part of refractive 
index estimation RMS error ranges from 0.017 to 0.036 which 
corresponds to 0.1 to 1.2 % error while RMSE of imaginary 
part of refractive index ranges from 0.004 to 0.0095 for less 
than 5 degree of the solar diffuse pointing angle error. On the 
other hand, it is also found that RMSE of the Junge parameter 
estimation error ranges from 0.23 to 0.29 for less than 5 
degree of the solar diffuse pointing angle error. Therefore, 
pointing angle accuracy requirement for solar diffuse 
irradiance is little bit higher than that for solar direct 
irradiance. 

Further investigations are required for the sensitivity 
analysis with the different characteristics of error (random 
number), not only for the uniformly distributed random 
number (this is used in this paper) but also the chi-square 
distribution of random number of error is taken into account. 
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Abstract—In this paper, we introduce a new type of
information-theoretic method called “information-theoretic active
SOM”, based on the self-organizing maps (SOM) for training
multi-layered neural networks. The SOM is one of the most
important techniques in unsupervised learning. However, SOM
knowledge is sometimes ambiguous and cannot be easily inter-
preted. Thus, we introduce the information-theoretic method to
produce clearer and interpretable representations. The present
method extends this information-theoretic approach into super-
vised learning. The main contribution can be summarized by
three points. First, it is shown that clear representations by
the information-theoretic method can be effective in training
supervised learning. Second, the method is sufficiently simple
where there are two separated components, namely, information
maximization and error minimization component. Usually, two
components are mixed in one framework, and it is difficult to
compromise between them. In addition, the knowledge obtained
by this information-theoretic SOM can be used to solve the
shortage of unlabeled data, because the information maximization
component is unsupervised and can process all input data with
and without labels. The method was applied to the well-known
image segmentation datasets. Experimental results showed that
clear weights were produced and generalization performance was
improved by using the information-theoretic SOM. In addition,
the final results were stable, almost independent of the parameter
values.

Keywords—SOM; Labeled and Unlabeled; Supervised and Un-
supervised; Generalization; Interpretation

I. INTRODUCTION

The present paper aims to introduce a new type of
information-theoretic method called “information-theoretic ac-
tive self-organizing maps (SOM)” to improve generalization
performance. The novelty and contribution of the new method
can be summarized by three points, namely, the utility of
information-theoretic SOM for supervised learning, simple and
separated computation, and application to the target shortage
problem.

A. Explicit Knowledge for Supervised Learning

First, the present paper aims to show the utility of using
the information-theoretic SOM for supervised learning. Self-
organizing maps (SOM) have been established as one of the
most important unsupervised methods in neural networks [1],
[2]. Knowledge obtained by the SOM and represented over
connection weights has been exclusively used for the visual-
ization of input patterns [3], [4], [5], [6], [7], [8]. However, one
of the main problems is that SOM knowledge is sometimes
ambiguous and hard to interpret [9], [10], [11], [12], [13],

[14], [15], [16], [17], [18], [19]. Thus, contrary to its good
reputation for visualization, practically it has been difficul to
use and visualize SOM knowledge.

The information-theoretic SOM has been introduced to im-
prove and clarify SOM knowledge [20], [21]. In this method,
information on input patterns is increased while maintaining
neighborhood relations between neurons. By controlling the
information content of input patterns, connection weights can
be modifie for better visualization. When this information
content is increased, a smaller number of hidden neurons tend
to represent input patterns. Because many input patterns are
compressed into a smaller number of hidden neurons, it be-
comes easier to interpret the fina activities of hidden neurons.
It has been observed that increased information content can
improve the interpretation of neurons’ behaviors.

The present paper tries to show that this knowledge by
the information-theoretic method can be used to train neural
networks in supervised ways. While the SOM was originally
developed for unsupervised learning, the rich knowledge ob-
tained by this method has stimulated a number of attempts
to use it for supervised learning as well [22], [23], [24],[25].
However, they were not necessarily successful and it can be
said that they could not reach the performance level of the
conventional supervised learning methods. This is because
SOM knowledge is itself created in unsupervised ways and
not necessarily suited for training supervised neural networks.
For this, the information-theoretic SOM has good potentiality,
because the knowledge obtained by the method is much clearer
than that by the conventional methods. The present paper
tries to show the effectiveness of this clear representation for
training supervised neural networks.

B. Simple and Separated Computing

The present method is well suited for the supervised SOM
[24] [25] with simple and separated computing components.
As above mentioned, the SOM knowledge has been used
for supervised learning. However, these attempts have not
necessarily been successful, because it is difficul to compro-
mise between error minimization and competition processes.
Though information-theoretic methods have been applied to
supervised learning, one of the major problems is that in-
formation maximization is sometimes contradictory to error
minimization between targets and outputs. Thus, it becomes
difficul to compromise between those two contradictory pro-
cedures, especially when the problems become more complex.
The present method solves this problem by separating the
information maximization and error minimization components.
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Borrowing procedures from the fiel of deep learning [26],
[27], the present method separates the information maximiza-
tion or unsupervised phase from the supervised information use
phase. By virtue of this separation, each phase, unsupervised
or supervised, can focus on its own main task of information
maximization or error minimization.

C. Application to Label-Shortage Problem

Then, the present method can be applied to the so-called
“label-shortage problem” [28], [29]. As is frequently pointed
out, there is little labeled data, while unlabeled data are
abundant. A variety of methods have been developed to handle
the shortage of labeled data. Among them, the most important
methods are semi-supervised learning and active learning. Both
methods try to utilize the knowledge of unlabeled data to
ameliorate the shortage of labeled data. Active learning tries
to recruit the most informative unlabeled patterns to reinforce
supervised learning [29]. On the other hand, in semi-supervised
learning, information on unlabeled data is used to estimate the
targets in explicit or implicit ways [28].

To cope with the ”labeled data shortage” problem, we
can use the knowledge generated by the information-theoretic
SOM, since it can be produced in unsupervised ways. As
mentioned above, the two phases of learning, namely, the
information maximization and error minimization phases, are
separated. In the firs information maximization phase, the
information-theoretic SOM is applied to obtained knowledge
on input patterns with and without labels. Then, in the su-
pervised phase, this knowledge is used to train connection
weights for supervised learning. Similar methods have been
proposed for semi-supervised learning, for example, the use of
generative models to gain features for classificatio [30], [31].
The present method can use the rich knowledge through the
information-theoretic SOM, which can be expected to produce
much information on the entire input patterns.

D. Paper Organization

In Section 2, we present how to compute connection
weights in both unsupervised and supervised ways. In the
unsupervised phase, collective outputs from multiple hidden or
competitive neurons are computed. Information maximization
processes are realized in terms of decreasing Kullback-Leibler
divergence between collected an individual outputs. In the
supervised phase, the softmax learning procedures are used to
produce update rules. In Section 3, the experimental results of
the image segmentation data sets are shown from the well-
known machine learning database. First, the most explicit
connection weights are obtained by changing the number
of winners. Then, generalization errors and the number of
epochs are examined. Experimental results for the dataset
show that improved generalization could be obtained with
clearer connection weights. Compared with generalization by
the conventional BP and support vector machines (SVM),
the present method gave the better performance. In addition,
these results were more stable than those by the conventional
method.

II. THEORY AND COMPUTATIONAL METHODS

A. Information-Theoretic Supervised SOM

Figure 1 shows how the information-theoretic SOM is
applied. In Figure 1(a), there is a small number of labeled
data, while unlabeled data are abundant. In the unsupervised
phase in Figure 1(b), all data (both labeled and unlabeled)
are used for training the information-theoretic SOM. Then,
in Figure 1(c), the connection weights by the unsupervised
phase are transferred to the supervised learning phase. Taking
those connection weights as initial weights, supervised learning
is performed. Naturally, the supervised learning is conducted
only with labeled data. The problem is whether SOM knowl-
edge by all data (labeled and unlabeled) can be effective in
improving performance.

B. Basic Components

As shown in Figure 1, a network is composed of an
input layer, competitive layer and output layer. Let us ex-
plain how to compute the output from the competitive and
output neurons. Now, the sth input pattern can be represented
by xs = [xs

1, x
s
2, · · · , xs

L]
T , s = 1, 2, · · · , S. Connection

weights into the jth competitive neuron are denoted by wj =
[w1j , w2j , · · · , wLj ]

T , j = 1, 2, . . . ,M. The output from an
output neuron is computed by

vsj = exp

(
−∥ xs −wj ∥2

2σ2

)
, (1)

where σ denotes the spread parameter.

In the output layer, we use the sofmax output computed by

osi = f

 M∑
j=1

Wjiv
s
j

 (2)

where Wji are connection weights from the competitive neu-
rons of the last competitive layer to the output ones.

C. Unsupervised Phase

In the unsupervised phase, the individual neurons try
to imitate the outputs by multiple winners to realize self-
organization. By normalizing the output, we have the firin
probability

p(j | s) =
vsj∑M

m=1 v
s
m

. (3)

In addition to this firin probability, the output by multiple
neurons or winners is used to realize cooperation between
neurons as done in the SOM. Now, suppose that the neurons
c1, c2 are the firs and the second winners, and so on. Then,
the corresponding outputs can be ranked as follows:

vc1 > vc2 > . . . > vcM . (4)

Following the formulation of SOM, the distance between the
winner and the other neurons is computed by

ϕjc1 = exp

(
−∥ rj − rc1 ∥2

2σ2
ngh

)
, (5)
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Fig. 1. Learning processes for the information-theoretic supervised SOM with the unsupervised (a) and supervised (b) phase.

where rj denotes the position of the jth neuron on the output
map and σngh is the spread parameter. The jth neuron’s output
is the weighted sum of R winners’ outputs and computed by

zsj (R) =
R∑

m=1

ϕjcmvcm . (6)

The firin probability by the multiple winners is define by

q(j | s;R) =
zsj (R)∑M

j=1 z
s
m(R)

. (7)

Learning should be performed to reduce the difference
between these outputs. This difference using the Kullback-
Leibler divergence is computed by

KL =

S∑
s=1

p(s)

M∑
j=1

p(j | s) log p(j | s)
q(j | s;R)

. (8)

In addition to the KL divergence, there are the other errors
which must be minimized, namely quantization errors between
connection weights and input patterns

Q =
S∑

s=1

p(s)
M∑
j=1

p(j | s)∥xs −wj∥2. (9)

Fixing this quantization error and minimizing the KL-
divergence, the optimal firin rates are computed by

p∗(j | s) =
q(j | s;R) exp

(
−∥xs−wj∥2

2σ2

)
∑M

m=1 q(m | s;R) exp
(
−∥xs−wm∥2

2σ2

) . (10)

In addition, for connection weights, the re-estimation formula
[20] are obtained by

wj =

∑S
s=1 p

∗(j | s)xs∑S
s=1 p

∗(j | s)
. (11)

D. Supervised Fine Tuning

In the output layer, the sofmax output is computed by

osi =
exp

(∑M
j=1 Wjiv

s
j

)
∑N

m=1 exp
(∑M

j=1 Wjmvsj

) , (12)

where Wji are connection weights from the competitive neu-
rons of the last competitive layer to the output ones. The error
is computed by

E = −
S∑

s=1

N∑
i=1

ysi log o
s
i , (13)

where y is the target and N is the number of output neurons.
The error function is differentiated with respect to connection
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weights in the competitive and output layer. The update
formula for the firs competitive layer is shown by

∆wkj =
η

S

S∑
s=1

δsj (x
s
k − wkj), (14)

where δ is the error signal sent from the upper layers and η is
a learning parameter.

III. RESULTS AND DISCUSSION

A. Image Segmentation Data

1) Experiment Outline:The dataset of the image segmenta-
tion was taken from the well-known machine learning database
[32]. The dataset was drawn randomly from a database of 7
outdoor images. The images were hand-segmented to create a
classificatio for every pixel. The number of input patterns was
2310. The number of input neurons was 19 and the number of
output neurons was seven, corresponding to the seven outdoor
images. The number of competitive neurons was 5 by 12
neurons, as shown in Figure 2. The number of training patterns
was increased from 10 to 100 to demonstrate the effect of
the unsupervised information-theoretic method. The number
of patterns for the validation set was 500, and the remaining
patterns were used for testing (1710 patterns).

2) Improved Interpretation:First, we showed that the pro-
posed method could produce more interpretable connection
weights. Figure 3 shows U-matrices (1) and the corresponding
labels (2) by the conventional method (a) and the information-
theoretic method (b). By the conventional method in Figure
3(a), a clear class boundary in warmer colors could be seen
on the upper side of the matrix. Another boundary, though
weaker, was seen on the lower side of the matrix. However, by
using the information-theoretic method with three winners in
Figure 3(b), those class boundaries became stronger in warmer
colors.

The same tendency was obtained for the connection
weights, meaning that stronger characteristics could be seen
by the information-theoretic method. Comparing connection
weights by the SOM, some, in particular those in Figure 4(b6),
(b-9)-(b-12) were accentuated by the information-theoretic
method .

3) Improved Generalization :We compared generalization
performance of three methods, namely, the conventional BP,
SVM and the information-theoretic method. For fair compar-
ison, the SVM was fine-tuned the box constraint and kernel
scale parameters were extensively changed to have the best
possible results. As seen in Table I, the generalization errors
by the information-theoretic method, including the average,
minimum and maximum ones, were much lower than those
by the conventional methods. For example, when the number
of training patterns was the smallest (10 patterns), the average,
minimum and maximum values were 0.620, 0.473 and 0.753
by the conventional method, and 0.732, 0.474 and 0.909
by the SVM, respectively. Those values decreased to 0.438,
0.280 and 0.620 by the information-theoretic method. The
differences between them decreased when the number of input
patterns increased. However, even if the number of input
patterns increased to 100 patterns, the average, minimum and
maximum values decreased from 0.185, 0.161 and 0.222 by

TABLE I. SUMMARY OF EXPERIMENTAL RESULTS BY THE

CONVENTIONAL BP, SVM AND THE INFORMATION-THEORETIC METHOD

FOR THE SEGMENTATION DATA SET. THE NOTATION CNV AND INF
REPRESENT THE CONVENTIONAL AND INFORMATION-THEORETIC

METHODS, RESPECTIVELY.

Generalization error
Methods Patterns Average Std dev Min Max Epochs

CNV 10 0.620 0.098 0.473 0.753 468
20 0.543 0.093 0.372 0.695 470
30 0.433 0.100 0.264 0.581 445
40 0.352 0.078 0.261 0.486 492
50 0.291 0.080 0.187 0.451 480
100 0.185 0.019 0.161 0.222 466

INF 10 0.438 0.098 0.280 0.620 316
20 0.310 0.069 0.209 0.430 444
30 0.249 0.062 0.168 0.337 396
40 0.209 0.059 0.133 0.282 390
50 0.181 0.041 0.131 0.260 466
100 0.123 0.011 0.110 0.144 460

SVM 10 0.732 0.165 0.474 0.909
20 0.499 0.156 0.311 0.805
30 0.426 0.172 0.247 0.836
40 0.314 0.057 0.212 0.392
50 0.276 0.042 0.213 0.336
100 0.201 0.021 0.161 0.236

the conventional method to 0.123, 0.110 and 0.144 by the
information-theoretic method. Interestingly, the SVM gave the
worst errors when the number of input patterns was 100. In
addition, the standard deviation of the generalization errors
was smaller by the information-theoretic method. The number
of learning epochs was similar across both methods.

4) Improved Stability:Our analysis showed that the fina
values by the information-theoretic method were relatively
stable, meaning that the generalization errors and the number
of epochs were not relatively affected by the change in the
parameter values.

Figure 5 shows the generalization errors by the conven-
tional method in blue and by the information-theoretic method
in red as a function of the parameter σ when the number
of input patterns increased from 10 (a) to 100 (d). The
generalization errors by the information-theoretic method in
red were well lower than those by the conventional method
in blue, particularly when the number of input patterns was
smaller. Even if the number of input pattern was larger, the
generalization errors by the information-theoretic method were
lower than those by the conventional method, in particular
when the parameter σ became smaller.

One of the most important things to note is that the gener-
alization errors generated by the information-theoretic method
were more stable than those by the conventional method. When
the number of input patterns was ten, the generalization errors
were higher for smaller values of the parameter σ. However,
the generalization errors were almost constant for all values
of the parameter σ. This tendency of stability became more
apparent when the number of input patterns increased.

Figure 6 shows that the number of epochs produced the
lowest validation errors when the number of training patterns
increased from 10(a) to 100(d). By the conventional method,
the number of epochs gradually increased when the param-
eter σ increased. On the other hand, the number of epochs
by the information-theoretic method remained stable, almost
independent of the parameter σ.

Finally, our method was able to effectively reduce the
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(a) Unsuperivsed (b) Superivsed

Weight transfer

Fig. 2. Network architecture with 19 input neurons, 5 by 12 competitive and 7 output neurons for the image segmentation data.
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Fig. 3. U-matrices and labels by the conventional SOM (a) and when the number of winners was three (b).

number of errors in cases where the conventional method failed
to do so. Figure 7 shows an example of learning processes.
Without knowledge in Figure 7(a), learning was impossible.
On the other hand, all errors became immediately smaller by
the information-theoretic method.

B. Discussion

1) Validity of the Method and Experimental Results:
In this paper, we showed that information obtained by the
information-theoretic SOM can be used to improve generaliza-
tion performance with a relatively smaller number of labeled
input patterns. In the fiel of active and semi-supervised
learning [30], [31], [33], there have been many attempts to
use information content in unlabeled data for training neural
networks. The present method suggests that the information-
theoretic SOM can be used to train neural networks with
information in unlabeled data.

The main results can be summarized by the following three
points, namely, improved interpretability, generalization and
stability. First, fina representations were easier to interpret
when using the information-theoretic method. By appropriately
increasing the number of winners, fina connection weights
were well visualized by using the well-known U-matrix in

Figure 3, though the number of winners had to be heuristically
determined. The fina visualized weights showed much clearer
maps than those by the conventional method.

Second, the clearer weights could be used to train multi-
layered neural networks with better generalization perfor-
mance. In particular, when the number of training patterns
was smaller, improved generalization performance could be
more explicitly observed. Figure 7 shows that learning was
accelerated even when the learning itself was impossible by
the conventional SOM. This suggests that knowledge obtained
by the information-theoretic method can be used to train multi-
layered neural networks.

Third, the fina results were obtainable almost indepen-
dently of the parameter values. As shown in the experi-
mental results in Figure 5, generalization errors were almost
unchanged when the parameter σ was increased. On the
other hand, by using the conventional multi-layered neural
networks, drastic changes were observed when the parameter
σ was changed. The present method, thus, could be used to
stabilize learning processes via easy tuning of the parameters.
In addition, in Figure 6, the number of training epochs to reach
the lowest validation error showed the stable number of epochs
by the present method. On the other hand, the conventional
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Fig. 4. Connection weights by the conventional SOM(a) and the information-theoretic method (b).

method showed drastic changes in the number of epochs.

The experimental results showed that the present method
could utilize unlabeled data to train supervised networks. In
addition, the results obtained by the present method were
accompanied by explicit internal representations, permitting
possible interpretation. The reason for this improved perfor-
mance is due to the fact that self-organizing maps, based
on competitive learning, aim to separate input patterns into
several classes with an equal number of input patterns. Thus,
the information-theoretic method classifie input patterns into
several classes, and in the fina supervised phase, only minor
adjustments need to be made to the connection weights for
input patterns.

C. Problems of the Method

Though the present method demonstrated relatively greater
stability and generalization, it has two problems, namely, the
number of winners and relations between interpretability and

generalization. Both are due to the absence of any explicit
measure of interpretability.

First, the number of winners needed to determine the
outputs is uncertain. As mentioned, the number of neurons is
critically related to the clarity of fina internal representations.
Thus, the number of neurons should be increased appropriately.
However, because there are no explicit criteria to quantify
the clarity of representations, the number of neurons was
chosen very heuristically. Accordingly, some criteria for clear
representations are needed for detecting the number of winners.

Second, relations between interpretability and generaliza-
tion are also uncertain, because there are no criteria to ensure
the clarity of representations. In the present paper, the clearest
possible representations were intuitively chosen at the outset;
then, the relations between them were examined. However,
the intuitively clearest possible representations did not neces-
sarily produce the best possible generalization performance.
To examine the exact relations between interpretability and
generalization, some criteria are needed to determine the clarity
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Fig. 5. The generalization errors by the conventional method in blue and by the information-theoretic method in red as a function of the parameter σ when
the number of input patterns increased from 10 (a) to 100 (d).

of internal representations.

D. Possibility of the Method

The possibilities of the present method can be summarized
by the following four points: interpretation, active learning,
deep learning and self-organizing maps. First, the present
method provides neural networks with improved interpretation
performance. One of the main problems of neural networks
is that it is impossible to interpret the fina representations
obtained through learning [34], [35], [36], [37], [38], [39] [40],
[41]. Even if novel new machine learning methods such as
SVM, active and semi-supervised learning and deep learning
show better performance in particular for generalization, it is
practically impossible to interpret the fina results. The present
method aims mainly to produce interpretable representations
and to relate these representations to improved generalization.
The method will be the firs step towards interpretation-
oriented neural networks.

Second, in terms of active learning, the present method
does not actively recruit input patterns to be labeled. It can
thus be called “passive” learning. The next stage is to actively
recruit the patterns to be labeled as done in active learning.
In this case, the information content accumulated by the
information-theoretic SOM can be used to choose candidate
patterns to be labeled. This will be a new form of active

learning which considers the information content stored in
competitive neurons.

Third, in terms of deep learning, the present method is a
form of shallow learning with only one hidden (competitive)
layer. However, it is easy to extend this shallow model to a
hierarchical deep model by adding multiple competitive layers.
In this case, each layer added can be interpreted because the
information-theoretic SOM has been developed to explicitly
visualize connection weights. Thus, this is a new type of multi-
layered network architecture for deep learning in which all
hidden layers can be explicitly interpreted.

Finally, this paper suggests a new use for self-organizing
maps. It has been shown that the information content by
the information-theoretic SOM can be used to visualize only
connection weights. However, in addition to visualization, the
information obtained by the SOM can be used for many
different purposes, such as training. Thus, the present method
opens up a new possibility for using the SOM for different
purposes.

IV. CONCLUSION

In this paper, it has been shown that the information-
theoretic method can produce clear representations, and that
the knowledge obtained by the information-theoretic SOM can
be used to train supervised neural networks. Though the SOM
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Fig. 6. The number of epochs by the method without knowledge in blue and with knowledge in red when the number of input patterns increased from 10 (a)
to 100(d).
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Fig. 7. Training (blue), validation (green) and testing (red) error rates by the method without knowledge by unsupervised learning (a) and with the knowledge
(b), where the parameter σ was 0.2 and 100 patterns.

was developed to create more interpretable representations,
it sometimes produces very ambiguous representations. The
information-theoretic SOM was introduced in this paper to
obtain more explicit and interpretable knowledge on input
patterns. In addition, the method aimed to solve the shortage
of labeled data problem. In actual situations, the amount of

labeled date is scarce, and it is difficul to label unlabeled
data. On the other hand, unlabeled data is abundant. Thus,
the problem is to fin a method which can maximize the
use of abundant unlabeled data. In the present method, the
information-theoretic SOM acquires information content on
input patterns in unsupervised ways, and can be used to over-
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come the shortage of labeled data. Finally, the method aimed to
solve the problem of compromising between error minimiza-
tion of targets and outputs, and information maximization. It
has been shown that error minimization is not necessarily used
to increase information content in the information-theoretic
sense. To solve this problem, the information acquisition and
use phases are separated. Information was firs maximized in
the acquisition phase, and then error was minimized in the
information use phase. This separation showed better results
for generalization and interpretation.

By applying the method to the image segmentation data
sets from the machine learning database, favorable results were
obtained and summarized by three points. The information-
theoretic methods could produce much clearer internal rep-
resentations which were accompanied by improved general-
ization. In particular, when the number of training patterns
became smaller, the difference between our method and con-
ventional ones become clearer. In addition, for all experimental
results, the stabilization of learning processes was observed.
This means that the number of learning epochs and general-
ization errors tended to be almost independent of the different
values of the parameter. Applying the method to the image
segmentation data sets revealed that it was able to produce
more interpretable representations which were accompanied
by improved generalization performance and stability.

However, one of the problems is that the relations between
interpretability and generalization are uncertain. This means
that though interpretability is roughly related to generalization
performance, it is not necessarily accompanied by better gen-
eralization. To better relate interpretability to generalization,
a method should be developed to unify the two concepts.
In addition, the present method should be combined with
some active learning techniques to recruit new input patterns
to be labeled. Though the problems mentioned above should
be solved, the present method nevertheless opened up new
possibilities for using SOM knowledge.
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