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Abstract—In recent years, new research has appeared in the 

area of education, which has focused on the use of information 

technology and the Internet to promote online learning, breaking 

many barriers of traditional education such as space, time, 

quantity and coverage. However, we have found that these new 

proposals present problems such as linear access to content, 

patronized teaching structures, and non-flexible methods in the 

style of user learning. Therefore, we have proposed the use of an 

intelligent model of personalized learning management in a 

virtual simulation environment based on instances of learning 

objects, using a similarity function through the weighted 

multidimensional Euclidean distance. The results obtained by the 

proposed model show an efficiency of 99.5%; which is superior to 

other models such as Simple Logistic with 98.99% efficiency, 

Naive Bayes with 97.98% efficiency, Tree J48 with 96.98% 

efficiency, and Neural Networks with 94.97% efficiency. For this, 

we have designed and implemented the experimental platform 

MIGAP (Intelligent Model of Personalized Learning 

Management), which focuses on the assembly of mastery courses 

in Newtonian Mechanics. Additionally, the application of this 

model in other areas of knowledge will allow better identification 

of the best learning style of each student; with the objective of 

providing resources, activities and educational services that are 

flexible to the learning style of each student, improving the 

quality of current educational services. 
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I. INTRODUCTION 

Artificial Intelligence (AI) in education is a highly 
researched field [1], which focuses primarily on the 
formulation and application of techniques for the development 
of systems that improve the teaching process through 
computer-assisted learning [2], with the goal of building more 
intelligent systems [3]. 

The term "intelligent" used in these systems is 
fundamentally determined by its capacity for continuous 
adaptation to the characteristics of learning and knowledge of 
different users [4]. 

For example, an article presents an approach that 
recognizes the relevant elements of the student profile seeking 
to meet their personal and academic needs by recovering 
reusable knowledge units with fine granularity stored in 
repositories of learning objects. The proposal is based on the 
technique of artificial intelligence, known as Case-Based 
Reasoning (CBR) [3]. 

For these reasons, we have decided to focus our research 
on developing dynamic methods for the search and 
identification of a student's best learning style. These methods 
are applied in real time, using Case-Based Reasoning CBR, 
through the similarity function, using the weighted 
multidimensional Euclidean distance. 

Finally, the CBR will provide a method for personalizing 
learning according to the best learning strategy of each 
student. On the other hand, we have calculated the efficiency 
of our algorithm for the selection of learning styles via CBR, 
which has been compared with the results obtained by other 
learning styles selection algorithms such as Neural Networks, 
Naive Bayes, Tree J48 and Simple Logistic [5]. 

In this context, we have designed and implemented the 
MIGAP platform (Intelligent Model of Personalized Learning 
Management), with the aim of presenting learning contents, 
which can be adapted to the best learning style of each student 
according to the Honey-Alonso model. 

The importance of our proposal is to adapt teaching to the 
specific needs of the student, giving flexibility and autonomy 
to the learning environment. For this we use artificial 
intelligence techniques such as Case Based Reasoning, whose 
efficiency is compared to other techniques or algorithms with 
RN, Naive Bayes, Tree J48 and Simple Logistic. 

II. THEORETICAL FRAMEWORK 

A. Artificial Intelligence in Education 

In the field of Artificial Intelligence applied to education, 
we have found research focused on the development of 
systems for education, based on aspects of knowledge [6]. 
Figure 1 shows the main AI techniques applied to education. 

B. Learning Styles 

1) Definition: Learning styles can be defined as cognitive, 

affective and physiological traits, which serve as indicators of 

how students perceive interactions and respond to their 

learning environments. [7]. 

Therefore, it can be determined that each person has a 
"fingerprint" of their own learning. Which each person 
develops and powers following different types of educational 
strategies (some learn through reading, others through 
practices, others through group work, others through 
individual work), however, we all have in different 
percentages some feature of different learning styles. [8]. 
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Fig. 1. Main AI Techniques Applied in Education. 

2) Selected learning styles: To select a learning style 

show in Table I, it is necessary to first investigate what types 

of learning styles exist; we have found a model in which they 

use four styles of learning which are: [5]. 

 Active 

 Theoretical 

 Pragmatic 

 Reflective 

3) Artificial intelligence technique applied in the 

proposal: The technique of artificial intelligence that we have 

applied to the proposal is the Case-Based Reasoning, which 

first detects the student's learning style to determine the best 

learning strategy that best fits his learning style. CBR is the 

process of solving new problems based on solutions to 

previous problems. For example, an auto mechanic who 

repairs an engine because he remembered that another car had 

the same symptoms is using case-based reasoning [9]. An 

attorney who appeals to legal precedents to defend a case is 

using case-based reasoning. 

Case-Based Reasoning: Case-Based Reasoning (CBR) is a 
set of concepts and techniques that address issues related to 
the representation of knowledge, reasoning and learning from 
experience [4]. The similarity is a concept that plays a 
fundamental role in CBR. 

Case Definition: The case definition is also known as an 
instance, object or example. It can be defined as a piece of 
contextualized knowledge that represents a significant 
experience [10]. 

Stages of CBR: The main stages of CBR are four: 
Recovery, Reuse, Revision, and Retention. These four stages 
involve basic tasks such as case grouping and classification, 
case selection and generation, case learning and indexing, case 
similarity measurement, case recovery and inference, 
reasoning, adaptation rules, and data mining. 

TABLE. I. CHARACTERISTICS OF EACH LEARNING STYLE [9] 

Learning Styles Main features 

Active Animator, Improviser, Discoverer, Risky. 

Reflective Weighted, Conscientious, Receptive, and Analytical.  

Theoretical Methodical, Logical, Objective, Critical, Structured 

Pragmatic Experiments, Practical, Direct, Efficacious, Realist 

Life cycle of CBR: The life cycle of an RBC system for 
problem-solving consists of four states: 

 Retrieve of similar cases from an experience base. 

 Reuse of cases by copying or integrating solutions from 
recovered cases. 

 Revise or adaptation of the recovered solutions to 
resolve the new problem. 

 Retention of a new solution, once it has been confirmed 
or validated. 

a) Functioning: Each case has predefined attributes. 

These are defined by a Name and a Datatype that can be 

String, MultiString, Float, Int, and Bool. The best case is 

found by the Euclidean distance, a technique that is similar to 

the Pythagorean Theorem in n dimensions. To find the best 

case, a similarity indicator (percentage) is used: [18]. 
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Where: 

M = Best case percentage (between 0 and 100) 

D = Distance 

W = Weight 

In addition, D is the distance between cases. It is a floating 
number between zero and one, which is calculated like this: 
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D = distance 

W = Weight 

d = Distance between the case "c" sought and the case Cn of the case 

base. 

This floating value D means: 

 0 means exact accuracy (identical case). 

 1 means maximum distance (Not a similar case at all). 

The weight W (weight n) is the weight for the attribute 
"n". It is an Integer > = 0, default = 5. 

In addition, if an attribute for a case is not entered; the case 
is disqualified and does not enter the search. 

b) Description of the proposed solution: A case-based 

system has three main components: a user interface, an 
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inference engine, and a case database. The case database 

contains descriptions of previously solved problems in the 

form of features (predictors and targets). Each case can 

describe a particular episode or a generalization of a set of 

related episodes. 

The inference engine is the reasoning machine of the 
system, which compares the problem inserted with those 
stored in the case database and as a result infers a response, 
which has the greatest degree of similarity to the desired 
response. The user interface allows communication between 
the system and the user, giving the possibility of interacting 
with the case database, being able to raise new problems and 
consult the inferred results [11]. 

To solve the problems with the use of this technique, a 
similar case to the new one is recovered and the solution of the 
recovered problem is proposed as a potential solution for the 
new problem. This is derived from an adaptation process in 
which the old solution is adapted to the new situation. In this 
system, we have defined a series of steps and components that 
interact in a cycle of reasoning. Then from a new problem, the 
system recovers cases similar to the one entered, which go 
through an adaptation process with the aim of obtaining a 
response according to the proposed situation. Finally, if 
necessary and after its revision, the system decides whether or 
not to learn the given solution. All that we have mentioned is 
considered the cycle of reasoning based on cases as shown in 
figure 2. 

 

Fig. 2. Life Cycle of CBR [18]. 

III. CASE STUDY 

A. Architecture of the Proposed Model 

Fig. 3 describes the proposed architecture, which is based 
on the general structure of an intelligent learning management 
system which considers student learning styles, integrating 
Case-Based Reasoning for the selection of teaching-learning 
strategies and Neural Networks for the identification of 
learning styles [12]. The architecture proposes innovations in 
the representation of the tutor module and the knowledge 
module. In particular, the tutor module incorporates the CBR 
technique, which will choose the contents considering the 
teaching strategies that support the learning styles of the 
student. 

 

Fig. 3. General Architecture of the Proposed Model. 
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The knowledge module is influenced by the teaching 
strategies of the student's learning styles. These teaching 
strategies will be the link of the learning objects through the 
teaching-learning strategies applied to the design of the 
contents of the area [13]. 

The following is a description of the modifications made 
to the modules of the general architecture of the Intelligent 
Tutorial System (ITS). 

a) Description of the model: The description of the 

model incorporates the classic architecture of an Intelligent 

Tutor System, a process of selection of learning objects 

(contents), influenced by the teaching strategies of the 

student's learning styles. [14]. 

The modifications made to the modules of the general ITS 
architecture are described. 

The tutor module incorporates the teaching-learning 
strategies considered in the design of the themes of the 
different courses, as well as the redefinition of the teaching 
strategies according to the learning style of the student. It also 
incorporates a process to adapt the content to be presented: 

 Identify learning styles through a test of learning styles 
[5]. 

 Select the topics to be shown to the student, linking 
their learning style with the teaching strategies used in 
the creation of the topics and thus promote their 
learning. 

 In the knowledge module, a database is added that will 
store the competences of the subject. As well as the use 
of some metadata in the contents of the course to 
characterize the competences to be developed. 

 The interface module will display the learning objects 
chosen by the tutor module selection process. 

 The Case-Based Reasoning module is added, which is 
an approach that addresses new problems by reference 
to similar problems solved in the past. So similar 
problems have similar solutions. 

A database of 199 students according to their learning 
styles is entered into the Case-Based Reasoning mechanism. 
This, prior to a case indexing process, which  recovers cases 
using as a measure of similarity the Euclidean distance in n 
dimensions. Once the evaluation process is over, the winner is 
reviewed, returning the personalized content according to the 
learning style entered, if this case is significant it is retained; 
as can be seen in figure 4. 

b) Customization of content according to the student's 

learning style: The experimentation was carried out in the 

Virtual Innovation Center, with a sample of 199 students who 

interacted with the MIGAP platform. In order to determine the 

predominant learning style, a questionnaire about the 

preferences of teaching strategies was applied. [15]. 

 

Fig. 4. CBR Proposal to Customize Content. 

We also analyzed the frequencies of the learning styles 
detected in each of the students of each course, to know if 
these influenced the performance of the students. Figure 5 
shows the graph corresponding to the learning styles, where a 
preponderance of reflexive and pragmatic learning styles can 
be observed. [16] 

The following is a statistical summary of the learning 
styles detected in the 199 students, which were used as a 
sample to form the case base. 

Fig. 5 shows that 37 students have the active learning 
style, 59 students have the reflective learning style, 44 
students have the theoretical learning style and 59 students 
have the pragmatic learning style. 

 

Fig. 5. Learning Styles Detected. 

IV. EXPERIMENTATION AND RESULTS 

To carry out the evaluation of the proposal with other 
algorithms, we have used the cross validation technique that is 
a way to evaluate the results of a statistical analysis. That 
consists in repeating and calculating the arithmetic average 
obtained from the evaluation measures on different partitions 
[17]. 

It is used in environments where the main objective is a 
prediction, we have selected it since we want to estimate the 
accuracy of a model. It is a technique widely used in artificial 
intelligence projects to validate generated models. 

The following graphs show a statistical analysis developed 
with the different Artificial Intelligence techniques used in the 
proposal. [10] 
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Table II shows that our proposal has a precision with a 
weighted average of 0.99 %. This is due to the fact that we 
were able to correctly classify a large number of positive 
instances with an average of 0.99% and classified few 
negative elements with an average of 0.007 %. 

Table III shows that the Simple Logistic algorithm turned 
out to be the second best in the list; this is due to the fact that 
although I was able to correctly classify a large number of 
positive instances, I was also able to classify erroneously 
negative instances with an average of 0.003. 

In the confusion matrix applying the naive Bayesian 
classifier (Probabilistic classifier) Table IV, based on the 
Bayes Theorem, we can observe that there is no good 
classification in learning styles since this Bayesian classifier 
uses some additional simplified hypotheses and because of 
these simplifications, which are usually summarized in the 

hypothesis of independence between predictor variables, is 
called Naive. 

The Table IV shows that the Tree J48 algorithm turned out 
to be the fourth best classifier since it presents an accuracy 
with a weighted average of 0.97. This is due to the fact that it 
was able to classify correctly a positive instance with an 
average of 0.97 and classified few negative elements with an 
average of 0.01. We can observe that the TP Rate and Recall 
measures clearly and unequivocally reflect the number of 
successes in the classification of the positive instances. 

The Table VI shows that the Neuronal Network was the 
fifth best classifier since it presents an accuracy with a 
weighted average of 0.95. This is due to the fact that it was 
able to classify correctly a positive instance with an average of 
0.95 and classified few negative elements with an average of 
0.018. 

TABLE. II. CONFUSION MATRIX APPLYING CBR AND NEURAL NETWORKS 

 Active Reflective Theoretical Pragmatic Facts Accuracy Errors 

Active 37 0 0 0 37 37 0 

Reflective 0 58 1 0 59 58 1 

Theoretical 0 0 44 0 44 44 0 

Pragmatic 0 0 0 59 59 59 0 

      198 1 

      99.50% 0.50% 

TABLE. III. CONFUSION MATRIX APPLYING SIMPLE LOGISTIC ALGORITHM 

 Active Reflective Theoretical Pragmatic Facts Accuracy Errors 

Active 37 0 0 0 37 37 0 

Reflective 0 57 2 0 59 57 2 

Theoretical 0 0 44 0 44 44 0 

Pragmatic 0 0 0 59 59 59 0 

      197 2 

      98.99% 1.005% 

TABLE. IV. CONFUSION MATRIX APPLYING NAIVE BAYES ALGORITHM 

 Active Reflective Theoretical Pragmatic Facts Accuracy Errors 

Active 35 0 0 2 37 35 2 

Reflective 0 58 1 0 59 58 1 

Theoretical 0 0 44 0 44 44 0 

Pragmatic 1 0 0 58 59 58 1 

      195 4 

      97.98% 2.01% 

TABLE. V. CONFUSION MATRIX APPLYING TREE J48 ALGORITHM 

 Active Reflective Theoretical Pragmatic Facts Accuracy Errors 

Active 37 0 0 0 37 37 0 

Reflective 0 54 4 1 59 54 5 

Theoretical 0 1 43 0 44 43 1 

Pragmatic 0 0 0 59 59 59 0 

  193 6 

 96.48% 3.01% 
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TABLE. VI. CONFUSION MATRIX APPLYING NEURAL NETWORKS 

 Assets Reflective Theoretical Pragmatic Facts Accuracy Errors 

Active 35 0 0 2 37 35 2 

Reflective 0 55 4 0 59 55 4 

Theoretical 0 4 40 0 44 40 4 

Pragmatic 0 0 0 59 59 59 0 

      189 10 

      94.97% 5.02% 

As a conclusion of the analysis developed, it can be 
observed that the greatest number of successes in the 
classification corresponds to the proposed technique of Case-
Based Reasoning with 99.50% success and 0.5% error, as 
opposed to the use of the other techniques used that have a 
percentage of successes below the proposal. [18]. 

Fig. 6 shows that the greatest number of cases correctly 
classified 198, corresponds to the CBR with only one case 
incorrectly classified, with an average absolute error of 
0.0279. After the comparisons with other classification 
algorithms were made, Simple Logistic followed second, 
Naive Bayes third, Tree J48 fourth, and Artificial Neural 
Networks fifth. 

The Fig.7 shows the general average grades obtained by 
the students of each course, where it is observed that the 
average grades obtained by the students who took the 
personalized course are 60.5 points, while the average grades 
of the students who took the non-customized course are 39.5 
points, which shows a very considerable difference of 21 
points. 

 

Fig. 6. Comparison of CBR Error Rate with other Techniques. 

 

Fig. 7. Overall Grade Point Average Per Course. 

V. CONCLUSIONS 

 It has been possible to propose an Intelligent 
Personalized Learning Management Model based on 
instances of learning objects whose results show that 
the proposed model has an efficiency of 99.5%; above 
the models: Simple Logistic with 98.99%, Naive Bayes 
with 97.98%, Tree J48 with 96.98%, and Neural 
Networks with 94.97% success. 

 A demonstration prototype can be seen at 
http://benjaminmaraza.my-place.us/ after proposing, 
experimenting, analysing and evaluating the Case-
Based Reasoning, acceptable and significant behaviour 
is appreciated in the personalization of contents 
according to the learning style of the students. 

 It has been possible to identify the problems in 
traditional systems as well as the theoretical 
foundations, determining the aspects that reduce the 
quality of learning management systems and proposing 
improvement strategies based on theory. 

 A model has been developed that facilitates teaching-
learning activities in e-Learning systems. 

 The tests with this prototype show that the use of this 
e-Learning technology would directly affect the 
educational quality of the region. Allowing to optimize 
some elements of the learning process that are still 
traditional in our environment. 

 It has been possible to Model the student in the Student 
Modeller Module attributing flexibility capabilities and 
personalization attributes provided by a Case Based 
Reasoning system based on the Euclidean distance in a 
N dimensional space. 

 As future work is recommended the implementation of 
much more elaborate tests to give robustness to this 
proposal, since the tests are in the maturation phase and 
there is much research for the development of 
indicators to measure quality, flexibility, customization 
in an LMS system since it has to do with a neurological 
issue: Education. 
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