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Abstract—It is necessary to identify the demand level of 

consumers and recognize the support target priority based on it 

in order to provide efficient services with a limited budget. This 

study provided baseline data for spreading the use of consumer-

oriented voucher service by exploring factors associated with the 

demand of the Voucher Program for Speech Language Therapy 

for preschool children. This study were analyzed 212 guardians 

living with children (≤5 years old) who resided in Seoul from Aug 

11 to Oct 9, 2015. The outcome variable was defined as the 

demand (i.e., required and not required) of the Voucher Program 

for Speech Language Therapy. The results of the developed 

prediction model were compared with the results of a decision 

tree based on classification and regression tree (CART). The 

prediction performance of the developed model was evaluated 

using a confusion matrix. Among the 212 subjects, 112 (52.8%) 

responded that the Voucher Program for Speech Language 

Therapy was necessary. The weighted random forest-based 

model predicted five variables (i.e., whether preschooler 

caregiving services were used or not, economic activity after 

childbirth, the awareness of Seoul’s welfare counselor operation, 

mean monthly living expenses, and whether welfare related 

information was obtained) as the variables associated with the 

demand of the Voucher Program for Speech Language Therapy 

and the accuracy was 72.1%. It is needed to develop systematic 

policies to expand consumer-oriented language therapy services 

based on the developed prediction model for the Voucher 

Program for Speech Language Therapy. 
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I. INTRODUCTION 

The number of people with disabilities is increasing in 
South Korea. Korean Act on Welfare of Persons with 
Disabilities divides disabilities into 15 types including physical 
disability and hearing impairment. As of 2017, the population 
of people with disabilities is estimated as 2,660,000 people, 
which is an increase of more than 20% compared to 2005 
(2,140,000 people) [1]. The most common disability is a 
physical disability, followed by visual impairment, hearing 
impairment, low intelligence, and autism [2]. Among them, 

hearing impairment, low intelligence, and autism affect 
language development to lead communication problems [3]. 

When people with communication disorders get married 
and have a child, the language development of the child is 
more likely to be delayed even if the child does not have a 
disability [4]. It is because the communication restriction of the 
parents with language impairment limits the language 
development support needed for the child. Therefore, Korean 
Ministry of Health and Welfare has implemented “the Voucher 
Program for Speech Language Therapy” for children without 
disabilities raised by parents with disabilities since 2009 in 
order to support the successful language development  of 
children and strengthen the competence of families with 
disabilities [5]. The key components of the program are to 
provide language rehabilitation services such as language 
development and aural development to children (<12 years old) 
without disabilities and having at least one parent with a 
disability such as hearing impairment or language impairment. 
It is supported in the form of a voucher. The target amount is 
220,000 KRW per month as of 2015, and there may be 
copayment according to the income of the target family based 
on the mean nationwide household income. 

A voucher means a subsidy that is provided for somebody 
and it limits purchasing power by allowing a user to select 
goods or services within a limited range [6]. It is defined as 
“tied demand side subsidy” [5]. Although the South Korean 
government actively supports the voucher system, the Voucher 
Program for Speech Language Therapy, providing vouchers for 
users who have a desire for the service instead of supporting 
social welfare service institutes, experiences  restrictions on 
access to services (e.g., reduced project support personnel) due 
to budgetary deficit [7,8]. 

It is necessary to identify the demand level of consumers 
and recognize the support target priority based on it in order to 
provide efficient services with a limited budget. Nevertheless, 
previous studies on the Voucher Program for Speech Language 
Therapy have mainly focused on how to understand voucher, a 
new policy, and user satisfaction of it [9,10,11,12]. Moreover, 
their research methods mostly aimed to conduct a factual 
survey and identify the characteristics of consumers [8]. The 
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fact that previous studies have rarely discussed voucher with 
taking into account the unique characteristics of social welfare 
services indicates that there is insufficient baseline data, which 
is needed to run a voucher system effectively, and necessary 
discussions have not been made yet. As far as we are aware of, 
there is no study evaluating the factors affecting the demand of 
the Voucher Program for Speech Language Therapy with 
considering socio-demographic factors, knowledge of voucher 
services, methods of obtaining welfare-related information, and 
education policy satisfaction using data mining techniques. 

It is necessary to analyze the demand level of consumers 
in-depth in order to operate “the Voucher Program for Speech 
Language Therapy” efficiently and the analysis results will be 
useful to suggest ways to improve the special education service 
support in the future. This study provided baseline data for 
spreading the use of consumer-oriented voucher service by 
exploring factors associated with the demand of the Voucher 
Program for Speech Language Therapy for preschool children. 
The composition of this study is as follows. Chapter 2 will 
explain the algorithm and model development procedure of 
weighted random forests as well as study subjects and variable 
measurement. Chapter 3 will compare the results of the 
developed prediction model with those of CART model. 
Lastly, chapter 4 will present conclusions and future research 
directions. 

II. METHODS AND MATERIALS 

A. Target Subjects 

This study selected children (≤5 years old) and guardians 

residing with them who conducted Seoul Welfare Study, which 
targeted the local population who resided in Seoul from Aug 
11 to Oct 9, 2015. The population of this study was households 
living in Seoul at the time of census among target households 
of Statistics Korea’s 2010 Population and Housing Census 
(complete enumeration). Systematic sampling was used. Three 
thousand household were planned to be sampled so that the 
maximum limit of error could be approximately 1.8% at the 
95% confidence level. Sample households per plot were ten 
households and 300 sampling plots were selected. The 
computer-assisted personal interviewing method was used and, 
for this method, interviewers visited the target households in 
person and input the responses to the structured questionnaires 
to the portable computer directly. Fifty-three interviewers were 
trained from Aug 10 to Aug 13, 2015, prior to the survey. 
When it was hard to conduct an in-person interview due to 
speech impairment, hearing impairment, and other difficulties, 
the spouse of the target was surveyed. Among 3,019 target 
subjects (households), 2,807 subjects were excluded from the 

analysis because they did not live with a preschooler (≤5 

years old). This study analyzed 212 subjects. 

B. Measurements 

The outcome variable was defined as the demand (i.e., 
required and not required) of the Voucher Program for Speech 
Language Therapy. When a target subject responded that he or 
she did not know “the Voucher Program for Speech Language 
Therapy, an interviewer explained it (“Voucher Program for 
Speech Language Therapy is a program to provide language 
development services for children who are raised by parents 

with hearing impairment or language impairment”) and 
identified the demand. 

The explanatory variables included age, number of 
children, mean monthly living expenses, whether a household 
was eligible for National Basic Living Security (yes or no), 
whether a subject use child care services (yes or no), family life 
satisfaction (dissatisfied, okay, or satisfied), economic activity 
after giving birth (yes or no), whether a subject knew the 
welfare counselor service of Seoul (don’t know or know), 
welfare-related information acquisition (none, inquiring to a 
welfare facility in person, inquiring to a community service 
center in person, inquiring to a local resident, call center, 
internet search, and friend/relative/friend), satisfaction of 
education policy (satisfaction, okay, or dissatisfaction). 

III. ANALYSIS METHODS 

A. Model Development and Evaluation 

Data were divided into training data (70%) and test data 
(30%) in order to develop a model to predict the demand of the 
Voucher Program for Speech Language Therapy. The 
development of the prediction model was based on weighted 
random forests algorithms. The results of the developed 
prediction model were compared with the results of a decision 
tree based on classification and regression tree (CART). The 
prediction performance of the developed model was evaluated 
using a confusion matrix. Moreover, the importance of 
variables and major risk factors were compared. 

B. Bagging Tree 

Bootstrap aggregating (Bagging) is an ensemble technique 
that combines multiple bootstrap samples and predicts outcome 
variable. It is mainly used for models with a small bias and a 
large variance [13]. Bootstrap means sampling with 
replacement with having the same sample size for various data. 
The bth bootstrap sample can be calculated as shown in 
Equation (1). 

   ( ) ( ) ( ) ( ) ( ) ( )

1 ,..., , , , 1,..., .b b b b y b

N i i iZ z z where z x y i N             (1) 

Bagging tree uses a decision tree model for each bootstrap 
sample [14]. The decision tree model has a large variance 
because a tree has a completely different structure according to 
the first divided variable (j) and division point (s) [15]. 
Therefore, it is possible to reduce the variance of an unstable 
tree model by obtaining the mean after constructing multiple 
tree models through bagging. Each tree model using bootstrap 
uses a tree model without pruning to minimize bias. 

C. Random Forests 

Random forests are one of the ensemble techniques that 
makes a tree model using bootstrap samples and predicts by 
integrating all models [16]. Random forests conduct division 
by randomly selecting m-dimension, which is smaller than p-
dimension, explanatory variables rather than p-dimension 
explanatory variables. Random forests have the advantage of 
using out of bag (OOB) samples because they use bootstrap 
samples [17,18]. The importance variables score can be 
calculated easily through permutation [19], and the mean 
square error (MSE) of the OOB sample is calculated using the 
regression tree model generated from the bootstrap samples. 
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Fig. 1. Concepts of Weighted Random Forests Algorithm. 

D. Weighted Random Forests 

Random forests are one of the ensemble techniques and it 
conducts model averaging by applying the same weight to each 
tree model. It is possible that random forests generated by 
bootstrap have good models and bad models [20]. If model 
averaging is carried out by applying higher weights to good 
tree models, it can have better prediction power than the 
classical random forests giving the same weight to all tree 
models [21]. The weighted random forests algorithm is 
developed based on this concept (Fig. 1). 

The weighted random forests also use OOB samples. When 
b = 1, . . . , B and MSE e(b) of OOB sample (O(b)) was 
calculated using a tree model generated by the bth booststrap 
sample (Tr(fb)), it is assumed that a large e(b) means a bad tree 
model and a small e(b) means a good tree model. The weighted 
random forests are defined as a model averaging technique 
using the weight, which is given to each tree model (Tr(fb)) 
using the calculated e(b). In this model, Akaike weights were 
used for AIC model selection [22]. 

IV. RESULTS 

A. General Characteristics of Subjects According to the 

Demand of Voucher Program for Speech Language 

Therapy 

Table 1 shows the general characteristics of the subjects 
according to the demand of the Voucher Program for Speech 
Language Therapy. Among the 212 subjects, 112 (52.8%) 
responded that the Voucher Program for Speech Language 
Therapy was necessary. The results of chi-square test revealed 
that there a significant (p<0.05) difference in welfare-related 
information acquisition between the subjects who responded 
that the Voucher Program for Speech Language Therapy was 
needed and those who responded that it was not needed. The 
demand for the Voucher Program for Speech Language 
Therapy was higher in the group (53.7%) that obtained welfare 
related information from local residents. 

TABLE I.  GENERAL CHARACTERISTICS OF THE SUBJECTS BASED ON DEMAND OF THE VOUCHER PROGRAM FOR SPEECH LANGUAGE THERAPY, N (%) 

Variables 

Demand of the Voucher Program for Speech Language Therapy 

(n=212) p 

Not required (n=100) Required (n=112) 

Age, mean±SD 38.9±8.1 38.1±7.3 0.446 

Number of children, mean±SD 1.6±0.8 1.5±0.8 0.962 

Mean monthly living expenses (KRW), mean±SD 372.3±980.1 244.3±103.4 0.171 

Whether a household was eligible for National Basic Living Security 
  

0.370 

Yes 1 (25.0) 3 (75.0)  

No 99 (47.6) 109 (52.4)  

Whether a subject use child care services  
  

0.461 

Yes 63 (49.2) 65 (50.8)  

No 37 (44.0) 47 (56.0)  

Family life satisfaction  
  

0.533 

Dissatisfied,  4 (36.4) 7 (63.6) 
 

Okay 45 (51.1) 43 (48.9) 
 

Satisfied 51 (45.1) 62 (54.9) 
 

Economic activity after giving birth 
  

0.317 

Yes 33 (42.9) 44 (57.1)  

No 67 (50.0) 67 (50.0)  

Whether a subject knew the welfare counselor service of Seoul  
  

0.128 

Know 7 (31.8) 15 (68.2)  

Don’t know  93 (48.9) 97 (51.1)  

Welfare-related information acquisition 
  

0.011 

None 39 (60.9) 25 (39.1) 
 

Inquiring to a welfare facility in person 4 (66.7) 2 (33.3) 
 

Inquiring to a community service center in person 16 (43.2) 21 (56.8) 
 

Inquiring to a local resident 0 (0.0) 2 (100.0) 
 

Call center 5 (71.4) 2 (28.6) 
 

Internet search 29 (34.1) 56 (65.9) 
 

Friend/relative/friend 7 (63.6) 4 (36.4) 
 

Satisfaction of education policy  
  

0.718 

Satisfaction 39 (44.8) 48 (55.2)  

Okay 37 (48.1) 40 (51.9)  

Dissatisfaction 18 (52.9) 16 (47.1)  
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B. Results of Weighted Random Forests Model Development  

The model to predict the demand of the Voucher Program 
for Speech Language Therapy was developed through the 
weighted random forests and the predictive power was 
compared with the results of CART (Table 2). Weighted 
random forests had higher classification accuracy than CART 
in both training and test data. The analysis results of training 
data showed that the classification accuracy was 72.5% for 
weighted random forests and 71.2% for CART. For test data, it 
was 72.1% for weighted random forests and 70.8% for CART. 

C. Comparison of Language-Related Factors by Model 

Table 3 shows the results of constructing prediction models 
based on CART and weighted random forests using 10 
explanatory variables for predicting the demand of the Voucher 
Program for Speech Language Therapy. In this study, the 
weighted random forests model estimated the key variables 
using the decrease of the GINI coefficients [23]. In the CART-
based model, four variables (i.e., economic activity after 
childbirth, the awareness of Seoul’s welfare counselor 
operation, mean monthly living expenses, and whether welfare 
related information was obtained) were predicted as the factors 
associated with the demand of the Voucher Program for 
Speech Language Therapy and the accuracy was 70.8%. The 
weighted random forest-based model predicted five variables 
(i.e., whether preschooler caregiving services were used or not, 
economic activity after childbirth, the awareness of Seoul’s 
welfare counselor operation, mean monthly living expenses, 
and whether welfare related information was obtained) as the 
variables associated with the demand of the Voucher Program 
for Speech Language Therapy and the accuracy was 72.1%. 

TABLE II.  THE PREDICTION PERFORMANCE OF THE DEVELOPED MODEL 

Data Model Accuracy (%) 

Training data 

Classification and regression tree 71.2 

Weighted random forests 72.5 

Test data 

Classification and regression tree 70.8 

Weighted random forests 72.1 

TABLE III.  COMPARISON OF LANGUAGE-RELATED FACTORS BY MODEL  

Model Factors Characteristics 

Classification and 

regression tree 
4 

Economic activity after childbirth, 
the awareness of Seoul’s welfare 

counselor operation, mean 

monthly living expenses, and 
whether welfare related 

information was obtained 

Weighted random 

forests 
5 

Whether preschooler caregiving 

services were used or not, 

economic activity after childbirth, 
the awareness of Seoul’s welfare 

counselor operation, mean 

monthly living expenses, and 
whether welfare related 

information was obtained 

V. DISCUSSION 

The establishment and expansion of Voucher Programs for 
Speech Language Therapy are very important in the aspect that 
it can enhance the language development of children in the 
high-risk communication disorder group and the quality of 
family’s life. This study developed a model to predict the 
demand for language therapy service targeting preschooler 
without a disability and under parents with language or hearing 
impairment using the weighted random forest algorithm. 

The weighted random forest-based prediction model 
showed that mean monthly living expenses (reflecting the 
mean household income) and whether welfare-related 
information was obtained or not were important factors to 
predict the demand for language therapy service. On the other 
hand, it was confirmed that whether receiving the National 
Basic Living Security or not, reflecting the low-income status 
of a household, was not a key factor. These results posed two 
meanings. First, it is necessary to choose the support target 
based on the actual demand survey rather than prioritizing the 
low-income class to expand the language therapy service. 
Additionally, it is needed to increase the budget and alleviate 
the income criteria for application. Korean Ministry of Health 
and Welfare allocated 83 billion KRW for development and 
rehabilitation service projects in 2019, which is 6.7 billion 
KRW increase from 2018 budget and predicted that it would 
support 57,094 children [24]. However, selection does not 
guarantee that all expenses for developmental rehabilitation 
services will be covered, and the grade will be determined 
according to the income level and the subsidy varies 
accordingly. It is because the demand for language therapy 
services far exceeds the supply. It is mainly because the 
government did not accurately estimate the demand for the 
project. In other words, the government tends to make a rough 
estimate from allocating budget and makes it similar to the 
previous year’s, and the number of target subjects always 
exceeds the actual demand to exhaust the budget and 
malfunction the service continuously. Additionally, although 
each municipal receives application every year, it is already 
full and the existing applicants are given priority. Therefore, 
the entry barriers are too big for the new applicants and it 
requires a counterplan. In the case of Gwangju metropolitan 
city, the budget for language therapy of it is 4,751,074 USD in 
2019, which means that 140 applicants will not be supported 
when they receive graded payment based on the number of 
registered people with disabilities [25]. Therefore, actual 
demand should be surveyed based on mean household income, 
not on low-income households. 

Second, it is necessary to expand the language therapy 
service institutions and actively advertise the system in order to 
successfully expand the service. Under the existing unequal 
service supply system, relatively unfavorable groups should be 
set as service priority subjects and service institutions should 
be secured not to exclude them from services. Since it is 
possible that the access to services may not be guaranteed due 
to a serious information gap [26], supplying institutions and 
local governments, service and administrative agencies, should 
develop active promotion strategies not to make the 
information gap lead to inequality in social welfare services. 
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Another finding of this study was that the accuracy and 
prediction power of weighted random forests was higher than 
those of CART. It is believed that the weighted random forests 
had higher accuracy than CART because the former is based 
on the bagging algorithm that generates diverse decision trees 
from 500 bootstrap samples [27,28]. CART can be used for 
both regression and classification problems, and it is widely 
used because it is simple yet has strong prediction power [29]. 
The decision tree has a small bias, but the variance of the 
model is large because the structure of a tree model varies 
greatly according to the first divided variable. When N-1 
divisions are performed for data (n=N), each area contains only 
one datum and a large tree model generated by it generally has 
an overfitting problem. Pruning is performed to prevent it, and 
a suitable size tree model is selected as a final model to 
conduct a prediction. However, the decision tree is still highly 
likely to have a overfitting problem. 

Hothorn & Lausen (2003) [14] proposed the bagging tree to 
overcome the overfitting problem in this prediction model. The 
bagging tree has the advantage of minimizing the bias using 
each tree model created by bootstrap samples and effectively 
reducing the variance of the model at the same time [14]. 
However, bootstrap samples are positively correlated because 
they are sampled with replacement from the same data. In other 
words, there is a positive correlation between tree models, so 
the prediction value of the bagging tree has a higher variance. 
To complement this, Breiman (2001) [30] proposed random 
forests that can reduce the correlation for each tree model 
created by bootstrap samples. Although random forests is also 
an ensemble technique that predicts result variables by 
generating many tree models using bootstrap samples, just like 
the bagging tree. However, the algorithm for building the tree 
model of it is different from that of the bagging tree. Unlike the 
general tree model, which starts from dividing all the 
explanatory variables in the p-dimension in the growth process, 
the tree models constituting random forests use only randomly 

selected m (≤ p) variables in each division process. The key 

idea of random forests is to give randomness in the growth 
process of the tree model. It can reduce the correlation for each 
tree model through it to make it have better prediction power 
than the bagging tree [31]. Therefore, the results of this study 
suggest using weighted random forests for developing a highly 
accurate prediction model. 

VI. CONCLUSION 

The weighted random forests had higher accuracy than the 
decision-making trees because they maintained the bias of trees 
and reduce the variance. Random forests that extract many 
training datasets, generate trees, and predict a target variable, 
are suitable to construct a prediction model using data 
containing many variables such as the Voucher Program for 
Speech Language Therapy or big data.  Particularly, weighted 
random forests that give higher weights to better-performing 
tree models would have better prediction power than existing 
random forests granting the same weight to all tree models. 
Future studies need to seek ways to enhance the performance 
of weighted random forest models. It is needed to develop 
systematic policies to expand consumer-oriented language 
therapy services based on the developed prediction model for 
the Voucher Program for Speech Language Therapy. 
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