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Abstract—Cloud computing environment has been developed 

rapidly and becomes a popular trend in recent years.  It provides 

on-demand services to several applications with access to an 

unlimited number of resources such as servers, storage, 

networks. Wireless Sensor Network, on the other hand, has been 

enormously progressing in various applications and producing a 

considerable amount of sensor data. Sensor networks are based 

on a group of interconnected small size sensor nodes that can be 

distributed over different geographical areas to observe 

environmental and physical phenomena. Nevertheless, it has 

limitations concerning power, storage, and scalability that need 

to be addressed adequately. Integrating wireless sensor networks 

with cloud computing can overcome these problems. Cloud 

computing provides a more secure and high available platform 

for effective management of sensor data. This paper proposes a 

framework to secure the dataflow of sensor devices from wireless 

sensor networks to cloud computing using an integrated 

environment. The framework presents an authentication scheme 

to validate the identity of sensor devices connected to the cloud 

environment. Furthermore, it provides secure environments with 

high availability and data integrity. 
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I. INTRODUCTION 

Cloud computing is a flourishing technology that has 
appeared in the commercial sector of information technology 
[1]. Its paradigm can make computer software more attractive 
as a service. It eliminates the need for setting up a large 
number of physical devices or operating the infrastructure 
while requiring experts and technical support [2]. Cloud 
Computing is Internet-based computing where resources 
allocations are shared. It provides software and information to 
the computer and all other devices on demand as requested. 
IBM declared that cloud computing is a novel model for using 
and delivering several IT-based services [3]. It allows 
transparent access to cloud services without the need for 
recognizing the underlying technologies or implementation. 

Some common issues, such as security, pricing models, 
scheduling, and integration of different applications, are 
resolved using cloud computing [4]. Moreover, the 
accessibility of essential resources such as memory, bandwidth, 
storage, servers, and networks are supported by cloud 
computing. Furthermore, the “pay as you use” services are 
considered. Fig. 1 shows the general architecture of cloud 
computing. 

Security and privacy are the most critical challenges in 
cloud computing [5]. Security relies on a group of techniques 

that protect sensitive data from the vulnerable attacks and 
ensure data integrity, authentication, and confidentiality [6]. 
Privacy ensures that users can control their sensitive data.  

The security issues cover several areas, including operating 
systems, networks, virtualization, databases, resource 
scheduling, load balancing, and memory management [7]. For 
example, the network that links systems or applications must 
be secure. 

On the other hand, Wireless Sensor Networks (WSNs) are 
self-organizing networks that implemented vastly in various 
applications. WSNs consist of a group of spatial distributed 
multifunctional sensors [8]. These sensors have the capabilities 
of transmitting or monitoring significant environmental or 
physical situations such as temperature, humidity, pressure, 
and sound. Interconnected sensors sense the surrounding 
environment and transfer sensed data to master or sink nodes 
[9]. Fig. 2 shows the general structure of WSNs. 

WSNs become a significant trend in different domains in 
industrial, commercial, governmental, entertainment, medical, 
military, transportation, city management, smart spaces, and 
environmental applications [10]. However, there are still 
several security issues due to limitations in regards to 
communication and interconnectivity. These issues include 
confidentiality, integrity, authentication, availability, and 
freshness of sensor data [11]. Besides, WSNs face many 
challenges as the resources of sensor nodes suffer from low 
power, cost, storage capacity, and bandwidth availability. 

WSNs are exposed to various threats and attacks where the 
attacker can access the sensor node. WSNs security is 
associated with some main requirements, including integrity, 
authentication, freshness, confidentiality, and availability [12]. 
Therefore, an integrated platform is needed to secure data sent 
from WSNs and to ensure security requirements for cloud 
computing. 

This paper presents a secure framework that provides a 
secure dataflow from sensor nodes to cloud computing in an 
integrated environment. An effective authentication scheme is 
developed to validate the identity of sensor devices using their 
sensor serial number and geographic location. Moreover, 
efficient encryption techniques are used to secure data sent 
from sensors to cloud computing, such as public key 
encryption (RSA) and symmetric key encryption (AES). In 
addition, data integrity is addressed in the framework using the 
hashing technique. Furthermore, Scyther analyzer protocol tool 
is used to analyze and validate the proposed security solutions. 
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Fig. 1. General Architecture of Cloud Computing. 

 

Fig. 2. General Structure of WSNs. 

The rest of the paper is organized as follows: In Section II, 
a literature review is presented. Section III introduces the 
architecture of the proposed integrated framework. The design 
and analysis of a secure framework are presented in 
Section IV. An implementation of the proposed framework is 
presented in Section V. Finally, Section VI discusses and 
analyzes the implementation results of the proposed 
framework. 

II. LITERATURE REVIEW 

This section presents an overview of some related 
approaches that have been proposed for integrating WSNs with 
cloud computing. 

In [3], the authors proposed a new framework for wireless 
sensor networks integration with a Cloud computing model. 
This framework shows how the data is shifted from WSN to 
cloud computing. Reliability and availability of wireless sensor 
networks will be promoted by applying cloud computing. The 
proposed system has its useful applications and significant role 
in the medical sciences field. 

A method for processing the sensory data in wireless sensor 
networks and mobile cloud computing (WSN–MCC) 
integration is introduced in [13]. It addresses the critical issues 
concerning WSN–MCC integration. Also, the authors proposed 
a framework for a novel sensory data processing, for 
transmitting available sensory data to the users in a fast, 

reliable, and secure manner. Analytical and experimental 
results are presented to explain that the proposed framework 
can improve the network lifetime, the storage requirement, the 
security and monitoring performance of WSNs, and the 
security of the transmitted sensory data. 

Authors in [14] proposed a flexible, secure scheme for 
data-centric applications in cloud computing based scenario. 
They have taken healthcare application as a case study to show 
the performance analysis of the proposed security method. 
They have tried to eliminate potential security threats and 
guarantee fast and flexible security solutions to the 
fundamental security requirements. 

In [15], the authors proposed a Sensor-cloud infrastructure 
to provide a flexible platform which shares a vast amount of 
sensor data from various applications. They focus on the 
processing of sensor data with the collaboration of WSN and 
cloud securely to access the sensor cloud resources using 
authentication and access control. The authors propose a new 
data processing framework to integrate wireless sensor 
networks with cloud computing. Furthermore, in sensor-cloud 
infrastructure, the identity-based cryptography is proposed to 
facilitate key distribution and authentication. 

A unique based framework is introduced in [16] for 
integrating body area network with cloud computing. This 
framework uses the concept of publish/subscribe (pub/sub) 
broker. The methodology of this framework is implemented by 
transmitting the gathered sensitive data from the patient to the 
web application on cloud computing. The simulation result 
indicated that internal attack detection works well. 

The authors in [17] proposed an integrated architecture of 
wireless sensor networks and cloud computing in an 
agricultural environment. This paper aims to simplify the 
shifting of data from wireless sensor networks to cloud 
computing. The integrated architecture consists of three levels 
including Sensing Data Level, Cloud Service Level (SAAS, 
PAAS, and IAAS) and Control Level. Furthermore, the 
development of the agricultural environment management 
(AEMS) system is based on the architecture of WSNs and 
cloud computing. The testing results of temperature and 
humidity data that are collected from wireless sensors and 
AEMS are presented. 

Since the embedded systems are limited in resources, 
storage, and computing, a framework in [18] is presented to 
extend the local resources of these embedded systems. 
Scalability and high availability are provided in this 
framework. In order to manage the use of cloud computing to 
minimize computation cost and execution time, they 
implement a scheduling algorithm. If the task requires high 
computation, it is applied in cloud computing, while in case of 
medium and low computations, they are implemented in the 
local servers and embedded systems. Moreover, windows azure 
services are used to implement this framework. They used 
response time and throughput metrics in order to evaluate the 
performance of the implemented framework. 

In order to provide confidentiality, authenticity, integrity, 
and privacy of wireless sensor networks, the authors in [19] 
have proposed a framework to secure data delivery in WSNs. 
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They use private cloud computing to increase computation 
resources and storage. Also, to simplify data retrieval, Elliptic 
curve cryptography is used in this framework for encryption 
and decryption of collected data. To prevent some attacks and 
secure the framework, the authors suggest some detection and 
security measurement. Moreover, this framework is 
implemented in the medical field. Finally, they validate the 
performance and robustness of the framework by using 
performance and security analysis. 

III. PROPOSED FRAMEWORK ARCHITECTURE 

The proposed framework securely integrates wireless 
sensor networks environment with cloud computing. Fig. 3 
shows the general architecture of the proposed framework to 
secure dataflow from WSNs environment to cloud computing 
platforms. The framework consists of the following several 
components: sensor nodes, sensor gateway, integration unit, 
Management unit, access policy unit, and cloud platforms 
(databases, servers, and processing unit). 

 The sensor nodes are distributed in different fixed 
geographical locations, and each sensor is identified by a 
unique identifier. A combination ID consists of serial number 
and current geographical location where the sensor node is 
located is used to identify each sensor node. Latitude and 
longitude values of sensor‟s location are concatenated to the 
sensor id as salt, and then the salted id is hashed to make the 
dictionary attack more difficult. 

The sensed data is passed from sensor nodes to the sensor 
gateway directly. The gateway collects sensed data from 
sensors, computes the hash code of collected data, and then 
encrypts both data and hash using a symmetric-key encryption 
method. 

The integration unit is used as a temporary buffer and to 
forward the encrypted data from the sensor network 
environment to cloud computing. After the data is passed to 
cloud computing, the cloud controller will rely on the policy 
management unit to authenticate the identity of each sensor 
node. If the sensor device is identified, the sensed data will be 
forwarded to the application server in cloud computing for 
decrypting received data and applying data integrity technique. 

The load balancer distributes the workload stream across 
multiple application and database servers to improve overall 
availability and achieve high performance. 

On the right side of Fig. 3, the rectangle components show 
the security requirements in each phase during transmitting 
data from sensor devices to cloud computing. The sensor data 
is protected by authentication, confidentiality, and integrity 
techniques at the sensor gateway. During the transmission of 
sensor data from a wireless sensor network to cloud 
computing, a secure connection is provided. 

The authentication of sensor nodes is performed by the 
application server on the cloud side to check their identity. 
Furthermore, availability, confidentiality, and integrity of data 
will be provided in cloud computing. 

 

Fig. 3. An Integrated Framework Architecture. 

In the suggested framework, security requirements are 
provided as follows: 

 Authentication is provided for each sensor device using 
its serial number and current geographical location.  

 Confidentiality is the encryption and decryption of data 
transmitted from sensors to cloud computing. 

 Data Integrity is provided by using a hashing technique 
to ensure that the transmitted data have not been 
modified during transmission. 

 Availability is guaranteed by cloud computing, which 
provides access to an unlimited number of resources. 

IV. FRAMEWORK DESIGN AND ANALYSIS 

A. Operations Design 

This section demonstrates the primary operations of the 
proposed framework. The serial number and geographical 
location of the sensor device are used to validate the identity of 
each device using the authentication scheme explained in the 
next section. 

Data encryption is implemented using symmetric key 
cryptography. In addition, a hashing technique was 
implemented for data integrity. 

Fig. 4 shows a flowchart for the process of sending data at 
the sensor side. It illustrates how the sensed data moved toward 
cloud computing. 

In the beginning, each master node (gateway) reads its 
serial number and current geographical location and then 
attempts to connect to the cloud controller. The sensor device 
is logged in to cloud computing if it is already registered. 
Otherwise, it carries out the registration process first. After that 
the master node collects sensed data from other sensor nodes, 
and then hashes the sensed data. Symmetric-key encryption 
algorithm encrypts both hashed and sensed data before 
transmitting them to cloud computing. 
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Fig. 4. Flowchart for Sending Data at the Sensor Side. 

Fig. 5 shows a flowchart for the process of receiving data 
on the cloud-computing side. Upon the reception of the 
encrypted data at cloud computing, the data is decrypted using 
the same symmetric encryption. The cloud controller computes 
a new hash value of the sensed data and compares it with that 
sent with sensed data. If they match, it stores data to the 
database, otherwise, discards it. 

B. Authentication Scheme Design 

The authentication scheme suggested in [20] has been 
developed in the framework to authenticate the identity of 
master sensor nodes (SN) before transmitting data towards the 
cloud controller (CC). 

 

Fig. 5. Flowchart for Receiving Data on the Cloud-Side. 

This proposed scheme includes registration and 
authentication phases. Fig. 6, and 7 show the sequence 
diagrams of both registration and authentication phases. 

In the beginning, the master node generates a varying time 
nonce ni and sends a connection request to the cloud controller 
after encrypting it using public-key cryptography method. The 
encrypted request involves the sensor‟s serial number sn and 
generated nonce ni. Upon receiving a request, the cloud 
controller checks its log-file, if the sensor node is not 
registered, the registration phase starts when the cloud 
controller creates an account for the sensor device as shown in 
Fig. 6. 
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Fig. 6. The Registration Phase. 

 

Fig. 7. The Authentication Phase. 

While if the sensor node is already registered, the 
authentication phase starts as shown in Fig. 7. 

In the next steps of both phases, the cloud controller 
generates its nonce nr, and then encrypts it with a new session 
key k and sensor‟s ni using the public key of SN before 
sending the response back to the node. The session key will be 
used for encrypting any data sent from the SN toward CC. 
When the SN receives the message sent from the CC, it will 
decrypt it using its private key and will compare its generated 
nonce with the nonce comes back from CC. If they are not 
matched, it will interrupt the connection. The timestamp t1, nr, 
and sensor‟s geographical location loc are sent to the CC after 
encrypting them by symmetric encryption method using the 
session key k. On the cloud side, nonces are compared as same 
as in the sensor side. If they are not matched, the controller will 
close the connection. 

After that, the CC computes the hash value of concatenated 
sn and loc of the SN, store hashed value to the sensor‟s account 
and then sends encrypted t2 with t1 to the SN. After receiving a 
response from SN, the CC accomplishes the registration. In 
case the SN already has an account, the CC compares the 
computed hashed value with that value stored in log-file to 
grant or deny the connection. Otherwise, the sensor device is 
authenticated and ready to send data securely. 

C. Authentication Scheme Evaluation Results 

In this section, Scyther analyzer tool [21] is used to ensure 
and validate the security of the authentication phase. In this 
analysis, the authentication scheme is examined against a set of 
potential attacks.  Each row shows the analysis at each process 
and whether there are attacks or not. Fig. 8 shows the analysis 
results of the authentication scheme. 

 

Fig. 8. Authentication Scheme Analysis. 

The initiator and receiver roles represent both sensor and 
cloud controller sides. The sensor node is represented by 'I' 
while the cloud controller is represented by 'R'. 

During the authentication phase, all sensitive sensor data 
will be selected as claims. The claim statements ensure secret 
data. Different types of claims are defined as follows: 

Secret: It means the term must be secret. 

Alive: It checks the aliveness of all roles. In other words, it 
checks that the roles are communicating with each other. 

Weakagree: To guarantee complete running all the claims 
in the role during the weak agreement. 

Niagree: To guarantee complete running all the claims in 
the role during the non-injective agreement. 

Nisynch: Means that the synchronization is non-injective. 

Commit: It represents effective claims. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 10, No. 7, 2019 

103 | P a g e  

www.ijacsa.thesai.org 

Under the status, there are two columns show whether the 
claim is correct and verified or not. The last column shows the 
comment, which explains the status of the result and whether 
there are some attacks or not. 

Scyther analyzer results, as shown in Fig. 8 prove that all 
sensitive information exchanged between the sensor node and 
cloud controller during the authentication phase is secure and 
protected against any potential attack. 

V. FRAMEWORK IMPLEMENTATION 

This section describes the implementation of the suggested 
integrated framework between cloud computing and WSNs. 
The wireless network consists of two master nodes (raspberry 
pi) distributed in different distant geographical locations 
connected with three sensors. The first master node connected 
with temperature and humidity sensors, and the second one 
placed in another location and connected with an air quality 
sensor. Sensors sense the surrounding environment and 
transmit sensed data every 5 seconds to the cloud computing 
for storing in the database. All sensors run simultaneously in 
different and discrete times. They were connected to the cloud 
environment for three days continuously, and sometimes for a 
few hours or even for a few minutes. 

The private cloud of Qassim University has been used to 
implement the framework using Apache Cloud Stack platform. 
Two application servers and one database server have created 
in the cloud. Sensor nodes connect to the cloud computing 
through a load balancer, which works as a gateway to forward 
the workloads to the most appropriate application server. The 
application server decrypts the sent data and ensures data 
integrity before transmitting it to the MySQL database server. 
The client and cloud servers‟ codes have been written using 
Python programming language. 

VI. IMPLEMENTATION RESULTS AND ANALYSIS 

A. Data Integrity Testing 

The accuracy of data has been tested every time it is 
transmitted or processed and stored in the DB server. 

The integrity test is applied to 77167 records of data stored 
in the database. When the cloud server receives sensed data 
and its hash value, it computes a new hash value and then 
compares it with that value sent from the sensor node to 
provide integrity. Checking these two hashed value proves if 
data being modified or missed after transmitting or during 
processing. 

Received data and hashed values are stored in DB. If values 
are same, the data status in DB assigned to „0‟, i.e., data is not 
modified as shown in Fig. 9; otherwise, data status will be „1‟. 

As a result, 77029 records with status „0‟ and 138 records 
only with status „1‟. As noted during the experiment, the status 
becomes „1‟ only at the beginning of connection for the first 
packet sent from the temperature and humidity sensors, and 
then, the “0” state continues until the end of the connection, 
which leads to stability during sensor data transmission. On the 
other hand, sometimes the status becomes „1‟ when 
intentionally connection is interrupted during transmission. 

 

Fig. 9. Sample of Sensed Data Stored in DB. 

According to the counted zeros and ones, the following 
evaluation metrics are considered: 

-True Positive (TP): 77029 records with equal hashes and 
status „0‟; 

-False Positive (FP): 0 record with not equal hashes and 
status „0‟; 

-False Negative (FN): 0 record with equal hashes and status 
„1‟; 

-True Negative (TN): 138 records with not equal hashes 
and status „1‟. 

Furthermore, in order to test the correctness of integration 
procedures, the received data is first injected with random 
synthesis data, and the computed hashed value is manually 
modified to ensure that the system can detect any changes on 
security procedures. These two measurements were repeated 
several times with the same results. 

B. Availability Testing 

In order to assess the availability of the proposed system, 
load testing is applied in the cloud environment. System 
availability is checked to make sure that the system is running 
regularly even if a portion of network or hardware fails. In 
order to achieve this goal, Cloud-based loading tests are 
accomplished to handle a large number of requests; in addition, 
to managing an unlimited number of resources in the cloud. 

Apache JMeter tool has been used to generate a high load 
test. Three VMs were created (one VM as a master and the 
other two machines as slaves) to produce a large number of 
virtual users. The master-VM is responsible for distributing the 
load of a large number of requests among the slaves-VMs. 
While the slaves-VMs perform the commands of the master by 
sending requests to the target system, and then they send the 
results back to the master. The target is an application server, 
where the load test will be executed. 
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Response time and throughput are measured to assess the 
performance of the cloud system. Response time is a total time 
the system takes to respond to a service request, while the 
throughput is the number of successful requests sent over a 
communication channel. 

Initially, three virtual-users have been started and executed 
ten times for each slave, i.e., each slave executes 30 requests. 
The number of users is increasing exponentially. Both local 
and remote machines have been tested separately. 

Fig. 10 shows the system performance of executing a 
different number of requests by evaluating local and distributed 
remote machines. 

In local testing, the test is conducted using a single 
machine. The result shows that the system has high 
performance if the number of requests is less than 2000 
requests. After that, the average response time increased.  
When the number of requests reaches 10000 requests, the 
average response time is 1890 ms. With rise up the number of 
requests to 20000 requests, the average response time 
extremely increases to 19941ms. Through this massive number 
of requests, some requests fail while other requests take a long 
time to be sent. The result of this simulation shows that higher 
performance is achieved when the number of requests is low. 
While when the number of requests increases, the response 
time becomes unacceptable. 

In order to obtain higher performance when sending a large 
number of requests, the system is expanded using cloud 
capabilities. Remote testing is applied to simulate the cloud 
environment. Fig. 10 shows how the response time improves 
when using remote distributed servers. Note that when the 
number of requests reaches 20000 requests, the average 
response time is less (14533 ms) than the time spent for the 
single local server. 

Fig. 11 shows the performance of the system using the 
throughput metric for local and remote testing. 

As shown in Fig. 11, the throughput increases when the 
number of requests increases using both local and remote 
testing. When the number of requests reaches 10000 requests, 
the throughput peaks to the highest point. However, the 
throughput using remote machines is higher than the local 
machine. 

 

Fig. 10. Average Response Time of Local and Remote Machines. 

 

Fig. 11. Throughput Results for Local and Remote Machines. 

VII. CONCLUSION 

An integrated cloud-based framework is proposed to 
improve the security of data transmitted from wireless sensors 
networks. This paper aims to provide a secure environment for 
the sensed data. Therefore, the authentication scheme has 
implemented to ensure and validate sensors identity. In order to 
provide confidentiality and data integrity, encryption, and 
hashing mechanisms were used. The experimental results 
prove that the system performance is improved when sensor 
networks were integrated with the cloud-computing 
environment compared to local servers. 

The framework proposed in this paper assumes that sensors 
in WSNs are fixed and their position coordinates are constant. 
In the future, features of portable sensors must be considered 
and investigated to enable the framework to protect the 
dataflow of the mobile sensors as well as static. 

Further research is required to develop the framework in 
public and open source cloud services, and then measure 
network performance in terms of privacy, scalability, 
availability, and integrity. Furthermore, there is a need to 
intensify research to provide diverse methods and techniques 
for managing cloud resources and linking them to wireless 
sensor networks. Moreover, the proposed framework must be 
extended to supplement intrusion detection to improve the 
security level. 
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