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Abstract—Social media has recently become a basic source for 

news consumption and sharing among millions of users.  Social 

media platforms enable users to publish and share their own 

generated content with little or no restrictions. However, this 

gives an opportunity for the spread of inaccurate or misleading 

content, which can badly affect users’ beliefs and decisions. This 

is why credibility assessment of social media content has recently 

received tremendous attention. The majority of the studies in the 

literature focused on identifying features that provide a high 

predictive power when fed to data mining models and select the 

model with the highest predictive performance given those 

features. Results of these studies are conflicting regarding the 

best model. Additionally, they disregarded the fact that real-time 

credibility assessment is needed and thus time and resources 

consumption is crucial for model selection. This study tries to fill 

this gap by investigating the performance of different data 

mining techniques for credibility assessments in terms of both 

functional and operational characteristics for a balanced 

evaluation that considers both model performance and 

interoperability. 

Keywords—Data mining; performance evaluation; news 

credibility; Twitter; social media 

I. INTRODUCTION 

Social media platforms suffer from the lack of supervision 
over content which can result in the spread of inaccurate (fake) 
information either unintentionally or intentionally for deceptive 
purposes. That is why using data mining models for content 
credibility assessment has become an important practice in the 
context of social media. To date, the bulk of the work in the 
literature focused on identifying the most informative features 
for higher precision credibility. Features are extracted at 
different levels (user, topic and propagation) level [1]-[9]. 
User-related features such as account/profile, demographics, 
age, account age, followers, photo, behavior (tweeting, 
retweeting) can be extracted and used to evaluate source 
credibility as inaccurate news can probably be created and 
spread by automated software agents or fake accounts created 
only for this sake.  Topic related features can content related or 
contextual related. Content - related features include visual and 
textual features which can be collected and analyzed using 
standard NLP and text analysis techniques (i.e. images 
included, Hash-tags, URLs, sentiments/subjective content, 
etc.).  Contextual information includes topic headlines, users’ 
comments, rates, likes, emotional reactions, number of shares, 
etc. For example, topic/post headline may be misleading 

(known as “clickbait”) which implies non-credible content or 
at least irrelevant content. 

The extracted features are fed into different classification 
models which are then evaluated to identify the best 
performance given those set of features. The used techniques 
include: Logistic Regression (LR) [9]-[12], Decision Trees [1], 
[3], [6], [13]-[17], [19], Artificial Neural Networks 
[20],[21],[22], Support Vector Machines(SVM) [6], [13], [14], 
[15], [17]-[21], [23] Random Forest (RF) [13], [15], [18], [24], 
Naïve Bayesian (NB) [6], [16]-[19], [21] and K-nearest 
Neighbor (KNN) [17], [20], [21]. SVM and Decision Trees are 
the most known and widely used models. Very few works tried 
to use other models such as Linear Discriminant analysis 
(LDA) [21] and Adaptive Boosting (Adaboost) [23]. The 
performance of data mining techniques for credibility analysis 
included only the most well – known techniques disregarding 
more advanced techniques that may better utilize the extracted 
features such as bagged and boosted ensemble models. 
Moreover, the results of the performances are difficult to 
compare as each study recommends a different model and 
therefore, no general agreement can be reached. 

Additionally, those studies focused only on the functional 
capabilities of the models by evaluating their predictive power, 
which, despite being important, is not enough. Operational 
characteristics are as important as functional capabilities. These 
include evaluating time and memory usage during both training 
and runtime. That is, measuring the amount of time and 
memory during model training and the amount needed to 
classify new data. As long classification time or excessive 
memory usage may mean that the model is unsuitable for real-
time environments. Thus, a benchmark or empirical analysis 
that focuses only on the predictive performance will be 
insufficient to evaluate models operability. 

This study tries to fill the gap in the research by focusing 
on news credibility assessment on Twitter as a case study. The 
used dataset for this study is publically available at GitHub1, it 
contains a set of 9252 Twitter news related to US election 2016 
represented by 23 mixed features (numerical and binary). A set 
of 13 chosen models that represent different learning models 
were used in this study to provide an empirical analysis of 
different models and to identify the extent to which they are 
applicable for credibility assessment. LDA was selected as a 

                                                           
1 https://github.com/marianlonga/FakeNews 
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linear learning model, mixture discriminant analysis (MDA), 
SVM, KNN, and NB. Both Multi-layer perceptron (MLP) and 
learning vector quantization (LVQ) were selected as ANNs. 
CART and C50 represent tree-based models and finally, 
Bagging CART (BaggedCart), ADAboost, Gradient boosted 
machine (GBM) and RF represent ensemble learning models. 
The selected models are evaluated based on accuracy, 
precision, recall, F-measure and computational time 
(processing and classification) and memory usage. 

This paper is organized as follows: in Section II, a review 
of the previous empirical analysis of different data mining 
models in credibility assessment is presented. Section III 
provides a step-by-step description of the study methodology. 
Experimental results are discussed in Section IV. And 
Section V concludes the study and sheds light on study 
limitations and possibilities for future work. 

II. DATA MINING FOR CREDIBILITY ASSESSMENT IN SOCIAL 

MEDIA 

Data mining is a process that aims to analyze, identify 
hidden patterns, and discover knowledge from large volumes 
of data. Classification techniques are supervised techniques 
that classify data item into predetermined classes. These 
techniques construct models using the labeled data to predict 
the label of unknown data sets. 

The data mining process begins by applying data 
preprocessing (i.e. data transformation, cleaning, feature 
selection, etc.) is applied to improve the classification 
efficiency of the algorithm. The data set contains each tuple is 
labeled to belong to a predefined class. Part of the tuples is 
used for model construction (training dataset). The models are 
represented as classification rules or mathematical formulae 
and are tested using a set of independent data samples/tuples 
(test dataset) otherwise overfitting may occur. Finally, 
accuracy rate of the model is calculated as the percentage of 
test set tuples that are correctly classified by the model. Data 
mining techniques have been used for assessing the credibility 
of both information content and source. Credibility is assessed 
in terms of multiple features that are related to the news source, 
content and propagation medium. Data mining techniques use 
the features at one or more levels to label information content 
and/or source as credible/non-credible or fake/real. The 
comparisons summarized in Table I were performed among 
different models have conflicting results regarding their 
relative performance to one another. In the work [6], [19], DT 
achieved higher performance than SVM while in [15] SVM 
achieves better performance than DT. In [17], two different 
datasets were used and DT achieved the highest performance 
among other models given the first dataset while KNN was the 
best given the second dataset.  In [20] LR model outperformed 
more sophisticated non-linear models such as ANN, DT, and 
SVM. However, ANN proved higher performance in [21]. 
Ensemble models RF in [13], [18] and Adaboost in [23] proved 
higher performance over SVM. 

In conclusion, there is a need for a unified study that 
analyzes the performance of different models and evaluates 
their performance and applicability for credibility assessment.  

TABLE. I. SUMMARY OF EMPIRICAL STUDIES OF DATA MINING MODELS 

FOR CREDIBILITY ASSESSMENT 

Study Models Best performance 

[1] 

 (SVM) 

 Decision trees 

 extremely randomized trees (ERT) 

 Naive bayes 

ERT 

[6] 

 SVM 

 Decision trees 

 Bayes networks 

Decision tree 

[13] 

 Decision trees 

 Random Forest 

 SVM 

Random Forest 

[14] 
 Decision trees 

 SVM 
Decision tree 

[15] 

 Decision tree 

 SVM 

 Random Forest 

SVM 

[16] 
 Decision tree 

 Naïve Bayes 
Decision tree 

[17] 

 SVM 

 Naïve Bayes 

 KNN 

 decision trees  

 Decision tree for 1st 

dataset 

 KNN for the 2nd 

dataset 

[18] 

 Naïve Bayesian 

 SVM 

 Random forest 

Random Forest 

[19] 

 Decision tree 

 Naïve Bayesian 

 SVM 

Decision tree 

[20] 

 Logistic Regression (LOG) 

 SVM 

 KNN 

 ANN 

 Decision trees 

Logistic Regression 

[21] 

 ANN 

 KNN 

 SVM 

 Naive Bayes 

 Linear discriminant analysis (LDA)  

ANN 

[23] 
 SVM 

 Adaboost 
Adaboost 

III. METHODOLOGY 

A. Dataset 

The used dataset contains twitter news related to US 
elections 2016. The dataset contains 9252 Twitter news 
represented by 22 explanatory variables and one response 
variable. The predictors are related to both news content and 
source. The target variable labels each tweet to be fake/non-
fake represented by (True/False) variable. The dataset contains 
254 instances labeled “unknown” and 2749 with no label. For 
this study unlabeled observations and noisy/unknown ones 
were disregarded.

2
 The remainder 5598 include approximately 

87% labeled false/ to indicate non-fake/real news or other type 
of news (i.e. comment, etc.), where 13% are labeled True to 
indicate fake news. Dataset metadata is presented in Table II. 

                                                           
2 Dealing with missing and noisy labels are out of the scope of this study. 
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B. Data Preprocessing 

1) Data transformation 

 The variable “Tweet Id” was removed for its 
irrelevance to the problem. 

 The variable “text” was used to derive a new variable 
“noofchars” to indicate the number of characters in 
each tweet.  

 The “Description” variable was removed and instead, a 
Boolean variable was added to indicate whether or not 
user profile has a description.  

 “text”, “description”, “Tweet_id”, “created_at” and 
“tweet_source” were removed from the dataset as they 
are considered unrelated to the classification problem. 

 The variables “user_name” and “user_screen_name” 
were removed and instead a new derived variable that 
indicates whether or not the account has a real/nick 
name is added. 

 Binominal variables (user_verified, isfake with 
(true/false) values was transformed into binary (0/1). 

2) Explanatory data analysis: The Purpose of exploratory 

analysis is to discover patterns or correlation between 

explanatory variables. The correlation matrix for the variables 

in the dataset is calculated. The pair-wise correlation among 

variables indicated low correlation among most of the 

variables  except for the pairs: 1) “user_listed_counts-

user_followers_count” and 2)“geo_coordinates–num_ 

hashtags”) as shown in Fig. 1(a) and correlation matrix in 

Fig. 1(b). 

Strong correlation between explanatory variables 
(collinearity) can result in limitations of the analytical models.  
Variance inflation factors (VIF) test [25] was applied on data to 
verify collinearity among explanatory variables. VIF measures 
the variance between two variables when correlated 
compared to variance when they are uncorrelated.  VIF 
value can indicate the degree of collinearity, where, VIF = 1 
means variables are not correlated, 1 < VIF < 5 means 
moderately correlated and VIF >=5 indicates highly correlated 
variables. Results of VIF test indicated high VIF value for the 
variables user_followers_count =5.5, user_listed_count=6.77 
and “infinity” for the variables (num_hashtags and 
geo_coordinates) as shown in Table III(a). 

TABLE. II. DATASET METADATA 

Variable Type level  

Description 

tweet_id Integer Content Id for each Tweet. 

created_at Date/Time Content Date at which tweets had been created 

retweet_count Integer Context Number of time news had been retweeted 

Text Text Content The textual content of the news tweet 

num_hashtags Integer Content Number of hashtags included in the tweet. 

num_mentions Integer Content Number of users who are mentioned in the tweet. 

num_urls Integer Content Number of URLs included in the tweet. 

num_media Integer Content Number of images/videos included in the tweet. 

user_screen_name Text User Account display name 

user_verified Boolean User Whether or not the Twitter account is verified. 

user_friends_count Integer User The number of friends of the author 

user_followers_count Integer User The number of followers the user has. 

user_favourites_count Integer User The number of tweets the user has favorited. 

tweet_source Text User URL of the tweet  

geo_coordinates Integer User The geographic location of the Tweet as reported by the user or client application. 

user_default_profile_image Boolean User Whether or not the user uses the default profile image or his account 

user_description Text User Description included in the profile 

user_listed_count Integer User The number of public lists that the user is a member of. 

user_name Text User User’s unique name. 

user_profile_use_background_image Boolean User  Does the profile has a background image 

user_default_profile Boolean User  Is this the default user account?? 

user_statuses_count Integer User Number of tweets issued by the user 

isfake Boolean Content Label each tweet as fake/real. 
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(a) Pairwise Correlation Matrix. 

 

Fig. 1. (b) Correlation Matrix between Dataset Explanatory Variables. 

The variable with the highest VIF value is removed from 
the dataset and the VIF test is repeated as values may change 
after each variable is removed. Results after removing 
“geo_coordinates” variable and repeating the test for the 2

nd
 

time indicated low VIF for “num_hashatgs” while both 
“user_followers_count” and “user_listed_count” still have high 
VIF values as shown in Table III(b).   

The variable with the highest VIF value 
“user_listed_count” was removed and the test was repeated. 
Results of the 3

rd
 test indicated low VIF value for all the 

variables as shown in Table III(c). 

3) Variable selection: An important step before model 

training is to select the features with the highest predictive 

power. For this study, features are evaluated and ranked based 

on the model in [27]. The model measures the effect of each 

variable on the target via an iterative variables' permutations 

process. The model calculates the mean decrease importance 

of each variable based on which variable is confirmed or 

rejected. Results of the feature selection model confirmed all 

the selected variables as shown in Fig. 2 and Table IV. 
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TABLE. III. (A) VIF VALUES FOR THE 1ST TEST 

Variables VIF 

retweet_count 1.013285 

noofchars 1.366300 

realname 1.467026 

user_verified 1.833684 

user_friends_count 1.058622 

user_followers_count 5.362508 

user_favourites_count 1.143870 

geo_coordinates Inf 

num_hashtags Inf 

num_mentions 1.060546 

num_urls 1.144046 

num_media 1.375882 

user_listed_count 6.621056 

user_default_profile 1.239349 

user_statuses_count 1.549332 

Accountage 1.776116 

Isfake 1.004115 

(B) VIF VALUES FOR THE 2ND
 TEST 

Variables VIF 

retweet_count 1.014 

Noofchars 1.360 

Realname 1.456 

user_verified 1.852 

user_friends_count 1.056 

user_followers_count 5.435 

user_favourites_count 1.109 

num_hashtags 1.065 

num_mentions 1.055 

num_urls 1.148 

num_media 1.382 

user_listed_count 6.689 

user_default_profile 1.228 

user_statuses_count 1.564 

Accountage 1.774 

Isfake 1.003 

(C) VIF VALUES FOR THE 3RD
 TEST 

Variables VIF 

retweet_count 1.013 

Noofchars 1.364 

Realname 1.474 

user_verified 1.815 

user_friends_count  1.051 

user_followers_count  1.142 

user_favourites_count  1.088 

num_hashtags 1.062 

num_mentions 1.055 

num_urls 1.149 

num_media 1.380 

user_default_profile  1.227 

user_statuses_count  1.233 

Accountage 1.768 

Isfake 1.005 

 

Fig. 2. Mean Importance of the Explanatory Variables. 

TABLE. IV. MEAN IMPORTANCE OF THE EXPLANATORY VARIABLES 

Variable meanImp decision 

user_statuses_count 23.14387 Confirmed 

user_followers_count 20.36219 Confirmed 

user_friends_count 19.07434 Confirmed 

user_favourites_count 18.64027 Confirmed 

accountage 16.55834 Confirmed 

user_verified 10.11282 Confirmed 

realname 6.68721 Confirmed 

user_default_profile 6.531671 Confirmed 

num_media 5.164752 Confirmed 

noofchars 4.924822 Confirmed 

num_hashtags 3.645489 Confirmed 

num_mentions 3.544387 Confirmed 

retweet_count 3.29834 Confirmed 

num_urls 2.544324 Confirmed 

C. Analytical Models 

A set of the most known and most widely used models for 
fake news detection in the literature were selected for this 
study. The selected models cover different learning models 
(linear, non-linear, tree-based and ensemble). 

1) Linea- learning models 

 LDA: LDA is a linear learning model that tries to find 
for a grouping of predictors that can discriminate two 
targets. LDA is related to regression as they both try to 
express the relationship between one dependent 
response variable and a set of independent variables. 
However, LDA uses continuous independent variables 
and a categorical dependent variable. The label for the 
new instance is estimated by the probability that inputs 
belong to each class and the instance is assigned the 
class with the highest probability calculated based on 
Bayes Theorem [28]. 

2) Non-linear learning models 

 Mixture Discriminant Analysis (MDA): MDA is an 
extension of LDA that models the within-group 
multivariate density of predictors through a mixture 
(i.e., a weighted sum) of multivariate normal 
distributions [29]. In principle, this approach is useful 
for modeling multivariate non-normality or nonlinear 
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relationships among variables within each group, 
allowing for more accurate classification. to determine 
whether underlying subclasses may be present in each 
group. 

 SVM: A supervised learning model that analyses data 
in order to identify patterns. Given a set of labeled 
training data, SVM represents instances in the dataset 
as points in a high-dimensional space and tries to 
identify the best separating hyperplanes between 
different classes. New instances are represented in the 
same space and are classified to a specific class based 
on their closeness to the separating gap [30]. 

 NB: Naïve Bayesian (NB) is a classification technique 
that is based on Bayes’ theorem [31]. It assumes 
complete variables independence, as the 
presence/absence of one variable is unrelated to the 
presence/absence of any other feature.  It considers that 
all variables independently contribute to the probability 
that the instance belongs to a certain class. NB bases its 
predictions for new observations based on the analysis 
of previous observations. NB model usually outputs a 
probability score and class membership. 

 KNN: KNN is an Instance-based or memory-based 
learning, labeling new instances is based on in-memory 
instances stored in advance. In KNN, no internal model 
is constructed, and computations are performed at 
classification time. KNN only stores instances of the 
training data in the features space and the class of an 
instance is determined based on the majority votes 
from its neighbors. The instance is labeled with the 
class most common among its neighbors. KNN 
determines neighbors based on distance using 
Euclidian, Manhattan or Murkowski distances for 
continuous variables and hamming for categorical 
variables. Calculated distances are used to identify a 
set of training instances (k) that are the closest to the 
new point and label is assigned based on them [32]. 

3) ANNs: ANNs try to mimic the performance of the 

biological neural network of the human brain. ANNs are 

adaptive, fault tolerant and can learn by example. An ANN is 

composed of a set of connected neurons organized in layers. 

The input layer communicates with one or more hidden layers, 

which in turn communicates with the output layer. Layers are 

connected by weighted links. Those links carry signals 

between neurons usually in the form of a real number. The 

output of each neuron is a function of the weighted sum of all 

its inputs. The weights on the connection are adjusted during 

the learning phase to represent the strengths of connections 

between nodes. ANNs come with many structures. The most 

common structures are feed-forward neural network (single 

and multi-layer) and recurrent neural nets. Multilayer 

perceptron (MLP) is a feed-forward ANN that contains at least 

one hidden layer. Neurons in each layer use supervised 

learning techniques [33].  LVQ is also a feed-forward ANN 

that is based on the winner – takes – all learning approach. In 

this approach, the distance is measured between each data 

point and the output. The smaller distance indicates a winner 

which is then adopted by adjusting its weights. It’s as if, the 

prototype is moved closer if it correctly classifies the data 

point or moved away if otherwise [34]. 

4) Tree-based learning: Tree-based learning makes use of 

decision trees as a predictive model. Items are represented in a 

tree structure. In such structure, nodes represent test points for 

variables, leaves represent class labels and branches represent 

a combination of variables that lead to class labels [35]. Two 

popular implementations of DTs are a) CART [36] and C50 

[37]. CART is a binary DT that can be used for classification 

and regression. For classification, CART used Gini index 

function to indicate the purity of the leaf nodes. C5.0 

algorithm is used to build decision tree or a rule set. It works 

by splitting the sample based on the field that provides the 

maximum information gain. It uses subsamples based on a 

variable and iteratively split data until subsamples cannot be 

split any further. Finally, the lowest-level splits are 

reexamined, and those that do not contribute significantly to 

the value of the model are removed/pruned. 

5) Ensemble learning: Ensemble learning trains multiple 

models using the same learning algorithm and set learners to 

solve the problem. The main causes of error in learning are 

due to noise, bias, and variance. Ensemble minimizes these 

factors and may produce a more reliable classification than a 

single classifier. Bagging (i.e. Bagging CART, Random 

Forest) and Boosting (i.e. Ada Boost and Stochastic Gradient 

Boosting) get N learners by generating additional data in the 

training stage. N new training data sets are produced by 

random sampling with replacement from the original set. By 

sampling with replacement, some observations may be 

repeated in each new training data set. In the case of Bagging, 

any element has the same probability to appear in a new data 

set. However, for Boosting the observations are weighted and 

therefore some of them will take part in the new sets more 

often. Both are good at reducing variance but only Boosting 

tries to reduce bias, Bagging may solve the over-fitting 

problem, while Boosting can increase it [38]. 

D. Performance Evaluation Metrics 

The performance of the selected models’ predictive power 
is evaluated based on accuracy, precision, recall, and F-
measure (F1). 
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1) Accuracy: Indicates the ability of the model to 

differentiate the fake and real instances correctly. It’s the 

proportion of true positive (TP) and true negative (TN) in all 

evaluated news: 

         
     

           
             (1) 

where 

TP: is the total number of tweets correctly identified as fake. 

FP: is the total number of tweets incorrectly identified as fake. 

TN: is the total number of tweets correctly identified as real. 

FN: is the total number of tweets incorrectly identified as real. 

2) Precision and recall: Precision and recall can give a 

better insight into the performance as they do not assume 

equal misclassification costs. Precision indicates is the fraction 

of tweets correctly classified as fake among all classified 

instances, while recall is the fraction of tweets correctly 

classified as fake over the total number of fake tweets. 

relevant instances. 

          
  

      
             (2) 

       
  

      
               (3) 

3) F-measure: F-measure (F1) is calculated based on a 

combination of both precision and recall to provide a better 

evaluation of predictive performance. 

   
                      

                
              (4) 

IV. MODEL TRAINING AND VALIDATION 

Model training is an important step, as based on which 
models will behave.  During this step, models are fed with 
labeled training dataset. Dataset was split into 80% for training 
and 20% for testing. For model training, 5 x 2-fold cross-
validation was applied as recommended by [26]. Initial 
parameters are tuned via grid search during the training stage. 
The optimal parameter values are selected based on cross-
validated accuracy as shown in Table V and the mean accuracy 
achieved by the models during the cross-validation is shown in 
Fig. 3. 

 

Fig. 3. Mean Accuracy Values During Cross Validation. 

TABLE. V. PARAMETERS VALUES 

Model Parameters Tuning values 

AdaBoost 

Number of iterations [50,100,150] 

Maximum depth  [1,2,3] 

Weight update coefficient Beriman 

C50 

Trials(number of iterations) 1 

Model(tree-based or rule-based) Rules 

Winnow(use feature selection?) True 

DT Complexity parameter 

[0.0005500550, 

0.0007616146, 

0.0012376238] 

GBM 

Number of trees [50,100,150] 

Interaction depth(number of 

splits) 
[1 , 2 , 3 ] 

Shrinkage(learning rate) 0.1 

 Min observations in node 10 

KNN K [5 , 7 , 9]  

LVQ 
Learning capacity(size) [ 6, 9 , 12]  

K [ 1 , 6 , 11] 

MDA 
Subclasses(#Subclasses Per 
Class) 

[2, 3 , 4]  

MLP 

Learning function Std_Backpropagation 

Maximum iterations(maxit) 100 

Initial weight matrix (initFunc) Randomized_Weights 

number of units in the hidden 

layer(size) 
[1, 3 , 5] 

SVM 
ᵟ 0.08984069 

C (cost of penalty) [0.25, 0.50 , 1.00]  

V. RESULTS AND DISCUSSION 

The experiment was carried out on an Acer machine with 
64-bit Windows 10 OS, Intel® Core™ i7 – 7500U CPU @ 
2.70GHZ and 8 GB Memory using R language. In order to test 
the performance of the selected models, unlabeled 20% of the 
dataset was used as an input the trained models for 
performance evaluation. Results of testing are used to compare 
the models based on a) predictive performance in terms of the 
selected metrics, and b) amount of time and memory usage 
during processing and classification time. 

A. Predictive Power Evaluation 
 

Results in Table VI show that linear-based learning model 
LDA achieved high performance compared to other models 
with 86.41% accuracy, 86.41% precision, 100% recall and 
92.71% F1. Within the non-linear classifiers, SVM 
outperformed other non-linear models with 86.41 % accuracy, 
followed by MDA with 86.07%, KNN with 85.82% where NB 
achieved the lowest accuracy of 85.57%. SVM also 
outperformed the other non-linear models in both recall and F1 
values followed by MDA, KNN and finally NB. However, 
KNN outperformed all non-linear models with precision of 
86.45% followed by SVM with 86.41%, MDA with 86.36% 
and finally NB with 86.35%. It worth noting that NB model 
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works well only with categorical data and cannot perform on 
continuous data. Thus, discretizing the continuous data may 
lead to better performance of this model. 

For ANNs – despite achieving 86.41% accuracy during 
training, LVQ accuracy dropped to 82.49%  to achieve 
approximately 4% lower accuracy, 6% lower recall and 2% 
lower F1 compared to MLP where precision of the two models 
is almost the same with 86.41% for MLP and 86.36% for LVQ. 
For tree-based learning models both CART and C50 trees 
achieved the same performance over all metrics with 86.41% 
accuracy, 86.41% precision, 100% recall and 0.9261 F1.  For 
ensemble learning – based models boosted models (GBM and 
AdaBoost) showed higher accuracy, recall, and F1 compared to 
bagged models (BaggedCart and RF) with 86.41% accuracy, 
100% recall, and 92.71% F1. However, BaggedCart achieved 
86.59% precision which outperforms all the ensemble-learning 
models. Comparison between different models is shown in 
Fig. 4. 

B. Operational Characteristics Evaluation. 

Beside their predictive capabilities, operational 
characteristics in terms of runtime and memory usage were 
tested for each model during both processing and classification 
as shown in Table VII. the running statuses of each model was 
obtained using “profvis” profiling tool in R. Results show 
variation in time and memory consumption as Adaboost has 
the maximum processing time which is much longer than all 
other models recording 1 hour 48 seconds and 350 
milliseconds while, the processing time of all other models 
ranged from 350 milliseconds for LDA (lowest processing 
time) to 42 seconds, 450 milliseconds for RF. For non-linear 
models, KNN achieved the lowest processing time during 

training, followed by MDA, SVM, and finally NB while MDA 
achieved the lowest classification time followed by KNN, 
SVM, and NB. For memory usage, KNN had the minimum 
usage during training and classification followed by MDA, 
NB, and finally SVM. For tree-based models, C50 
outperformed CART in training time while they both achieved 
the same classification time. For memory usage, CART had the 
lowest memory usage. For ANNs, LVQ outperformed MLP 
with lower time and memory usage in both phases.  For 
ensemble learning models BaggedCart achieved the lowest 
processing time while GBM achieved the lowest classification 
time and memory usage during both training and classification 
among the rest of the models. It is worth noting that despite 
their high processing time, AdaBoost achieved reasonable 
classification time in relevance with the ensemble learning 
models. The best classification time was achieved by GBM and 
LVQ (10 milliseconds), followed by CART, C50 and MDA 
(30 milliseconds).  LDA had the lowest memory usage during 
classification, followed by KNN they both had less than 200 
MB memory usage. In runtime, MLP and LVQ achieved the 
lowest memory usage followed by KNN and LDA. 

A comparison between the models based on time and 
memory usage is found in Fig. 5(a,b,c,d). 

Choosing the suitable model has to balance between high 
predictive performances, low classification time and memory 
usage. That’s why LDA and CART can be recommended as 
they provide high predictive power with low time and memory 
usage compared to other models. GBM is recommended too as 
it gives a good balance with the same performance with lower 
classification time and memory but higher processing time and 
memory. 

 

Fig. 4. Performance Comparisons of the Models. 
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TABLE. VI. MODELS’ PERFORMANCE 

Model Accuracy Precision Recall F1 

Linear Based learning 

LDA 0.8641 0.8641 1 0.9271 

Non-Linear Learning 

MDA 0.8607 0.8636 0.9961 0.9251 

SVM 0.8641 0.8641 1 0.9271 

NB 0.8557 0.8635 0.9894 0.9222 

KNN 0.8582 0.8645 0.9913 0.9236 

ANN 

MLP 0.8641 0.8641 1 0.9271 

LVQ 0.8249 0.8636 0.9469 0.9003 

Tree-based Learning 

CART 0.8641 0.8641 1 0.9271 

C50 0.8641 0.8641 1 0.9271 

Ensemble learning 

GBM 0.8641 0.8641 1 0.9271 

BAGGEDCART 0.8549 0.8659 0.9846 0.9214 

AdaBoost 0.8641 0.8624 1 0.9271 

RF 0.8632 0.8645 0.9981 0.9265 

TABLE. VII. TIME AND MEMORY CONSUMPTION OF THE MODELS 

Model 
Processing Classification 

Time(ms) Memory(MB) Time(ms) Memory(MB) 

Linear Learning 

LDA 00:00:00.350 104 00:00:00.090 2.4 

Non-linear Learning 

MDA 00:00:02.750 1419.4 00:00:00.030 3.7 

SVM 00:00:14.550 4097.7 00:00:00.110 60.3 

NB 00:00:20.650 2941.5 00:00:00.930 139.7 

KNN 00:00:02.480 119.6 00:00:00.070 2.3 

Tree-based Learning 

CART 00:00:00.870 180 00:00:00.030 2.4 

C50 00:00:08.750 690 00:00:00.030 3.1 

ANN 

MLP 00:00:12.580 14629.4 00:00:00.010 1.5 

LVQ 00:00:06.150 355.3 00:00:00.010 1.4 

Ensemble Learning 

GBM 00:00:06.360 380.4 00:00:00.010 1.7 

BaggedCART 00:00:05.880 1624.6 00:00:00.100 19.7 

AdaBoost 01:00:48.530 34620.7 00:00:00.110 4.1 

RF 00:00:42.450 4032.2 00:00:00.050 20.4 
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(a)         (b) 

  
(c)        (d) 

Fig. 5. (a) Processing Time of Models3. (b) Classification Time of Models.  (c) Processing Memory usage. (d) Memory usage During Classification. 

                                                           
3AdaBoost Processing time is not included due to its large value compared to other models (3648.53 second). 
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VI. CONCLUSION AND FUTURE WORK 

This study tries to present an evaluation of the 
performances of different data mining models for credibility 
assessment in the context of social media. This study focused 
on Twitter news credibility assessment as a case study. The 
bulk of works in the literature focused on identifying the most 
informative features, feed those features into different models 
to select the model with higher predictive power and all of 
them disregarded time and memory consumption during both 
processing and runtime. Results of these studies contrast each 
other and cannot give a unified decision. This study tries to 
address this limitation by benchmarking different data mining 
models for news credibility assessment on Twitter. Models are 
evaluated in terms of their predictive performance using 
Accuracy, Precision, Recall and F-measure and time and 
memory usage during both processing and prediction. 

However, the study still has some limitations and future 
research opportunities. First, the results on Twitter data may 
not be applicable on different social media contexts (i.e. blogs, 
Facebook, etc.). One possible future research shall utilize 
different datasets in different contexts for the evaluation. 
Another possible future work can be to explore the 
performance of other models including the less well known 
models and deep learning models. Performance can be 
evaluated with missing and noisy labels. 
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