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Abstract—Primary recognition of pulmonary cancer nodules 
eloquently increases the odds of survival, also leads it solider 
problem to resolve, as it often relies on a tomography scan filmic 
examination. By increasing the possibility of effective treatment, 
earlier tumor diagnosis decreases lung cancer mortality. 
Radiologists usually diagnose lung cancer on medical images by a 
systematic analysis that consumes more time and is unreliable 
often, because of the substantial improvement in the transmission 
of data in the healthcare sector, the protection and integrity of 
medical data has been a huge problem for healthcare 
applications. This study utilizes computational intelligence 
techniques. For detection and data transmission, a novel Hybrid 
model is therefore proposed in this paper. Two steps are involved 
in the proposed method where diverse image processing 
procedures are used to detect cancer in the first step using 
MATLAB and data transfer to authorized persons via the IoT 
cloud in the second stage. The simulated steps include pre-
processing, segmentation by Otsu thresholding along with swarm 
intelligence algorithm, extraction of features by local binary 
pattern and classification using the support vector machine 
(SVM). This work demonstrates the dominance of swarm-
intelligent framework over the conventional algorithms in terms 
of performance metrics like sensitivity, accuracy and specificity 
as well as training time. The tests carried out show that the 
model built can achieve up to 92.96 percent sensitivity, 93.53 
percent accuracy and 98.52 percent specificity. 

Keywords—Pulmonary; mortality; carcinogenic; swarm 
intelligence; IoT 

I. INTRODUCTION 
A malicious tumor characterized by uninhibited cell 

evolution in lung tissues is lung cancer. Carcinomas are the 
majority of cancers that originate in the lungs. Most of the 
patients are diagnosed at an advanced stage due to no apparent 
early cancer symptoms [1], which typically results in high 
costs and a worse prognosis. In medical diagnosis and 
treatment, medical imagery has become important. These 
images playa extensive part in clinical applications since 
medical professionals expose attention in exploring the 
interior structure [2]. Several procedures have been 
established based on cross-sectional images, such as magnetic 
resonance imaging (MRI) or computed tomography (CT) or 
other topographic modes [3,4,5]. The application of medical 

image processing has played an important role in both 
technological and clinical aspects in helping to identify and 
examine anomalies by making it easier for medical 
practitioners to work with more scientific and sophisticated 
approaches to solve the problem [6]. A CT Scan obtains 
images of an organ that cannot be seen on a regular x-ray that 
results in earlier diagnosis [7]. The biggest issue with lung 
cancer is that these cases of cancer are later diagnosed, 
making treatments more complicated and decreasing the 
probability of survival subsequently [8]. It is therefore 
important to recognize a modern, robust method for 
diagnosing lung cancer at an earlier stage [9]. For cancer 
diagnosis, CT scan images are being used; they are analyzed 
by radiologists to recognize and identify nodules into 
malignant and benign nodules [10]. These techniques, require 
highly trained radiologists who are not in particular, accessible 
to people in remote regions. In addition, in manual testing, 
there seems to be a significant chance of human error, and 
therefore optimization-based systems are required that can 
assist radiologists in diagnosing and help minimize the 
incidence of false results [11]. To detect the nodules, their 
form, scale, and other characteristics from CT scans, digital 
image processing techniques can be used. In order to design 
specialist support systems for the diagnosis of various diseases 
such as lung cancer identification, medical image processing 
has been widely and rapidly implemented. In addition, the 
existence of nodules that define a patient's destiny is also very 
complex, as their shape and size differ from slice to slice. 
They are often connected, such as arteries or bronchioles, to 
other pulmonary structures [12]. It can also vary the color in 
which they appear on CT scans. These variables contribute to 
the difficulty of defining them. 

In this work an efficient framework is proposed to 
decipher the lung cancer at an early stage and also data 
transmission to medical practitioners. Detection stage involves 
pre-processing, separation of nodules with optimization, 
feature extraction and classification. Transmission stage 
involves transmission of statistical parameters through IoT as 
well as MATLAB IoT cloud Thing speak. As direct data 
transmission is not possible, thingspeak module has been 
considered for effective transmission. The structure of this 
paper contains Section II: related work, discusses about the 
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previous works, Section III proposed methodology represents 
the methods, block diagram and corresponding algorithms, 
Section IV shows segmentation with optimization concepts, 
Section V is the Extraction by LBP method, Section VI is 
Classification by SVM and Section VII presents the 
Simulation results, provides output images, statistical values 
and corresponding thingspeak plots. 

II. RELATED WORK 
Malayil Shanid et al. [13] in 2020 presented a pulmonary 

cancer detection system with SE (slap elephant) optimization 
and deep learning techniques. By this work authors gained 96 
percent accuracy. 

Noor Khehrah et al. [14] in 2020 presented a pulmonary 
nodule detection system with thresholding and statistical 
features techniques. By this work authors gained 93.75 percent 
sensitivity. 

Shankar et al. [15] in 2019 documented an Alzheimer's 
identification technique that uses the gray-level run-length 
matrix and scale-invariant conversion to extract different 
features. By this framework 96.23 percent accuracy is gained  

K.Senthil Kumar et al. [16] in 2019 recognized a lung 
cancer detection scheme by GCPSO. By this model 95 percent 
meticulousness is acquired. 

C.Venkatesh et al. [17] in 2019 projected a detection 
scheme by genetic approach .By this approach 90 percent 
precession. 

Vijh et al. [18] in 2019 proposed a detection procedure 
using whale optimization algorithm and SVM By this work 
authors gained 95 percent accuracy. 

Preethijoon et al. [19] in 2019 projected a respiratory 
cancer recognition strategy with the SVM classifier using 
fuzzy c & k-mean partition methodologies. By this model less 
than 93 percent accuracy is gained. 

S.Perumal et al. [20] in 2018 documented an enhanced 
ABC optimization for cancer detection and classification. 92 
percent proficiency is accomplished by using this procedure. 

Uc-ar et al. [21] in 2019 recommended a detection model 
by Laplacian and Gaussian filter model with CNN 
architecture. In this method 72.97 percent precision is 
attained. 

In all the above conventional (existing) techniques, the 
accuracy is lower. In this paper, therefore, an assorted 
approach is projected where PSO has been used for 
segmentation to obtain greater accuracy along with SVM 
classifier and LBP for feature extraction. 

III. PROPOSED METHODOLOGY 
Fig. 1 shows a detailed view of the proposed system where 

it involves two phases. In first phase lung cancer is identified 
from CT images using the optimization method of swarm 
intelligence. In second phase the data transferred through 
thingspeak and IoT. Initially, the CT input images of lung 
cancer are read from private and public databases. The 
attained CT images typically encompass a noise [22]. In pre-

processing step by the use of median filter the noise is 
condensed. Then, output image of filter is segmented by 
swarm optimization with the Otsu thresholding technique. The 
partitioned image then endures an extraction process by LBP 
to excerpt textural topographies. Then, the extracted 
topographies fed to classification stage to detect whether 
image is normal or abnormal. If the image is anomalous the 
attributes are determined and transferred to the medical 
persons via Thingspeak or IoT. 

A. Pre-processing 
Optimal reliability inspection is improved by image pre-

processing. All images probably contain noise, so the image 
has to be pre-processed by median filtering to suppress the 
noise [23]. It improves the aesthetic value and accuracy of the 
image. 

B. Median Filtering 
This filter reduces the noise of salt and pepper and also 

retains the image edges. The random bit error in a 
communication channel generates salt and pepper noise. The 
median filter is a basic regional sliding kernel that swaps the 
kernel's centre point with the kernel's average of all the pixels 
[24]. 

 
Fig. 1. Proposed Framework. 
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IV. SEGMENTATION WITH OPTIMIZATION 

A. Segmentation 
Segmentation tends to slice the image pixels into sections 

that are directly connected to the objects of the image. 
Typically, it is the basic step for all the computer vision 
systems [25]. Usually, segmentation algorithm relies on pixel 
intensities. All the algorithms entail certain threshold 
parameter to be set. The appropriate threshold results in 
greater segmentation. The threshold value is set bestowing to 
the intensity values [26]. To achieve best threshold value in 
this work otsu thresholding techniques is used. 

B. Otsu Thresholding 
Otsu thresholding is based on the basic idea of identifying 

a threshold that mitigates the weighted variance in the class, 
which is the same as optimizing the variance among classes 
[27]. It works directly on the gray-level bimodal histograms. 
Also no other entity structure description and regional 
continuity is required. It has set numbers, but can be modified 
to suit locally [28]. 

C. Algorithm 
1: Estimate Histogram and likelihood of every intensity value 

2: Initialize xi(0) and μi(0) 

3: Move across all feasible points t=1 Upgrade wi and μi 

 4: Determine σb2 (t) and considered it as preferred threshold 

5: Measure two maxima’sσb12 is the higher limit and the 
value limit is greater or equal to σb22 

6: optimal threshold = (Th1+Th2)/2) 

D. Particle Swarm Optimization 
It is a metaheuristic process used effectively in the study of 

medical images [29]. It mimics the communal movements of 
food-seeking birds [30]. Because of simplicity and generality, 
this algorithm has been effectively used for cancer detection. 
PSO falls quickly, however, into the local optimal solution. 
The argument and alliance of information is a good basic 
principle of PSO. In this process every particle has a 
preliminary position and velocity [31]. Each particle's position 
signifies a probable solution and has a fitness value calculated 
by its fitness function. The position and speed are altered 
based on the fitness value and gets updated. After updating 
with a group of random particles, the procedure pursuits for 
optima. The equations to update position and speed are as 
follows [32]: 

𝑆(𝑡 + 1) = 𝑆(𝑡) + 𝑎1𝑐1[𝑃𝑏𝑒𝑠𝑡(𝑡) −𝑚(𝑡)] + 𝑎2𝑐2[𝐺𝑏𝑒𝑠𝑡(𝑡) −
𝑚(𝑡)]                (1) 

𝑚(t+1)=m(t)+V(t+1) 

Where 𝑐1, 𝑐2 are random values and 𝑎1,𝑎2 are acceleration 
values 

The optimistic concert relies on the fitness function. The 
equation of fitness function is given below: 

𝑓 = ∑ 𝐼𝑛𝑡𝑒𝑟𝑏𝑎𝑛𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒
𝐼𝑛𝑡𝑟𝑎𝑏𝑎𝑛𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒

𝑛
𝑘=1             (2) 

Where k is the number of bands 

The weight of inertia enables global searching which 
enhances the rate of convergence and also reduces the 
iterations, while a small weight of inertia enables local 
searching [1]. 

𝑆(𝑡 + 1) = 𝑊 ∗ 𝑆(𝑡) + 𝑎1𝑐1[𝑃𝑏𝑒𝑠𝑡(𝑡) −𝑚(𝑡)] +
𝑎2𝑐2[𝐺𝑏𝑒𝑠𝑡(𝑡) −𝑚(𝑡)]             (3) 

Where w is weight of inertia the values of constant and 
random inertia are 0.7 & 0.5+rad()/2 respectively. 

Algorithm 

1. Initialize with some random position and velocity 
vectors for the particles. 

2. For all particles in the group calculate fitness value. 

3. When fitness(p) is better compared to fitness(Pbest) 
and Pbest =P. 

4. Assign Gbest as the best particle value. 

5. Determine each particle speed velocity is measured 
for each particle. 

6. Update speed and position of particles. 

V. FEATURE EXTRACTION BY LOCAL BINARY PATTERN 
(LBP) 

In diverse fields, the LBP method has been used. It is a 
texture description operator based on symbols of variances 
between central and adjacent pixels [33]. In this technique a 
binary cypher of every pixel is gained by thresholding its 
surrounding pixel with the centre pixel. If the value of 
adjacent pixel is superior or equal to threshold value it assigns 
1 otherwise 0. First, to evaluate the frequency values of binary 
patterns, a histogram is constructed [34]. The likelihood of a 
binary pattern contained in the image is represented by texture 
characteristics. The equation of LBP is as follows. 

𝐿𝐵𝑃(𝑚𝑐 ,𝑛𝑐) = ∑ 2𝑘𝐿−1
𝑘 𝑓(𝑔𝑘 − 𝑔(𝑚𝑐 ,𝑛𝑐))           (4) 

Where g (𝑚𝑐 ,𝑛𝑐)  is the grey values of center and 
surrounding pixels, f(x) is the function whose value is 0 if g<0 
and 1 if g≥0.Finally, the LBP value is the center pixel 
(𝑚𝑐 ,𝑛𝑐). 

VI. CLASSIFICATION BY SVM 
SVM was formerly used to categorize linearly detached 

data for binary classification. The preliminary purpose is to 
discover an optimum hyper plane [35,36]. The Hyper plane is 
a two-class frontier. It not separates two classes but also 
enhances the boundary between two classes. The boundary is 
the major distance in each class among the hyper plane and 
the nearest data [37]. The ideal boundary is attained by 
maximizing the distance between the support vector and the 
hyper plane Let m=(𝑥1, 𝑥2) and W(m,-1) then for each class 
hyper plane can be expressed as y(t) and the equations can be 
written as follows: 

𝑦(𝑡) = 𝑚𝑥 + 𝑛              (5) 
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𝑚𝑥1 − 𝑥2 + 𝑛 = 0             (6) 

𝑤. 𝑥 + 𝑛 = 0              (7) 

If hyperplane is defined then based on assumptions the 
hypothesis function can be written as follows: 

ℎ𝑓(𝑥𝑖) = �+1 𝑖𝑓 𝑤. 𝑥 + 𝑛 ≥ 0 
−1𝑖𝑓 𝑤. 𝑥 + 𝑛 < 0             (8) 

From the above equation if the point is above the plane 
then it is categorized as +1 otherwise -1.The data set used in 
the proposed method is as shown in Fig. 2. 

 
Fig. 2. Sample Data Set (Courtesy: Satyam Diagnostic Center, 

Anantapuramu). 

VII. SIMULATION RESULTS 
In this work, firstly by using MATLAB, the lung cancer is 

detected and secondly, the attributes attained are transferred to 
doctors using Thingspeak. The CT images are collected from 
private hospital in Ananthapuramu. In this approach the 
problem of thresholding is considered as an optimization issue 
and can be resolved by the particle swarm principle. In this 
work algorithms were implemented using MATLAB 
(R2017b) on an Intel Core i5 PC at 1.80Ghz with a total 
physical memory of 8GB RAM. 

A. Detection Phase using MATLAB 
In Fig. 3 and 4, the input and median filter output of CT 

lung cancer images are shown. The CT image commonly has 
noise with less falsification. The input image is processed into 
a median filter to abolish noise and falsification in the image. 

 
Fig. 3. CT Input Lung Image. 

 
Fig. 4. Median Filter Output. 
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To discern mutant in CT image, together with optimization 
technique, the filter output image is partitioned with Otsu 
thresholding. At first, the CT image is partitioned through 
simple Otsu thresholding in which the segmented classes, "all 
category variance," are greatly increased. By refining by 
particle swarm optimization, the results acquired from the 
thresholding method should be optimized. 

In PSO, by following the maximum particles present, the 
potential solutions, called particles, pass through the space of 
the problem. In Fig. 5 and 6, the segmented output images are 
shown. Fig. 7 shows the classifier output. The features of 
image are extracted by feature extraction with LBP after 
classification. 

1) Statistical Results of Existing Method: The traits 
attained from the proposed model method are shown in 
Table I. 

In the abovementioned table, the proposed method is 
proved as best to obtained the less MSE at 0.186 also high 
PSNR at 42.729 and high accuracy at 96.550% as compared to 
conventional systems. 

B. Data Transmission 
Finally, the obtained result is plotted as graph in the 

ThingSpeak and is shared to the authorized personnel. Fig. 8 
to 13 shows the ThingSpeak plots which are shared to medical 
professionals. 

 
Fig. 5. Segmentation Output by Thresholding. 

 
Fig. 6. Segmented Output by PSO. 

 
Fig. 7. Classifier Output. 

TABLE I. ATTRIBUTES OBTAINED FROM PROPOSED METHOD 

PARAMETERS VALUES 

MSE 0.186 

PSNR 42.729 

Specificity(%) 92.180 

Sensitivity(%) 97.210 

Accuracy (%) 96.550 

Entropy 0.610 

Correlation 0.723 

Processing Time 20.56 

 
Fig. 8. Accuracy Data Plot of ThingSpeak. 
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Fig. 9. Specificity Data Plot of ThingSpeak. 

 
Fig. 10. Mean Square Error Data Plot of ThingSpeak. 

 
Fig. 11. PSNR Data Plot of ThingSpeak. 

 
Fig. 12. Entropy Data Plot of ThingSpeak. 

 
Fig. 13. Correlation Data Plot of ThingSpeak. 

VIII. CONCLUSION 
In this paper, a new strategy to early detection, prediction 

and diagnosis has been introduced in order to improve patient 
safety and mitigate the risks also the data is transferred to 
medical professionals through MATLAB IoT cloud called 
Thingspeak. The image pre-processing and segmentation 
procedures are used for partition the lung nodule along with 
particle swarm algorithm. The several features are extracted 
by LBP to the study of statistical information that assists in the 
decision-making process by SVM whether the tumour is 
malicious or non-malicious. The proposed approach 
outperforms by providing an accuracy of 96.5 percent. The 
interpretation of the obtained results are limited with accuracy 
and specificity parameters due to convergence of local optima 
in the algorithm. Further, these results can be analyzed more 
effectively using deep learning techniques and advanced 
hardware processors in near future. 

378 | P a g e  
www.ijacsa.thesai.org 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 11, No. 11, 2020 

REFERENCES 
[1] A. A. Brindha, S. Indirani, and A. Srinivasan, “Lung cancer detection 

using SVM algorithm and optimization techniques,”Journal of Chemical 
and Pharmaceutical Sciences, vol. 9, no. 4,2016. 

[2] T. Saba, S. Al-Zahrani, and A. Rehman, "Expert system for offline 
clinical guidelines and treatment," Life Sci J, vol. 9, pp. 2639-2658, 
2012. 

[3] A. Norouzi, M. S. M. Rahim, A. Altameem, T. Saba, A. E. Rad, A. 
Rehman, et al., "Medical image segmentation methods, algorithms, and 
applications," IETE Technical Review, vol. 31, pp. 199-213, 2014. 

[4] R. S. Kapse, S. Salankar, and M. Babar, "Literature survey on detection 
of brain tumor from MRI images," IOSr Journal of electronics and 
communication engineering, vol. 10, pp. 80-86, 2015. 

[5] M. Majid, A. Abidin, N. Anuar, K. Kadiran, M. Karis, Z. Yusoff, et al., 
"A comparative study on the application of binary particle swarm 
optimization and binary gravitational search algorithm in feature 
selection for automatic classification of brain tumor MRI," Journal of 
Fundamental and Applied Sciences, vol. 10, pp. 486-498, 2018. 

[6]  A. Kashyap, V. K. Gunjan, A. Kumar, F. Shaik, and A. A. Rao, 
"Computational and Clinical Approach in Lung Cancer Detection and 
Analysis," Procedia Computer Science, vol. 89, pp. 528-533, 2016. 

[7] J. L. Prince and J. M. Links, Medical imaging signals and systems: 
Pearson Prentice Hall Upper Saddle River, NJ, 2006. 

[8] K.Raveendra, P. V. N Reddy, P. V. V Kishore, “A Review on Signature 
and Logo Identification and Extraction using Automatic Logo Based 
Document Image Retrieval Methods “ Helix, Volume:08, Issue :01, 
2018, Pg.:2726-2729. 

[9] B. Rani, A. K. Goel, and R. Kaur, “A modified approach for lung cancer 
detection using bacterial forging optimization algorithm,” International 
Journal of Scientific Research Engineering and Technology, vol. 5, no. 
1, 2016. 

[10] Ning, J.; Zhao, H.; Lan, L.; Sun, P.; Feng, Y. A Computer-Aided 
Detection System for the Detection of Lung Nodules Based on 3D-
ResNet. Appl. Sci., Volume :09, Issue: 5544, 2019. 

[11] Zhang, G.; Yang, Z.; Gong, L.; Jiang, S.; Wang, L.; Cao, X.; Wei, L.; 
Zhang, H.; Liu, Z. An Appraisal of Nodule Diagnosis for Lung Cancer 
in CT Images. J. Med. Syst., Volume:43, Issue: 181, 2019, 43, 181. 

[12] Narayanan, B.N.; Hardie, R.C.; Kebede, T.M Performance analysis of a 
computer-aided detection system for lung nodules in CT at different 
slice thicknesses. J. Med. Imaging, Volume :5, 2018, Pg.No.:5–10. 

[13] Malayil Shanid, Anitha A, “Lung Cancer Detection from CT Images 
Using Salp-Elephant Optimization Based Deep Learning”, Biomedical 
Engineering: Applications, Basis and Communications, Volume: 32, 
Issue No:1, 2020, Pg.No:2050001-1 to 2050001-14. 

[14] Noor Khehrah, Muhammad Shahid Farid, Saira Bilal, Muhammad 
Hassan Khan, “Lung Nodule Detection in CT Images Using Statistical 
and Shape-Based Features”, Journal of Imaging, Volume:06, Issue:06, 
2020, Pg.No:1-14. 

[15] Shankar K, Lakshmanaprabu SK, Khanna A, Tanwar S, Rodrigues JJ, 
Roy NR (2019) Alzheimer detection using Group Grey Wolf 
Optimization based features with convolutional classifier. Comput Electr 
Eng 77:230–243. 

[16] K. Senthil Kumar , K. Venkatalakshmi , K. Karthikeyan, “Lung Cancer 
Detection Using Image Segmentation by means of Various Evolutionary 
Algorithms”Hindawi, Computational and Mathematical Methods in 
Medicine, Research article , 2019,Pg.No:1-16 Article ID 4909846. 

[17] C.Venkatesh, Polaiah Bojja, “A Novel Approach for Lung Lesion 
Segmentation Using Optimization Technique”, Helix the scientific 
explorer , Volume:9, Issue No: 1, 2019,Pg. 4832-4837,E-ISSN: 2319-
5592, DOI 10.29042/2019-4832-4837. 

[18] Vijh S, Gaur D, Kumar S (2019) An intelligent lung tumor diagnosis 
system using whale optimization algorithm and support vector machine. 
Int J Syst Assur Eng Manag 11:1–11. 

[19] PreetiJoon, ShaliniBhaskar Bajaj and AmanJatain, “Segmentation and 
Detection of Lung Cancer Using Image Processing and Clustering 
Techniques” Springer Nature Singapore, Progress in Advanced 
Computing and Intelligent Engineering, Advances in Intelligent Systems 
and Computing , Volume No:1, 2019, Pg.No:13-23. 

[20] S. Perumal , T. Velmurugan, “Lung cancer detection and classification 
on CT CT scan images using enhanced artificial bee colony 
optimization”International Journal of Engineering & Technology, 
Volume No:7, Issue No:2.26, 2018, Pg. No.: 74-79. 

[21] Uc¸ar M, Uc¸ar E (2019) Computer-aided detection of lung nodules in 
chest X-rays using deep convolutional neural networks.Sakarya Univ J 
Comput Inf Sci 2(1):41–52. 

[22] Durga Prasad Tripathi, P. Pardhasaradhi , B.T.P.Madhav, “Statistical 
parameters-based image enhancement techniques in pure and 
nanodispersed 6O.O8 liquid crystalline compounds”, Phase Transitions, 
Volume:91, Issue :08, 2018, Pg.:820-832. 

[23] B.T.P. Madhav, P. Pardhasaradhi, R.K.N.R. Manepalli, P.V.V. Kishore 
& V.G.K.M.Pisipat, “Image enhancement using virtual contrast 
imagefusion on Fe3O4 and ZnO nanodispersed decyloxybenzoic acid”, 
Liquid Crystals, Taylor & Francis, Volume:42, Issue:9, 2018,Pg.:1329-
1336. 

[24] C.Venkatesh, Polaiah Bojja, “Development of Qualitative Model for 
Detection of Lung Cancer Using Optimization”, International Journal of 
Innovative Technology and Exploring Engineering, Volume: 08, Issue: 
09, July 2019, Page No.:.3143-3147. 

[25] Md Zia Ur Rahman, B. M. K Reddy. “Efficient SAR Image 
Segmentation Using Bias Field Estimation”, Journal of Scientific & 
Industrial Research, volume :76, Issue:06, 2017, Pg.:335-338. 

[26] Syed Inthiyaz, B.T.P.Madhav, P.V.V.Kishore, “ Flower image 
segmentation with PCA fused colored covariance and gabor texture 
features based level sets”, Ain Shams Engineering Journal, Volume:9, 
Issue: 4,2018, Pg.:3277-3291. 

[27] Otsu N (1979) A threshold selection method from gray-level 
histograms.IEEE Trans Sys Man Cyber 9(1):62–66. 

[28] Aparna Puvvadi, Polurie Venkata Vijay Kishore, “An Efficient Medical 
Image Watermarking Technique in E-healthcare Application Using 
Hybridization of Compression and Cryptography Algorithm”, Journal of 
Intelligent Systems, Volume:27, Issue:1,2017, Pg.:No:115-133. 

[29] B. Malakonda Reddy, Md. Zia Ur Rahman, “SAR Electromagnetic 
Image Conditioning Using a New Adaptive Particle Swarm 
Optimization”, ACES JOURNAL, Volume:33, Issue :12, 2018, 
Pg.:1439-1446. 

[30] Ahmed Sultan Al-Hegami , Abeer Saleh Hamdi Bin-Ghodel , “ A 
Particle Swarm based Approach for Classification of Cancer based on 
CT Scan” International Journal of Computer Applications Volume:178, 
Issue :12, 2019, Pg.No:26-31. 

[31] P.V.V.Kishore, Ch. Raghava Prasad, “Computer vision based train 
rolling stock examination”, Optik, Elsevier, Volume:13, 2017, Pg.:427-
444. 

[32] Prasanna, N. Merrin; Bojja, Polaiah, “Optimization of Rotary Kiln in 
Cement Industry Using Conventional Control Systems” Helix, 
Volume:9, Issue:1, Pg.:4843- 4849. 

[33] T. Ojala, M. Pietik¨ainen and D. Harwood, “A comparative study of 
texture measures with classification based on feature distributions” 
Pattern Recognition vol. 29, 1996. 

[34] C.Venkatesh,K.Bhagyalakshmi,L.Sivayamini, “Detection of Diverse 
Tumefactions in Medial images by Various Cumulation Methods” 
International Research Journal of Engineering and Technology(IRJET), 
,Volume: 04, Issue: 08,Aug2017, Pg.No:1195-1200. 

[35] V. Ratna Bhargavi,V. Rajesh, “Computer Aided Bright Lesion 
Classification in Fundus Image Based on Feature Extraction”, 
International Journal of Pattern Recognition and Artificial Intelligence, 
Volume: 32, Issue :11, 2018, 

[36] E.Kiran Kumar, P.V.V.Kishore, A.S.C.S.Sastry, M.Teja Kiran Kumar, 
D.Anil Kumar, “Training CNNs for 3-D Sign Language Recognition 
With Color Texture Coded Joint Angular Displacement Maps” IEEE 
Signal Processing Letters, Volume:25, Issue:5, 2018,Pg.:645-649. 

[37] Puvvadi Aparna, Polurie Venkata Vijay Kishore, “Biometric-based 
efficient medical image watermarking in E-healthcare application”, IET 
Image Processing, Volume:13, Issue :03, 2019, Pg.:421-428. 

379 | P a g e  
www.ijacsa.thesai.org 

https://www.sciencedirect.com/science/article/pii/S2090447918300078%23!
https://www.sciencedirect.com/science/article/pii/S2090447918300078%23!
https://www.sciencedirect.com/science/article/pii/S2090447918300078%23!
https://www.degruyter.com/view/journals/jisys/27/1/jisys.27.issue-1.xml
https://www.sciencedirect.com/science/article/abs/pii/S0030402616316138%23!
https://www.sciencedirect.com/science/article/abs/pii/S0030402616316138%23!
https://www.worldscientific.com/doi/abs/10.1142/S0218001418500349
https://www.worldscientific.com/doi/abs/10.1142/S0218001418500349
https://www.worldscientific.com/worldscinet/ijprai
https://www.worldscientific.com/toc/ijprai/32/11

	I. Introduction
	II. Related Work
	III. Proposed Methodology
	A. Pre-processing
	B. Median Filtering

	IV. Segmentation with Optimization
	A. Segmentation
	B. Otsu Thresholding
	C. Algorithm
	D. Particle Swarm Optimization

	V. Feature Extraction by Local Binary Pattern (LBP)
	VI. Classification by SVM
	VII.  Simulation Results
	A. Detection Phase using MATLAB
	1) Statistical Results of Existing Method: The traits attained from the proposed model method are shown in Table I.

	B. Data Transmission

	VIII. Conclusion

