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Abstract—This article solves the problem of detecting medical 
masks on a person's face. Medical mask is one of the most 
effective measures to prevent infection with COVID-19, and its 
automatic detection is an actual task. The introduction of 
automatic recognition of medical masks in existing information 
security systems will allow quickly identify the violator of the 
mask regime, which in turn will increase security in a pandemic. 
The article provides a detailed analysis of existing solutions for 
face detection and automatic recognition of medical masks, 
method based on the use of convolutional neural networks was 
proposed. A distinctive feature of the new method is the use of 
two neural networks at once, using the RetinaFace neural 
network architecture at the face search stage and using the 
Resnet neural network architecture at the face mask recognition 
stage. It is shown that the use of transfer learning on scales, 
learned to work with faces, significantly accelerates learning and 
increases the accuracy of recognition. However, with this 
approach, there are some false positives, for example, when you 
try to cover your face with your hands, imitating a medical mask. 
Based on the study, we can conclude that the algorithm is 
applicable in the security system to determine the 
presence/absence of a medical mask on a person's face, as well as 
the need for additional research to solve the problems of false 
positives of the algorithm. 
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I. INTRODUCTION 
Nowadays the task of recognition the presence of a 

medical mask on a person's face has become very relevant in 
the condition of growing incidence of the new COVID-19 
coronavirus infection. Medical mask is one of the effective 
measures for the prevention infection with COVID-19, its use 
minimizes the risk of spreading this disease. 

Under the recognition task have a medical mask on the 
face of the man in this article means the following: on the 
input image to find metabologia all persons, for each person to 
determine the existence of face masks and give a certain 
confidence to this event. 

The solution to the problem of recognizing a medical mask 
is also solved using convolutional neural networks. So, in [1], 
the authors solve the problem of face recognition in medical 
masks. In the real world, when a person tries to hide from 
systems such as video surveillance, having a face mask is one 

of the most common ways. If you have a medical mask on 
your face, the accuracy of facial recognition is reduced. The 
authors have conducted many studies on face recognition in 
various conditions, such as changes in posture or lighting, 
image degradation, and so on. The focus of this work is on 
medical masks, and especially improving the accuracy of 
facial recognition in medical masks. The authors solved the 
problem of detecting masked faces using a multitasking 
cascading convolutional neural network (MTCNN). Then, 
facial features are extracted using the Google FaceNet model. 
Finally, the classification task was performed by the authors 
using the Support Vector Machine (SVM). In [2], it is 
discussed that in recent years, face recognition has become a 
very difficult task due to various types of occlusion or masks, 
such as sunglasses, scarves, hats, and various types of makeup 
or disguise. All this affects the accuracy of facial recognition. 
Despite the fact that many algorithms for face recognition 
have been developed recently, which are widely used and 
provide better performance, little has been done in the field of 
face recognition in masks. Therefore, in this work, the authors 
chose a statistical procedure that is used in the recognition of 
unmasked faces, as well as used in the technique of face 
recognition in masks. RSA is a more efficient and successful 
statistical method that is widely used. For this reason, the RSA 
algorithm was chosen in this paper. Finally, there is also a 
comparative study for better understanding. In [3], the authors 
propose a new cascade structure based on convolutional neural 
networks, which consists of three carefully designed 
convolutional neural networks for detecting masked faces. The 
authors in their work talk about the applicability of the 
algorithm for tracking and identifying criminals or terrorists. 

As you can see, the task confirms its relevance. Despite the 
relative simplicity of the task, recognizing medical masks on 
faces involves solving a number of non-trivial issues. Due to 
the widespread introduction and development of new 
information technologies, namely neural network approaches, 
in many areas of human life, there is a new task of automatic 
detection of a medical mask on a person's face, which will 
automatically monitor compliance with the mask mode. 

II. REVIEW OF EXISTING APPROACHES TO THE 
RECOGNITION OF MEDICAL MASKS 

From the analysis of various algorithms and methods for 
recognizing medical masks, it follows that in the structural 
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scheme of any image recognition method, as a rule, the 
following two typical types of mask recognition algorithms 
can be distinguished: 

1) Search for a face in the image and then determine the 
mask on a person's face; 

2) Search for a mask in an image without first identifying 
the face. 

In addition, the construction of an algorithm for 
recognizing medical masks is based on a priori information 
about the subject area (in this case, on the characteristics of 
the person's face and the type of mask) and is corrected by 
empirical information that appears during the development of 
the algorithm. 

The purpose of the face detection process (Fig. 1) is to 
localize all areas of the image that may contain a face, 
regardless of external lighting conditions, occlusion, etc. 
Despite the presence of distinctive features in the facial 
structure, this is quite a difficult task, since the features vary 
greatly depending on gender, skin color, and facial expression. 

A significant number of factors can affect the detection of 
faces in a photo [4]: 

1) Face position: the face in the image can be rotated at 
any angle of pitch, yaw, or roll. 

2) Some parts of the face may be partially covered, which 
greatly complicates the ability to detect faces. 

3) Different lighting conditions (the type the amount and 
direction of light sources, the color and brightness, the 
presence of shadows, color balance of camera, image 
distortion introduced by the optical system, etc.). For example, 
when lighting is used, the part of the face is very bright, while 
the other part is very dark, and it can influence the result. 

4) The presence of normal or sunglasses, beards, 
moustaches, and various accessories make more errors in face 
detection. 

5) The face size can change many times depending on the 
distance to the image. 

6) Faces can be placed on different backgrounds: fixed, 
low contrast, noisy, etc., which can also make an error in the 
result of the face detection algorithm. 

7) Different expressions and emotions: laughter, anger, 
surprise, etc., which can also affect the detection of faces. 

Since face detection algorithms require a priori 
information about the face [5], the following categories of 
methods can be distinguished: 

1) Feature-based methods (Fig. 2). For this category of 
methods, there are three areas, one of which they are based on: 
high-level feature analysis, low-level analysis, and methods 
based on form modeling. As a rule, the task of determining the 
face in an image is associated with the localization of this face 
on a complex background. Low-level analysis is based on 
feature segmentation based on image finite elements. Feature-
based methods perform operations on image regions, taking 
into account the geometry and semantics of the face. The 

representativeness of these features is slightly higher in 
comparison with low-level analysis. 

2) Image classification methods (Fig. 3). These methods 
are based on the construction of implicit facial patterns based 
on machine learning and modeling methods. This group of 
methods uses image recognition tools, presenting the face 
detection problem as a special case of the recognition 
problem. 

After preliminary selection of the face on the image, it is 
binary classified for the presence or absence of a medical 
mask. In order to classify an image as «there is a mask/no 
mask», the face image is correlated with a feature vector 
calculated in some way. The most common way to get such a 
vector is to use the face image itself, with each pixel becoming 
a component of the vector. The main disadvantage of this 
method of representation is the extremely high dimension of 
the feature space, which increases the demand for computing 
power of the equipment. The advantage is a fairly high 
accuracy of classification. Thus, the task of automatically 
classifying images of people's faces by the values «there is a 
mask/no mask» is a typical task of learning from use cases [6]. 

The second method of determining the mask on the face is 
the direct determination of the medical mask on the image 
immediately, without first determining the faces. 

 
Fig. 1. Face Detection. 

Feature-based 
methods

Color analysis Group analysis Face movement Face shapes Face templates
 

Fig. 2. Structure of Feature-based Methods. 

Image classification 
methods

Convolutional 
neural networks Factor analysis RSA SVM Markov chains

 
Fig. 3. Structure of Image Classification Methods. 
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From the analysis, it was revealed that to solve the 
problem of face detection, it is most preferable to choose the 
neural network approach as the main method. This choice was 
made based on the fact that this method provides: 

1) The ability to detect a large number of faces in the 
image. 

2) Ability to process images where the face angle is 
different from the front (with a yaw angle of up to 90°). 

3) Ability to predict key points of the face to align it. 

III. ARCHITECTURE OF THE MEDICAL MASK RECOGNITION 
SOLUTION 

The proposed architecture consists of the following main 
elements: face detection by a fast one-step detector, face 
alignment, and face classification by a light convolutional 
neural network trained using transfer learning on scales for 
face recognition. 

A. Detection and Face Alignment 
At the first stage, the RetinaFace neural network 

architecture was chosen as the basis for the face search 
algorithm in the image. RetinaFace is a neural network 
architecture based on the detection and classification of 
objects at different levels of the “main highway” architecture. 
The Resnet50 network was used as the main neural network 
required for feature extraction. Distinctive feature: 
distinguishing faces in one run using the specified grid of 
Windows (default box) on the image pyramid (Fig. 4). In this 
way, both large and small faces are detected in a single 
network run. 

In [7], it is shown that this solution solves the problem of 
finding and localizing a face quickly and accurately. 

Since RetinaFace allows you to predict not only the 
localization of the face, but also the five key points of the 
face: eyes, nose and corners of the mouth, we can determine 
the angle of the face roll as follows: 

arctan( )I
M

θ =  

I – the distance between the eyes; 

M – the distance between the corners of the mouth. 

After getting information about the angle, we can align the 
image of the face so that the eye level is on a straight line 
parallel to the abscissa axis. In other words, as a result of this 
operation, all faces will be aligned. 

B. Detection of Mask on Face 
Finally, the process of recognizing the presence of a 

medical mask on the face s determined by learning the 
classifier in the form of a light convolutional neural network 
[8, 9, 10]. Convolutional layers transform the input image into 
a feature vector that is passed through a linear layer [11] of the 
following type (Fig. 5): 

In the case of these classifications, the quality functional is 
obvious and, therefore, often used [12]: 

( )( , , )train test
xQ f I Iφ  

which determines the percentage of correctly classified 
objects that are represented in the use cases of the Itest test 
sample constructed using the formalized φ(x) method of the 
Itrain learning sample. 

Algorithm 1 The Pseudo-code of Mask Detection on PyTorch 

    Input: image array (w,h,c) 

1. dets=predict_face(image) 

2. eye_angle=math.atan(dets[5][1]/dets[7][0])*180/math.pi 

3. crop_image=ndimage.rotate(image,eye_angle)[dets[3]:det
s[4],dets[1]:dets[2]] 

4. out = predict_masks(img) 

Output Class-wise affinity score 

It is not common enough for training with random 
initialization of weights [13] to take place in practice, since a 
data set of sufficiently large and necessary size is rarely 
available. To speed up learning, the Transfer Learning 
technology [14, 15] is used: ready – made weights of the 
trained model are taken (usually ImageNet [16], containing 
1.2 million images with 1000 categories), and then the weights 
of this trained model are used either as initialization or as a 
way to extract fixed features for the task of interest. 

 
Fig. 4. Fully Connected Layer of the Medical Mask Recognition Neural Network Classifier. 
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Fig. 5. Fully Connected Layer of the Medical Mask Recognition Neural 

Network Classifier. 

IV. RESULT 
The training was conducted through transfer learning. Two 

approaches were prepared: in the first approach, the weights of 
the ResNet neural network were initialized with weights 
trained on ImageNet, and the second approach: the weights of 
the ResNet neural network were initialized with weights 
trained to recognize faces on the ArcFace metric [17]. 
Comparative transfer learning graphs for different pre-trained 
weights are shown in Fig. 6. 

The graphs show that the model initialized with ArcFace 
weights [8] converges faster than the model initialized with 
ImageNet weights. 

The validation part of the data sets was used to measure 
the accuracy of facial recognition in medical masks. Table I 
shows the recognition accuracy. Accuracy and completeness 
parameters [18] are used for quality assessment at the selected 
threshold 0.5. 

TPaccurancy
TP FP

=
+

TPrecall
TP FN

=
+  

TP – true positive examples; 

FP – false positive examples; 

FN – false negative examples. 

Fig. 7 shows examples of how medical mask recognition 
works. 

  
              (a)                (b) 

  
                (c)        (d) 

Fig. 6. Graphs of Changes during Validation: a) Errors when Initializing the Model with ImageNet Weights b) Accuracy when Initializing the Model with 
ImageNet Weights C) Errors when Initializing the Model with ArcFace Weights d) Accuracy when Initializing the Model with ArcFace Weights. 

TABLE I. QUALITY PARAMETERS OF RECOGNITION MEDICAL MASKS MODEL 

 Accuracy of learning sample Accuracy of test sample Completeness of test sample 

Recognition medical mask 99.8542 91.5621 92.4562 
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To demonstrate the performance and accuracy of the 
classification algorithm, there is an integral characteristic of 
the ROC curve [19] – another visualization method. The 
ROC-AUC curve shows what values accuracy and 
completeness take for different thresholds for making the 
«there is a mask/no mask» decision. The area under the curve 
[20] also characterizes the quality of the classification 
algorithm – the larger it is, the better. High accuracy 
determines a lower level of false positives. 

Fig. 7 shows the ROC curve for the proposed algorithm. 
The area under the ROC curve is 0.98, which is a pretty good 
indicator. 

Fig. 8 shows the examples of how medical mask 
recognition works. The left part of the drawing shows the 
original image with faces selected in the bounding box – the 
result of the RetinaFace neural network, the right part of the 

drawing shows the result of recognizing the presence/absence 
of a medical mask on the found face with some confidence. 

 
Fig. 7. ROC Curve of the Proposed Classifier. 

  

  

  
Fig. 8. Examples of Medical Masks Detector Functioning. 
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V. COMPARISON WITH OTHER METHODS 
As can be seen from the analysis of existing developments 

in the field of medical mask recognition, most approaches are 
based on neural network methods [1, 2, 3]. The main 
difference between the proposed method and the existing ones 
is the use of pre-trained weights on faces to initialize the 
neural network before training, which significantly increases 
both the learning speed (up to 10 epochs) and the quality of 
the classifier. Table II shows the quality indicators of 
recognition of medical masks in the test sample. 

For works [1,2], the accuracy is taken as the average for all 
test scenarios. 

TABLE II. VERIFICATION RESULTS (%) OF DIFFERENT MASK DETECTION 
ALGORITHMS 

 
Accuracy of 
learning 
sample 

Accuracy of test 
sample 

Completeness of 
test sample 

MTCNN + FaceNet 
+ SVM 99.7862 82.4862 – 

PCA – 83.11 – 

3 Cascade-CNN  86.6 87.8 

RetinaFace + 
Resnet (TL)  99.8542 91.5621 92.4562 

VI. CONCLUSION 
This article presents a solution based on the use of two 

convolutional neural networks to predict the presence of a 
medical mask on a person's face. As can be seen from the 
results, the algorithm is able to accurately determine the 
presence of a medical mask, but there are some false positives, 
for example, when you try to cover your face with your hands, 
imitating a medical mask. The speed of the full processing 
cycle from obtaining a raw image to making a decision about 
the presence of a medical mask is less than 50 ms. The 
advantage of using this structure is its flexibility in terms of 
replacing classification algorithms with more efficient ones in 
the future. Also, in the course of the work, a unique database 
of faces in medical masks was collected, which is necessary 
for training a more effective classifier. The general 
disadvantage of the proposed algorithm is its computational 
complexity, and this factor cannot be ignored when building 
information systems that operate in real time. However, due to 
the rapid development of computer technology at the present 
time, these shortcomings can be overcome in the near future. 
In the future, it is planned to improve the accuracy of 
recognition of medical masks in more complex scenarios 
without loss in processing speed. Using graphics accelerators 
for neural networks is especially promising for solving such 
problems. 
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