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Abstract—Opinion mining (known as sentiment analysis or
emotion Artificial Intelligence) holds important roles for e-
commerce and benefits to numerous business and organizations.
It studies the use of natural language processing, text analysis,
computational linguistics, and biometrics to provide us business
valuable insights into how people feel about our product brand
or service. In this study, we investigate reviews from Amazon
Fine Food Reviews dataset including about 500,000 reviews and
propose a method to transform reviews into features including
Opinion Words which then can be used for reviews classification
tasks by machine learning algorithms. From the obtained results,
we evaluate useful Opinion Words which can be informative to
identify whether the review is positive or negative.
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I. INTRODUCTION

Along with the strong development of Internet, e-
commerce applications, social media such as reviews, fo-
rums, blogs, Facebook are increasingly popular. In order to
effectively exploit the source of opinion data that users have
implemented to evaluate products or raise their views on
an issue they are interested in.From there, providing them
with useful decisions suitable for individuals, organizations,
opinion mining or sentiment analysis system is considered
as a decision support tool. The main purpose of opinion
mining [19][20] is the research to analyze, calculate the
human viewpoints, assessments, attitudes and emotions about
objects. such as products, services, organizations, individuals,
problems, events, topics, and their various aspects.Opinion
mining into three issues as follows: Document-based opinion
mining: this is the level of simplicity of opinion mining,
the document contains a point of view about a main object
expressed by the author of the document. There are two
main ways to explore material-based perspectives supervised
and unsupervised learning. Sentence-based opinion mining:
A single document can contain multiple perspectives even
on similar entities. When a more detailed analysis of the
various perspectives expressed in the entity documents is
sought, a point-based concept mining is carried out. Aspect-
based or feature-based opinion mining: research is a research

problem focused on identifying all Emotional manifestations in
a given document and the aspects they refer to. The previous
two methods work well when the entire document or each
sentence refers to a single entity. However, in many cases,
when referring to entities with many aspects (many attributes)
and different views on each of the above aspects. This usually
happens in product reviews or in discussion forums specific to
specific product categories.

Currently, the main approaches to building a opinion
mining system include lexicon-based approach [21] and ap-
proach machine learning-based [22], hybrid-based approach
[22], and recently there is an in-depth approach (deep learning-
based) [24]. For lexicon-based approaches, the sentiment dic-
tionary and sentinel words are used to determine polarity.
There are three techniques [20] for building an emotional
vocabulary: manual-based, corpus-based, and dictionary-based
approach.These methods have the advantage that emotional
vocabulary has broad knowledge. However, the finite number
of words in the vocabulary and the emotional score are per-
manently assigned to the words in the text [23]. For machine
learning-based approach that uses classification techniques to
conduct perspective classification, it consists of two data sets:
training data set and test data set. Training sets are used to learn
the different characteristics of a document, while test sets are
used to test the effectiveness of the classifier.The approaches
of machine learning method to classify views such as: specific
probability classification are Naive Bayes, Bayesian Network,
Maximum Entropy used [25]; classification based on deci-
sion trees [26]; linear classification as SVM (Support Vector
Machine) [25] or Neural Network; rule-based classification.
Machine-based approaches are adaptable and create models
for contextual specific purposes. However, the applicability is
low for new data because it requires the labeling data that can
be expensive, the learning ability of machine learning models
is weak, so the predictive accuracy is not high. For hybrid-
based approaches [23] is a combination of machine learning
and vocabulary-based approaches to improve classification
performance. However, the drawback of this method is that
the assessment documents have a lot of noise from words not
related to the entity or aspect of the assessment) are usually
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assigned a neutral point because the method does not detect
any public opinion.

To enhance the predictive performance of the classification
algorithm to achieve high classification efficiency, solve large-
scale data problems and overcome limitations when exploring
views for New classes are included in the training system
during the test because some learned models are not able to
handle new unknown classes. Ensemple methods overcome
these limitations and aim to have a strong model by combining
training decisions across categories rather than on a single
classification.The ensemble methods have greater flexibility
and generalization than a single classification. In this paper,
we propose a method to convert assessments into features that
include opinion words that can then be used to evaluate classi-
fication tasks using the ensemble learning algorithm. with the
same weak learning sets such as Decision Tree Classification
(dtc), Gradient Boosting Classifier (gbc), Random Forest (rf).

The rest of this paper is organized as follows. Section
II presents related work. Section III presents our proposed
method for classification for reviews based on the proposed
set of feeling words. Section IV shows the experiments with
three ensemble methods on Amazon Fine Foods reviews. The
conclusion of the paper is presented in Section V.

II. RELATED WORK

Text classification [9] is considered as the act of dividing
a set of input documents into two or more categories where
each document can be said to belong to one or multiple classes.
Large growth of information flows and especially the explosive
growth of Internet and computer network promoted growth of
automated text classification. Development and advancements
in computer hardware can provide enough computing power to
allow automated text classification to be used in practical appli-
cations. Text classification is popularly used to handle spam
emails, classify large text collections into topical categories,
manage knowledge and also to help Internet search engines.

Numerous studies have proposed robust algorithms for
Natural language processing. Jyoti Yadav et al. [1] proposed
to use K-means algorithms as the preferred partitional cluster-
ing methodology. The algorithm removed the requirement of
specifying the value of k in advance practically which is very
difficult. This algorithmic program can obtain the best variety
of cluster Second algorithmic program cut back complexity.
Some algorithmic programs use data structure that will be used
to store information in every iteration which information will
be employed in the next iteration. It increases the speed of
clustering and cut back complexity.

In [4], the authors deployed The Bag of Words (BoW)
model learns a vocabulary from all of the documents, then
models every document by reckoning the number of times
every word seems. The BoW model could be a simplifying
illustration utilized in Natural Language Processing and infor-
mation retrieval. BoW is employed in Computer Vision. In
Computer Vision applications, the BoW model was applied to
image classification tasks.

In [3] Zahra Nazari proposed a general definition of
clustering is “organizing a bunch of objects that share similar
characteristics”. The purpose of clustering is organizing data

into clusters. Such that there were high intra-cluster and low
inter-cluster similarity. Hierarchical methods are commonly
used for clustering in data mining problems. A hierarchical
method can be subdivided as follows.

In [7] authors proposed a “New Hierarchical Clustering
Algorithm” to reduce the terms some features selection tech-
nique should be used. TF-IDF technique was used which
eliminates the most common terms and extracts only the most
relevant term s from the corpus. Preprocessing was done
by removing noisy data that can affect clustering results.
Stopwords Removal and Stemming. Term Frequency-Inverse
Document Frequency algorithm was used along with K-means
and hierarchical algorithm

In [13], authors stated that Sentiment analysis and text sum-
marising uses natural language processing, machine learning,
text analysis, statistical and linguistic knowledge to analyze,
identify and extract information from documents. The method
was generally used to determine the emotions, sentiments, and
summarising from large data and that information can be used
to make some predictions. This work basically consisted of two
machine learning methods Naive Bayes Classifier and Support
Vector Machines(SVM).

Stefano Baccianella et al. released SentiWordNet 3.0 for
English [8], built on the basis of WordNet 3.0. The authors
built SentiWordNet 3.0 through two steps: (1) semi-supervised
learning and (2) random transformation steps.

III. CLASSIFICATION METHODS FOR REVIEW BASED ON
THE PROPOSED SET OF FEELING WORDS

We proposed method contains four component as shown
in Fig. 1. Reviews extracted from Amazon dataset are pre-
processed into option words. The set of words then transformed
by Doc2vec algorithm to become features and values for the
dataset.

A. Dataset Description

We have investigated food reviews data sets and run dif-
ferent ensemble learning models for review classification and
useful feature extraction from tree-based decision algorithms.
Food reviews data sets from amazon contains over 500,000
reviews. Each product review includes information on user,
rating, and review text. The details of this data set are shown
in Table I [18]. The investigated reviews are written by over
200,000 users for 74,258 products. 260 users have provided
over 50 reviews. The average length of each review is about
56 words.

We only retain the content of reviews and their labels
(negative or positive), and remove other information. We also
remove duplicate reviews to ensure contents of review being
unique. Through the pre-processing process, we have the
training and test data set as input data for the machine learning
classifier, shown in Table II. The contents of review, then will
be processed and described in the next sections.

B. Pre-Processing

The review texts always contain numbers, special char-
acters, stop words, etc. Some words can appear frequently
in sentences but they do not contribute the meaning of the
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Fig. 1. An Opinion Words Extraction and Reviews Classification

TABLE I. DATA DETAIL

Dataset statistics Number of records

Reviews 568,454

Users 256,059

Products 74,258

Users with >50 reviews 260

Median no. of words per review 56

TABLE II. DATA TRAIN AND TEST

Dataset statistics Number of records

Reviews 18532

Train 14825

Test 3707

sentences (For example, prepositions such as on, the, at, etc.).
We have separated the words in the reviews into tokens and
removed the unnecessary words by using the NLTK tool [12].
This is a tool for text analysis in natural language processing.
The remaining words can bring the meaning of the sentences
including nouns, noun phrases, verbs, adjectives, and adverbs,
so we can find participation of those types of words in each
product review to determine the meaning of the reviews.

C. Opinion Word Extraction

We performed opinion words extraction to sentiment ex-
pression from product reviews. For example such as “good”,
“bad”, “great”, “better”, etc. These words are often of the
adjectives, adverbs and adjectives by using the OpinionFinder
[14] tool. This tool is a document processing system and
automatically identifies subjective sentences as well as various
aspects of subjective sentences, opinion words extraction to

sentiment expression in reviews [15]. For each product review,
we have extracted opinion word expressed as the attributes of
the review. Next step, we perform training on the doc2vec
model to determine the weight of each opinion word and each
reviews.

D. Doc2vec

Doc2vec or Paragraph vector [11] is a method of vectoriz-
ing text. The Doc2vec method is similar to word2vec [16] but
instead of representing the word vector while the Doc2vec
method will represent the document as vector. There are
two ways of building a Doc2vec model: Distributed Memory
version of Paragraph Vector (PV-DM) and Distributed Bag
of Words version of Paragraph Vector (PV-DBOW). The PV-
DM model is an extension of the CBOW model of word2vec.
The PV-DM model works on remembering what is missing
in context, in a topic, or in a paragraph. The PV-DM model
uses surrounding vectors (context) to predict target words. In
addition, this model adds a vector attribute of a document.
After training the word vector, the text vector will also follow.
After training the word vector, the document vector will also
follow. The output, the PV-DM model will give the vector
index of the document. The word vector will represent the
conceptual representation of a word, the document vector will
represent a document.

The PV-DBOW model is similar to Skip-gram model of
word2vec. But it trains faster and takes less memory than Skip-
gram because there is no need to remember the words[11].This
technique is used to train models when building a set of
documentation requirements. Then, each word vector is created
for each word and each document vector will be created for
each document. The model outputs are vectors corresponding
to the calculated new input.

In this paper, we approach both the PV-CBOW and PV-
DBOW models to build a set of food assessment document
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Fig. 2. Compare Accuracy of Three Classifiers DTC, RF, and GBC.

vectors based on the doc2vec model approach in the Gensim
library.

E. Sentiment Classification

In order to classify reviews, we use robust machine learning
including Gradient Boosting Classification, Random Forests
and Decision Tree. Food assessment document vectors are
input to classified as “positive” and “negative” by population
methods with the same basic classification such as Decision
Tree [2], Random Forest Algorithms [6], Gradient Boosting
Classifiers [10], [5].

Decision Trees (DTs) [2] are a non-parametric supervised
learning method used for classification and regression. The
goal is to generate a learning model that predicts the value
of a target category by learning simple decision rules inferred
from the data features.

Random forests [6] or random decision forests are an
ensemble learning method for classification. The algorithm
is also used for regression and other tasks. This algorithm
is rather robust to develop computation framework based
machine learning with fast speed and give reasonable results.

Boosting [5] is a technique to transform weak learners
to strong learners. Each new tree is a fit on a modified
version of the original data set. Gradient Boosting Classifiers
are esemble methods with similar weak base classifiers to
improve the formation of a strong learning model. The idea
of the ‘Gradient Boosting” classification is based on PAC
(Probability Approximately Correct Learning) [17]. In this
study, we approach the Gradient boosting classification model
on the dataset including the food evaluation document vector
already developed above. The gradient boosting trees can be
strong method to do prediction tasks.

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the efficiency of the set of opin-
ion words on review classification tasks with the algorithms

of Gradient Boosting Trees (GBC), Random Forests (RF) and
Decision Tree (DTC).

A. Reviews Classification with Different Algorithms

Fig. 2 shows the prediction performance of the considered
algorithms. We can see GBC reveals less overfitting compared
to other algorithms. For Decision Tree Classifiers, although
the training can reach to 100%, it shows the worst result in
testing performance with only 0.752 in Accuracy. Otherwise,
GBC only reveals the lowest performance in training phase but
this algorithm can obtain to 0.845 in testing phase. Another
case, Random Forest exhibits rather high both in training and
testing phases. Random Forest obtain an accuracy of 0.821
which is higher than Decision Tree Classifiers but lower than
Gradient Boosting Trees.

From the results obtained, we expect Gradient Boosting
Trees can extract meaningful words to evaluate the reviews.

B. Useful Words to Determine the Meaning of the Reviews

For evaluating which words are useful to determine
whether a review is negative or positive, we compute important
scores extracted from all considered classifiers. As exhibited in
Fig. 3, 4 and 5, words such as “good”, “great” are the most in-
fluence words on characteristics of reviews. As Observed from
these figures, the word of “great” hold an important to evaluate
whether the review is negative or positive. We can find easily
that the statements contain “great” expressing a satisfaction on
the product. “good” and “better” also convey good feelings on
the product. From the 4th important word, there are some slight
differences among the considered algorithms. While GBC and
RF provide “happy” and “love”, respectively, which sound
reasonably, the DTC shows the word of “healthy”. Although,
they both bring positive feelings but “healthy” affects a narrow
scope comparing to “happy” and “love”. This can lead to RF
and GBC reveal better results than DTC.
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Fig. 3. TOP TEN Important Features in Food Reviews Generated from
Decision Tree Classifiers.

Fig. 4. TOP TEN Important Features in Food Reviews Extracted by Random
Forest Algorithm.

Comparing the important scores among features shown
those figures, we can see there are significant differences
among the high important words in Gradient Boosting Trees
while some words in other algorithms seem to be grouped
such as “better” and “great” in Decision Trees or a group of
“happy”, “healthy”, “love” and “better” in Random Forest.

Fig. 5. TOP TEN Important Features in Food Reviews Generated from
Gradient Boosting Classifiers.

V. CONCLUSION

We introduced a set of opinion words and useful words
extracted from learning model to evaluate whether a review for
food production on Amazon is negative or positive. The pro-
posed approach can be possible to apply to other e-commerce
systems. The proposed features can reach a promising result
with classic machine learning algorithms.

Useful words extracted from Gradient Boosting classifier
and Random Forests are interesting to predict which review is
positive. Some words as observed from the results are rather
familiar and common words to express the feeling when we
use some product.

With achievements of deep learning techniques, further
research can leverage to propose sophisticated models to
improve the prediction.
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