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Abstract—Human activity recognition is considered a 

challenging task in sensor-based monitoring systems. In ambient 

intelligent environments, such as smart homes, collecting data 

from ambient sensors is useful for recognizing activities of daily 

living, which can then be used to provide assistance to 

inhabitants. Activities of daily living are composed of complex 

multivariable time series data that has high dimensionality, is 

huge in size, and is updated constantly. Thus, developing 

methods for analyzing time series data to extract meaningful 

features and specific characteristics would help solve the problem 

of human activity recognition. Based on the noticeable success of 

deep learning in the field of time series classification, we 

developed a model called a deep one-dimensional convolutional 

neural network (Deep 1d-CNN) for recognizing activities of daily 

living in smart homes. Our model contains several one-

dimensional convolution layers coupled with max-pooling 

technique to learn the internal representation of time series data 

and automatically generate very deep features for recognizing 

different activity types. For the performance evaluation, we 

tested our deep model on the new real-life dataset, 

ContextAct@A4H, and the results showed that our model 

achieved a high F1 score (0.90). We also extended our study to 

show the potential energy saving in smart homes through 

recognizing activities of daily living. We built a recommendation 

system based on the activities recognized by our deep model to 

detect the devices that are wasting energy, and recommend the 

user to execute energy optimization actions. The experiment 

indicated that recognizing activities of daily living can result in 

energy savings of around 50%. 
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I. INTRODUCTION 

In recent decades, internet of things (IoT) applications have 
been increasing in popularity, and one well-known application 
is smart homes. These environments relied using sensors to 
generate large amounts of time series data, which can be 
analyzed for many purposes, such as monitoring and detecting 
activities in order to make timely decisions [1]. Recognizing 
human activities in an automated manner has become essential 
in many ambient intelligence applications, and a smart home 
with artificial intelligence (AI) is a great opportunity towards it 
[2]. Human activity recognition (HAR) in smart homes can be 
categorized into sensor-based activity recognition and vision-
based activity recognition. Sensor-based activity recognition 

can be done using two kinds of sensors: wearable sensors, 
which are placed on a human body to capture frequent motions, 
such as walking and standing, and ambient sensors, which are 
used to recognize activities of daily living (ADLs), such as 
watching television, and cooking. The main difference between 
these two kinds of sensors is that sensor-based ambient systems 
have the ability to recognize different behaviors and complex 
activities by monitoring the interaction between objects and 
inhabitants in smart homes, while wearable sensors can only 
capture human physical movements [3]. Recently, increased 
attention has been given to deep learning in several fields, 
including speech recognition [4] and image classification [5]. 
In HAR, deep learning can have a great impact in terms of 
system performance and flexibility. Deep learning methods can 
provide efficient tools for high-level feature extraction from 
multivariable time series data, which is beneficial for many 
tasks, such as classification. Furthermore, deep learning 
models have demonstrated significant potential to outperform 
the state of the art in HAR. They decrease the need for 
extracting features manually which is usually a time-
consuming task and can be error-prone or (at least) a poorly 
generalizable endeavor. In general, deep learning involves 
neural networks comprised of several layers that process non-
linear information organized hierarchically, where the output of 
each layer is the input for the next one. Well-known deep 
learning architectures for time series classification include one-
dimensional convolutional neural networks (1d-CNNs) [6] and 
recurrent neural networks (RNNs) [7]. Since the multivariable 
time series data of ADLs is high-dimensional data with 
significant variation, applying feature selection methods on the 
data before feeding it into a deep learning network would help 
reduce the complexity of activity recognition and increase the 
performance of such a system. Indeed, feature selection is a 
substantial step when dealing with multivariable time series 
data, allowing for the elimination of variables that are not 
useful or irrelevant for the model description [8]. In addition, 
deep learning models (i.e., 1d-CNNs) have been shown to be 
capable for classifying time series data by automatically 
capturing local dependencies and preserving feature scale 
invariance to catch variation in the same class throughout the 
feature extraction [9]. Thus, combining a feature selection 
technique with 1d-CNN will result in highly accurate system 
for recognizing ADLs, which can be then used as a basis for 
decision making processes, such as those related to energy 
saving decisions. In fact, recognizing ADLs can increase the 
energy saving potential of a smart home by using sensory 
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readings to detect the appliances that are wasting energy and 
recommend the user to perform energy optimization actions 
based on the current performed activity [10]. Therefore, daily 
activity recognition and a learning process in smart homes are 
necessary and important. 

In this work, we take advantage of a feature selection 
method combined with 1d-CNN to accurately perform activity 
recognition since, in general, CNNs are good at reducing 
frequency variations and capturing local dependency. Once our 
system detects the current performed activity, energy saving 
recommendations are generated to inform the user of any 
energy optimization actions. We explored our framework, 
including the deep model and the recommendation system, on 
a new large dataset entitled ContextAct@A4H [11] to 
determine the capacity for activity recognition and study the 
energy saving potential of recognizing ADLs. 

II. RELATED WORK 

In this section, we discuss recent research applying deep 
learning networks to recognize ADLs in ambient-based 
environments (i.e., smart homes). Then, we review some 
studies that built model-based activity recognition to increase 
the energy saving potential in smart homes. 

A. Activity Recognition using Deep Learning-based 

Approaches 

In the HAR field, the use of sensors is extremely diverse. 
As a matter of fact, activity recognition is used in wearable 
devices to recognize human body movements, such as walking 
and running, and in ambient sensors to recognize complex 
daily activities such as taking shower [3]. Among the various 
activity recognition fields, we are focused on recent studies of 
daily activity recognition-based ambient intelligent systems, 
specifically, smart homes. This process can be done by 
applying ML approaches, which can effectively classify ADLs 
performed by people. Traditional ML-based approaches are 
popular in this field, and most of them are supervised learning 
approaches. Although classical techniques, such as SVM, are 
simple to use, they require manual feature extraction from the 
data, which is time consuming and heavily dependent on 
human knowledge of the domain [12]. Recently, there has been 
a shift in the use of deep learning techniques in activity 
recognition to outdo the ML traditional methods by 
overcoming the need for feature engineering. Many researchers 
have demonstrated the significant potential of deep learning 
methods to push the state of the art in HAR. The most 
frequently used deep learning methods for recognizing ADLs 
are 1d-CNN, Vanilla RNN, long short-term memory (LSTM), 
and gated recurrent unit (GRU) [13]. These deep learning 
methods are summarized in Table I. 

In general, the input of the neural network is original raw 
data, and extracting features from this data tends to maximize 
the overall performance. Extracting deep information from 
time series data requires expert knowledge; however, CNNs 
have been proposed to handle this problem. Therefore, CNNs 
are one of the most used deep learning approaches in the HAR 
field not only for extracting features from data but also for 
activity classification [14]. In ambient-based environments, 
CNNs have been proposed to extract features from time series 

data optioned from ambient sensors for daily activity 
classification. We introduce these works below. 

Recently, [15] exploited CNN to perform activity 
recognition in smart homes. Specifically, the classification of 
ADLs, such as cooking and sleeping, were performed using a 
temporal 1d-CNN model. The proposed deep learning 
approach contained the input layer, the multiple one-
dimensional convolution layers, the fully connected layer, and 
the softmax classifier. They used 128 filters for each 
convolution layer with different 1d kernel size. The researchers 
trained the model with a one-day-left strategy. For the 
evaluation, they tasted their model on the publicly available 
dataset (Kasteren) and they compared the obtained results with 
other probabilistic methods, such as naive Bayes (NB) and 
conditional random fields (CRFs). Their results stated that the 
1d-CNN model showed significant improvement in 
performance in terms of accuracy compared to other classifiers. 

A comparison was conducted in [16] to evaluate state of the 
art ML techniques and the deep learning models for the 
classification of ADLs in smart homes, including CNNs, 
LSTM, SVM, and the hidden Markov model (HMM). They 
used a synthetic dataset for real-life activities and a real-world 
dataset, which is known as ARAS, to evaluate and compare the 
performance of the traditional ML techniques and the deep 
learning models. The performance metrics used for the 
evaluation were precision, f1 score, and recall metrics. The 
results of the comparison indicated that the CNN model had 
the best performance compared to the other evaluated 
techniques across both datasets in term of F1 score. Since the 
ADL data consists of sequences recorded by sensors, models 
based on RNNs have been widely proposed to solve the 
complexity of sequence lapping problems in daily activity 
recognition. 

A model based RNN was proposed by [17] to learn how to 
classify daily activities without any prior knowledge. They 
applied LSTM and evaluated its performance on a publicly 
available and annotated dataset (Kasteren). For the evaluation, 
they left one day out of the training and used that data for the 
testing phase. They compared the performance of their LSTM 
model and the following common classifiers: NB, HMM, 
Hidden Semi-Markov model (HSMM). The proposed LSTM 
model showed a 40% improvement in accuracy compared to 
the other classifiers. 

More recently, paper [18] used vanilla RNN in a learning 
approach for HAR since human activities generate sequences 
that contain time-dependent sensor records. Before the trading 
the RNN model phase, they applied dynamic windowing 
approach in which each window contains the best fitting sensor 
set for each activity; the obtained windows are then feed the 
RNN classification model. The proposed RNN model had eight 
neurons and was trained using a back-propagation algorithm. 
Their proposed RNN model was testing using 10-fold cross 
validation. To evaluate their approach, they used three popular 
datasets for daily activities: Towor, Aruba, and HBMS. The 
results showed a high overall classification performance for 
their proposed model based on different evaluation metrics and 
compared with common classification models, such as SVM 
and K-Nearest Neighbor (KNN). 
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TABLE I. THE DEEP LEARNING APPROACHES MOST FREQUENTLY USED FOR RECOGNIZING ADLS 

Disadvantage Advantage Description Methods 

1d-CNN 

It is a multilayer neural network that 

combines convolution, activation, and 

pooling layers. 

It automatically extracts very deep and 

discriminative features from sequences of 

sensory data. 

It requires a big dataset and a high number of 

hyper-parameter tuning to achieve optimal 

good performance in activity recognition. 

Vanilla RNN 

It is the classical version of RNN, and it has 

a temporal layer used to capture sequential 

information.  

It performs well at modelling sequence data 

and learning changes over time. 

It is not good at capturing long-term 

dependencies on sequences due to the 

vanishing gradient problem. 

LSTM 

It is a modern version of RNN that has a 

memory block (cell state) with many gates to 

overcome the vanishing gradient problem. 

It can capture long temporal dependencies to 

enable modelling of complex activity details. 

LSTMs require too many parameters to be 

updated during the training time.  

GRU 
It is an RNN-based model with fewer gates 

to detect and recognize time complex events. 

Same as LSTM except it has fewer 

parameters and is easy to train. 

It only shows good performance on small 

data. 

Meanwhile, [19] studied the problem of activity recognition 
and abnormal behavior detection among older people with 
dementia. They investigated three RNN models: LSTM, 
Vanilla RNN, and GRU. They considered activity recognition 
to be a sequence labeling problem, making it appropriate for 
RNNs. To assess RNNs in the activity detection, they followed 
many steps. First, they segmented the raw dataset into windows 
by applying the sliding window approach. Then, they fed those 
instances and their corresponding labels into the RNN-based 
models to train them to recognize daily activities. To fulfill 
their purpose, they used a popular dataset gathered by Van 
Kasteren from three houses to train their models. They divided 
the dataset into training and testing sets, applying the leave one 
day out cross-validation approach. To provide an adequate 
discussion of the performance of the RNN-based models 
(LSTM, Vanilla RNN, and GRU), they compared them against 
state-of-the-art classifiers, including SVM, HMM, SHMM, and 
CRF. Their results showed that the RNNs were very 
competitive with CRF and much better than the other 
traditional ML methods. 

B. Energy Efficient Smart Home-based Activity Recognition 

System 

In the past decade, researchers have integrated ADLs into 
the energy management domain in order to increase the energy 
efficiency of smart homes. Recognizing ADLs could be an 
excellent way to obtain insights into occupant behavior, which 
are required for detecting potential energy savings at the smart 
home [20]. 

In general, there are two kinds of energy saving systems: 
the active variant, which directly controls the devices in the 
smart home, and the passive variant, which is used to increase 
the awareness of the resident by notify them about the possible 
energy saving actions [21]. Through the literature, both 
systems have been integrated in many studies with the process 
of recognizing ADLs to enhance the potential energy saving in 
the smart home; we review these works below. 

To begin with, paper [10] designed a method called 
Activity-Appliance-Energy Consumption (AAEC) for energy 
saving in smart homes based on the relationship between 
electrical appliances and user activities. In this method, user 
activity was recognized by analyzing the information gathered 
from sensors about appliances and how the user interacted with 
them. The process of activity recognition was performed using 
two ML techniques: Random Tree (RT) and Logistic 

Regression (LR). After detecting the activity, a ranking 
algorithm was utilized to find a relationship between each 
activity and the home appliances. Decision Tree (DR) 
algorithm was then used to define how important each specific 
appliance is for an activity. Finally, based on the relationship 
and the importance level between the current performed 
activity and the appliances, the system sent recommendations 
to the user whenever it detects a waste of energy. To validate 
their proposed method, the authors used data obtained from an 
MIT project. The result showed an average energy savings of 
about 35%, which was accomplished by applying the AACE 
method in the smart environment. 

Based on the idea that most ADLs at home are related to a 
number of electrical appliances, researchers in [21] developed 
a framework called SMARTENERGY.KOM, which aims to 
achieve energy efficiency in buildings based on recognizing 
ADLs. For activity recognition, the authors showed how it was 
possible to recognize user activity by monitoring the energy 
consumption of appliances to detect which ones were running. 
To make their activity detections more accurate, they 
monitored additional information, such as temperature, 
brightness, and motion in the smart home. The activity 
recognition performed using random forest classifier. For 
energy saving, they designed the EnergyAdvisor, which was 
responsible for directly generating energy saving 
recommendations once it detected any appliances that were 
turned on but were not related to the user’s current performed 
activity. The relationship between the activities and the 
appliances was defined by setting a set of static rules. Using the 
data they gathered, the authors demonstrated that, by 
combining power sensors with information obtained from an 
environment sensor, their system was capable of detecting 
activity with high level of accuracy and significantly able to 
save energy. 

One work conducted by [22] proposed an activity-aware 
smart automation system called CASAS activity aware 
resource learning (CARL). The aim of CARL is to automate a 
smart building by turning off appliances that are not needed for 
the current performed activity or any activities that are 
anticipated to occur within the subsequent 10 minutes. The 
hypothesis of this work was smart buildings with energy-
efficient building automation based activity recognition could 
realize energy savings while still meeting the needs of the 
individuals who live there. In their building automation 
approach, activity learning played two roles. First, activity 
recognition was applied to identify activities as they were 
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performed in a smart building environment using SVM. 
Second, activity prediction was used to predict whether a 
particular activity would happen within a specific upcoming 
period of time. Together, these roles provided a basis for 
building automation that supported the current and upcoming 
tasks of the residents in the building. CARL’s goal was to turn 
off many devices without interfering with resident tasks. 
Performance can thus be evaluated in terms of the number of 
times a device is turned off (to measure energy consumption) 
and the number of times a user double tapped a switch in order 
to provide feedback to the system while turning the device 
back on (to evaluate the accuracy of the event generated). The 
experiments were run on a smart apartment named Navan, a 
single-resident apartment with a floor plan equipped with 118 
sensors. Using CARAL resulted in reducing device utilization 
by 56% and an energy savings of up to 50%. 

An algorithm based on HMM was proposed by [23] to 
recognize the activity states of smart home inhabitants and then 
control the operation of their appliances accordingly. The 
researchers designed a smart home energy management system 
(SHEMS), which was based on deploying motion sensors to 
collect information and actuators to control the appliances in 
the home. The SHEMS was able to recognize three state of 
activities: active, sleep, and away. In the active state, the user 
was at home, and he performed some tasks. In the sleep state, 
the user was at home but not active, and the away state 
detected when the user was not at home. Based on the 
recognized state, the appliances were controlled according to a 
pre-defined schedule. Each state was identified by monitoring 
the motion inside the home and the logical status of the main 
door. HMM was used to estimate the portability for each state 
to determine which one was occurring. Based on two scenarios, 
the system was evaluated successfully. The results indicated 
that the SHEMS could lead to an energy savings of about 18%. 

Recently, a work done in [24] aims to recognize daily life 
activities performed by inhabitants in a smart home in order to 
save more energy by guaranteeing that the peak demands won't 
exceed a pre-defined threshold. Their proposed system was 
able to convert sensory data into meaningful event using a 
lossy compression algorithm based on minimum description 
length. Then, from the event sequence, patterns representing 
activities were extracted and clustered to train a HMM to 
automatically recognizing activities. Moreover, for each 
activity, there was a typical consumption model associated 
with each one identified from the involved appliances. Based 
on the current detected activity, the system could guarantee that 
energy consumption won't exceed a predefine threshold to 
prevent the arising of unwanted peak. Their approach based on 
delaying the activation of some appliances which were not 
directly required in the current activity till the demand of 
energy getting below the giving threshold. Their experiment 
was performed on three public datasets for ADLs and the 
results demonstrated that their approach was able to save 
energy of about 30. 

Based on the aforementioned works, we can see that it is 
possible to design a system that can suggest actions in smart 
homes based on recognizing ADLs, lowering energy usage 
without decreasing the comfort levels of the inhabitants. Our 
work aimed to design deep networks that automatically 

recognize daily activities in an ambient-based environment. 
Model-based RNNs have been widely applied for time series 
classification. However, those models are hard to train and 
require a large memory and a long time to update their 
parameters in each cell state. Moreover, RNN-based models 
are usually good at predicting what comes next in a sequence, 
while CNNs can learn to classify a sequence. Thus, building a 
1d-CNN to classify time series data for detecting ADLs in 
ambient-based environment seems to be more logical than 
building an RNN based model. CNNs can effectively extract 
very deep features that represent each activity and can be 
trained faster than RNN-based models with the same or even 
better results, as shown by [16]. Using the CNN-based model 
to classify time series data for activity recognition will lead to 
significant improvements in performance, increase accuracy of 
the system and provide better results. Moreover, developing a 
recommendation system that informs inhabitants about 
potential energy saving actions through ADLs will make their 
home more efficient, as well as positively will influence their 
behaviors and make them more aware toward the energy. 

III. OVERALL DESIGN 

A. Overveiw 

Before analyzing our data, data preprocessing steps were 
applied. First, data cleaning was implemented, followed by 
data normalization and splitting (see section 4, subsection B for 
more detail). Then, a feature selection method was applied to 
identify the related features from the dataset and remove the 
less important features (see Section 4, subsection C for more 
details). After that, a segmentation-based approach was used to 
obtained sequences from the ambient sensor data in order to 
feed the input of our deep model. The time series segmentation 
method we applied was a fixed-sized overlapping sliding 
window that divided the data into multiple sequences of 
discrete segments that shared the same length and were 
assigned to different labels (see Section 4, subsection D for 
more details). After making the data suitable for analysis, a 
deep learning model (Deep 1d-CNN) was proposed to classify 
the time series data for recognizing ADLs. Then, the output of 
Deep 1d-CNN fed the recommendation system, which was 
responsible for generating energy saving recommendations to 
the user. These recommendations were generated when the 
system detected a waste of energy based on the current 
performed activity using predefined rules based on the 
relationships between the activity and the selected energy 
sensors. 

The two main objectives of our work, which were unified 
in one framework, were: 1) to provide a high level of accuracy 
in recognizing ADLs by utilizing a deep learning approach and 
2) to save energy without decreasing the comfort level of the 
smart home inhabitant by sending recommendations about the 
possible energy saving actions based on the current performed 
activity. The overview of our framework is presented in Fig. 1. 

B. Deep 1d-CNN 

In this section, we explain in details the architecture of our 
proposed deep model which represents the third phase in 
Fig. 1. 
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Current common algorithms mainly use CNNs for feature 
extraction and classification; yet, these methods are most 
common in dealing with image processing. In this work, we 
propose a deep learning method-based CNN for daily activity 
recognition, which is able to handle input sequences of time 
series data obtained from ambient intelligent environments. 

Suppose the     input time series is: 

   [   
( )    

( )      
( )      

  ]       
           (1) 

where   is the length of the sequence,   
( )

 denotes the value 

of time step t, and d represents the input dimension (i.e., the 
number of input variables). 

The main component of the proposed model is the one-
dimensional convolutional (1dCnov) layers. Their purpose is to 
automatically extract deep features from the multivariable time 
series input. We built our model by stacking multiple 
convolutional layers composed of convolution operation, 
activation function, max-pooling, dropout and batch 
normalization layers. At first, the convolution operations are 
applied on the sequence input to obtain the feature mapping, as 
formalized in the equation: 

    (   ∑         )              (2) 

Then, the ReLU activation function is employed to insure 
the non-linear behavior of the network. Max-pooling layers are 
then used to subsample the extracted feature mapping, which 

helps eliminate non-maximal values and extract the local 
dependency characteristics within different regions in the input 
sequences. After the max-pooling layer, we apply dropout 
which is a regularization method proposed in [25]. It is mainly 
used to solve the overfitting problem by randomly selecting a 
set of activations to be zero at training time. After the dropout, 
a batch normalization (BN) [26] layer is then added to 
accelerate the training process and improve the efficiency of 
our model. All the extracted features from the previous layers 
are then flattened into a vector to feed the input of the softmax 
layer (a dense layer with a softmax activation function) in order 
to generate the classification results. By stacking several 
convolution operators with the max-pooling technique, the 
proposed model has the ability to extract the deep features 
from the input sequence to create a hierarchy of abstracted 
features that are more robust to noise in order to successfully 
classify each activity. Both batch normalization and dropout 
are applied to each convolutional layer to improve the overall 
performance. Our proposed model is defined according to the 
network structure presented in Fig. 2. 

C. Recommendation System 

In this work, we follow the passive system, which seems to 
be non-intrusive and more satisfying for the user. The main 
functionality of our system is to promote the saving of energy 
in smart homes by generating energy saving recommendations 
based on the user’s current performed activity. 

 

Fig. 1. Overview of our Proposed Framework. 

 

Fig. 2. The Architecture of Deep 1d-CNN for Recognizing ADLs. 
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At first, we designed our recommendation system to be a 
rule-based recommendation system. The initial strategy of our 
recommendation system was to recommend that the user turn 
off devices that are not needed in support of the current 
performed activity. We realized this functionality by finding 
the relationship between each energy-related sensor and the 
activities and then defining rules to perform a check for 
conditions in order to generate the energy saving 
recommendations. The goal of our system is to identify all of 
the energy sensors that are being used in the current performed 
activity. Then, for each one, the system must check whether the 
relationship between that sensor and the current performed 
activity is exciting or not. If not, energy saving 
recommendations will be generated to inform the user that this 
device, which is not needed for the current performed activity, 
is wasting energy. 

IV. IMPLEMENTATION 

 In this section, we first introduce the dataset we used in our 
work and the preprocessing steps we implemented to make it 
suitable for further analyses. Then, we present the 
implementation details of our deep learning model for 
classifying time series data to detect ADLs in an ambient 
environment. Finally, we describe how we implemented our 
recommendation system for promoting energy saving in smart 
homes through recognizing ADLs. 

A. ContextAct@A4H Dataset 

We evaluated our Deep 1d-CNN model on the new real-
world dataset, ContextAct@A4H [11]. It contains a large 
number of sensors that capture many properties related to each 
activity, measuring not only object interactions but also context 
features to improve the potential for recognizing ADLs. 
Although this dataset had been collected for activity 
recognition purposes, the dataset features many energy-related 
variables so it can be useful for studying energy saving 
solutions in smart homes (which is one of our objectives). 
ContextAct@A4H is a publicly available rich dataset collected 
using ambient sensors that reflect the context of the 
environment, as well as annotated ADLs. It is a real-life dataset 
that was gathered at the Amiqual4Home apartment using 219 
of sensors to improve the potential for using the data. Ambient 
sensors were used to allow the observation of object usage and 
context conditions in all rooms and the exterior. The following 
context variables were measured in each room: temperature, 
carbon dioxide (CO2) level, noise, humidity, presence, and 
music information. Weather information was measured for the 
exterior. Appliance and object usage were measured through 
electric/water consumption sensors, contact sensors, and state 
change sensors. Other sensors obtained indirect measures of 
object usage (e.g., the pressure sensor in the bed). The dataset 
consisted of one week of captured data during the summer and 
three weeks in the fall. It contained 10 daily activities, which 
were annotated by self-reporting in place at the moment of 
starting and ending each activity. The activities, and their 
annotated names are listed in Table II. 

In Fig. 3, we present an example of activity Travail 
(working) annotated at the time when it started and the time 
when it ended along with the information corresponding to the 
sensor events during this activity. 

TABLE II. CONTEXTACT@A4H DATASET 

Activity Annotated as … Labelled as ... 

Working Travail 0 

Cooking Cuisine 1 

Relaxing Loisir 2 

Using the Toilet Toilettes 3 

Watching TV TV 4 

Washing Dishes Vaisselle 5 

Leaving Home Sortir 6 

Taking a Shower Douche 7 

Eating Manger 8 

Sleeping Dormir 9 

 

Fig. 3. An Example of Sensor Events Crossponding to Travail Activity in 

ContextAct@A4h Dataset. 

B. Data Preprocessing 

ContextAct@A4H captured about 389 features, those 
features are measured different type of properties using 
ambient sensors placed at the smart home. However, some of 
them are not useful for recognizing ADLs (i.e., music features). 
Thus, in the preprocessing phase, we removed these unwanted 
observations from the dataset. Moreover, we converted all 
needed contextual features to numerical information. For 
example, binary sensors, such as contact sensors, were given 
one of two values: open (if a door opened) or closed (if it did 
not). Hence, we converted the measured unit from contextual 
information to either 1 or 0. Meanwhile, we cleaned corrupted 
and repeated data, which could have been caused by hardware 
failures or problems in the data transfer. After the 
aforementioned actions were completed, the total number of 
records was equaled to 642,001. 
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As with any data pre-processing, we applied data 
normalization, which is the process of rescaling all feature 
values in a dataset into a given range. Specifically, we used a 
min-max scaler, which changed all the features to be between 0 
and 1. After data normalization, we split the data randomly into 
70% for training and 30% for testing. After making the dataset 
suitable for further analysis, we applied the feature selection 
method explained in the next subsection. After making the 
dataset suitable for further analysis, we applied the feature 
selection method explained in the next subsection. After 
making the dataset suitable for further analysis, we applied the 
feature selection method explained in the next subsection. 

C. Feature Selection 

In many practical applications of ML algorithms, data that 
has been pre-processed can result in a large number of features, 
and it is often necessary to minimize this number during the 
training phase to allow effective classification. Additionally, 
supervised learning models that train on data with many 
features might overfit the model. As we mentioned previously, 
the dataset contained about 389 features of sensor readings 
with values ranging from 0 to 1. Our purpose was to reduce the 
number of features and choose only those that would contribute 
the most to increase the overall performance of our 
classification model. Therefore, we applied a common feature 
selection technique in which we extracted a feature importance 
rank using different algorithms. Feature importance provides a 
measure that indicates the value of each feature in the 
construction of a model. The more an attribute is used to build 
a model, the greater its relative importance. In scikit-learn, 
decision tree models and ensembles of trees provide a 
feature_importances_ attribute when fitted [27]. The 
feature_importances_attribute used to extract the relative 
importance of the features from the model. In this work, we 
compute the relative importance of each attribute in 
ContextAct@A4H using different algorithms such as Random 
Forest and AdaBoost since they are support 
feature_importances_attribute (see Fig. 4). 

 

Fig. 4. Feature Importance of Entire Dataset. 

After determining the importance of each feature in relation 
to the activities, we chose the ones with a rank higher than 
0.003. Hence, we had a total of 48 features to use in our 
classification model. Those features are measured different 
type of properties using ambient sensors at the smart home. 

D. Data Segmentation 

In activity recognition, data segmentation takes place after 
the preprocessing step and the feature selection mechanism. 
For an online deep learning system to effectively classify a 
particular feature vector representation of the sensor data, the 
system must include a mechanism for selecting those sensor 
events from an incoming stream of sensor data. This process is 
known as segmentation and aims to select the sensor data that 
lies between activity boundaries. It identifies segments that 
contain information about the activities to be recognized. Many 
segmentation methods based on the windowing of streaming 
data have been used in studies on activity classification, such 
as time- and sensor-based windowing [28]. Time based 
windowing breaks the dataset into equal periods of time to 
segment the data. This approach is favorable when using 
streamed data where the sensors update continuously in time as 
in case of our dataset [29]. Thus, we applied time-based 
segmentation with fixed size and overlapping windows to take 
the values of the sensors observed in the previous segment. 
This is because it is generally assumed that, due to the higher 
number of data points, overlapping sliding windows increase 
the performance of HAR classifiers compared to non-
overlapping ones [30]. In our work, the feature selection is 
used to reduce the number of features by selecting the most 
importance ones, while the segmentation step is performed to 
divided the temporal dimension of the streaming data into 
windows. All these windows are shared same number of steps, 
which are vary in time, but they are represented by the same 
features (which have been selected previously). 

In the experiment, we evaluated the effect of varied 
window sizes and different overlapping sizes on the 
recognition results of the proposed system. We got the best 
results when we set the time period of the window to be 80 
time steps with overlapping started after a five-step distance 
while each time step represented by the 48 features. This 
process yielded 89,971 and 38,398 samples for the training and 
testing sets, respectively. Each window usually contained time 
steps associated with different labels. We chose for majority 
labeling, where the label of each window was specified as the 
most frequent label in those of the timestamps. 

E. Implementation of Deep 1d-CNN 

 We implemented our deep learning model with Google 
Colaboratory (also known as Colab), which is a cloud service 
based on Jupyter Notebook. We used Python runtimes pre-
configured with essential libraries, such as TensorFlow and 
Keras, to build and train our neural networks. The model 
training and classification were run on an Nvidia Tesla K80 
GPU with 2496 CUDA cores and 12 GB RAM. The neural 
networks were trained in a supervised way by back-
propagating the gradients from the softmax layer through to the 
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convolutional layers. The categorical cross-entropy used was 
the loss function. For optimization, we used Adam [31] with a 
learning rate of 0.0001. The training was done on 89,971 
samples, and the testing was done on 38,398 samples with a 
batch size equal to 1,024. To build the topology of Deep 1d-
CNN, we performed many experimental studies to define the 
suitable hyper-parameters for our model. In the end, we 
decided to have 7 one dimensional convolutional layers, each 
with 64 kernels, a filter size of 2, and a ReLU activation 
function. A max-pooling of size two was included in all 
convolutional layers except in one layer because the temporal 
dimension of the feature map at the last layer became one; 
therefore, the max-pooling had to be avoided in any layer. To 
avoid overfitting, a dropout layer was used in each 
convolutional layers as a regularization mechanism with a rate 
equal to 0.2. we also implemented a batch-normalization layer 
to accelerate the training and improve the overall performance. 
At the end, all outputs from the previous layers were flattened 
into a one-dimensional vector, which was then connected to a 
softmax classifier to defined the output probabilities of the 
class labels. The hyper-parameters of our deep learning model 
for the ContextAct@A4H dataset are provided in Table III. 

TABLE III. THE RELEVANT PARAMETERS OF EACH LAYER IN DEEP 1D-
CNN 

Layer Parameters Components Num. 

64*2 1dConv 

Layer 1  
ReLU Activation 

Rate=0.2 Dropout 

- Batch Normalization 

64*2 1dConv 

Layer 2 to Layer 7 

ReLU Activation  

2 MaxPool 

Rate=0.2 Dropout 

- Batch Normalization 

- Flatten Layer Layer 8 

Softmax Dence Layer Layer 9 

F. Implementation of the Recommendation System 

 Based on the current performed activity predicted by the 
deep model, our system detected which devices were turned on 
but not needed for that activity. We realized this functionality 
by applying rules that checked whether the relation between 
the current performed activity and the devices that were turned 
ON existed in the predefined relationships. In another words, 
our recommendation system used the rules and the 
relationships to identify appliances that were wasting energy 
while a certain activity was being performed by the user. To 
implement this method, we followed several steps: 

 First, we extracted the energy sensors from the dataset 
(all from type switch and electrical outlet). They gave 
two readings: 0 when the attached device was turned 
OFF and 1 when it was ON. 

 Then, we determined where each device was located. 

 After that, we identified the relationship between the 
sensors and the activities. 

 Finally, we defined rules to perform a check for 
conditions. 

Table IV provides examples of what we got after 
implementing these steps. 

Consider the following example, if we assume that our 
Deep 1d-CNN model predicted the current performed activity 
is watching TV, the recommendation system would check the 
value of each energy sensor at the last time period of that 
activity. If the value of PC10 was ON, then the system would 
recommend the user to turn it OFF since there are no 
relationship between this sensor and the watching TV activity. 

TABLE IV. IMPLEMENTATION OF THE RECOMMENDATION SYSTEM 

Energy-related Sensor 

ID in the Dataset 

Sensor 

Location 
Relation to Activity 

PC10 (Smart electrical 

outlet) 
Bedroom Sleeping 

tv_salon_real_status 

(Switch ) 
Living Room 

Watching TV, Relaxing, and 

Eating 

Defined Rule 

If the value of the energy sensor was not equal to 

0 and the relationship between this sensor and the 

current performed activity was false, then a 

recommendation must send to the user to turn 

OFF the unattended device. 

V. PERFORMANCE EVALUATION AND DISCUSSION 

The results of the performance of our model are presented 
in this section. We also investigated the performance of our 
model in case if we removed the max pooling layers in order to 
see its effectiveness in our network. In addition, to show the 
advantage of our proposed model, we compared our network 
with baseline results obtained from deep models. Finally, we 
show the results of the recommendation system in terms of 
how much energy savings could be gained through recognizing 
ADLs. 

A. Performance Evaluation of Deep 1d-CNN 

1) Performance measurement: Classification accuracy is 

not an appropriate measure of performance since activity 

datasets collected in natural scenes are often imbalanced 

between classes. In ContextAct@A4H, some classes (e.g., 

sleeping and leaving home) contain more number of examples 

while other classes have less. Therefore, we evaluated the 

models using other metrics that were suitable for evaluating 

class-imbalanced problems. Those metrics—precision, recall, 

and F1 score—have also been used in previous works such as 

in [16]. 

Precision determines the ratio of the relevant points chosen 
by the model to the total selected points, as shown in the 
following equation, where TP is the number of true positives, 
and FP is the number of false positives: 

𝐩𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧= 𝐓𝐏𝐓𝐏+𝐅𝐏             (3) 
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Recall is the ratio of relevant points selected by the model 
to the overall total of relevant points, as shown in the following 
equation, where TP is the number of true positives, and FN is 
the number of false negatives: 

𝐫𝐞𝐜𝐚𝐥𝐥= 𝐓𝐏𝐓𝐏+𝐅𝐍             (4) 

The F1 score is defined in terms of both precision and 
recall as follows: 

𝑭𝟏= 𝟐 ×(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 × 𝒓𝒆𝒄𝒂𝒍𝒍)(𝒑𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏 + 𝒓𝒆𝒄𝒂𝒍𝒍)       (5) 

2) Experimental results: The classification results of the 

proposed method on the ContextAct@A4H dataset are 

presented in this subsection. We calculated the previously 

described metrics, namely, precision, recall, and F1 score. We 

also plotted the accuracy and loss curves during the training 

and testing process for Deep 1d-CNN. 

As shown in Table V, the precision, recall, and F1 score 
results indicate that applying 1d-CNNs for the time series 
classification was effective due to their ability to extract very 
informative deep features from each sequence input to detect 
the ADLs. 

Meanwhile, according to Fig. 5, the training and testing 
loss of our model kept decreasing until the last epoch, in which 
both remained in the same range with a slight decrease in 
training loss. When we stopped the training process, the 
training loss equaled to 0.21and validation loss was 0.28. 
Moreover, the testing accuracy improved until it reached 0.90, 
while the training accuracy was 0.92. Both then stayed in their 
same range with no further increases or decreases where we 
stopped the training process. 

 The two curves demonstrate that our model did not suffer 
from an overfitting problem due to add dropout layers in each 
convolutional layer, which provide regularization and, hence, 
prevent overfitting. To support our observation, we trained the 
model without the dropout layers to see how the training 
process would progress. We observed that the model without 
the dropout layers started overfitting the data from the 
beginning, and we had to stop the training at Epoch 30 where 
the loss function values for the training and testing data were 
0.02 and 0.82, respectively. In addition, the gap between 
training and testing accuracy got bigger, which also indicates 
that the model overfitted the data. Finally, the results of 
training our model with BN provided a lower loss function 
value than the model without BN for both the training and 
testing data and also resulted in a higher model accuracy rate. 

TABLE V. THE CLASSIFICATION RESULTS OF OUR PROPOSED MODEL 

Results of Deep 1d-CNN 

Precision 0.91 

Recall 0.89 

F1 score 0.90 

Time Per Epoch 4 sec 

 

Fig. 5. The Loss and Accuracy Curves of Our Model. 

3) Comparative Results on Deep 1d-CNN with Other 

Proposed Deep Models: In this section, we describe the results 

of our model obtained on the ContextAct@A4H dataset 

compared to other deep learning approaches proposed for 

recognizing ADLs using the aforementioned metrics. Since, as 

said previously, ContextAct@A4H is a newly collected 

dataset, it has been used in few studies for recognizing ADLs 

[32,33]. However, non-of them used it along with deep model 

to solve the complexity of activity recognition, thus, we could 

not compare our work with them. To overcome such 

limitation, we chose two deep models proposed in other works 

for recognizing ADLs and we implemented in our dataset, 

ContextAct@A4H, to illustrate the advantages of our model 

Deep 1d-CNN. These two models are 1D-CNN [15] and 

LSTM [17] and the result of the comparison is presented in 

Table VI. We train the 1D-CNN model with learning rate 

equal to 0.0001 while the LSTM model was train with 

learning rate equal to 0.00001. In both model, we had to stop 

the training from early epoch (30 epochs for 1D-CNN and for 

LSTM, we stopped it at epoch 10) since they both started to 

overfit the training data. In the LSTM model, there was no 

regularization method used to reduce the overfitting problem, 

while in the 1D-CNN model, they applied one dropout layer, 

however, it implemented after the fully connected layer not in 

the convolutional layers. 
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TABLE VI. PERFORMANCE COMPARISON OF DEEP 1D-CNN WITH OTHER 

DEEP MODELS 

Model Precision Recall F1 

1D-CNN [15] 0.84 0.84 0.84 

LSTM [17] 0.81 0.79 0.80 

Deep 1d-CNN (Our Model) 0.91 0.89 0.90 

B. Energy Savings through Recognizing ADLs 

 In this section, we evaluate the potential energy savings 
that could be achieved by our recommendation system in the 
smart home through recognizing ADLs. We followed an 
evaluation approach in which we calculated the amount of 
energy consumed over a period of time with and without the 
application of our system to find the total percentage of energy 
savings. As we have mentioned before, the dataset we used 
consisted of a sequential set of fixed length windows. In this 
evaluation, we were interested in calculating the energy 
consumed during each activity by utilizing the last time step of 
the window before and after applying the system. In this 
experiment, we followed the assumption that the user was 
performing one activity at a time. 

First, we mathematically calculated the number of energy 
sensors that were on in the last time period for each predicted 
activity without applying the energy saving approach. Then, 
we estimated the total energy consumption per hour using the 
following equation: 

𝒕𝒐𝒕𝒍𝒂𝑬𝑪=(𝑻𝒐𝒕𝒂𝒍𝑬𝒏𝒓𝒈𝒚𝑶𝑵 𝒕𝒊𝒎𝒆)/𝟑𝟔𝟎𝟎           (6) 

where 𝒕𝒐𝒕𝒍𝒂𝑬𝑪 is the amount of energy consumed before 
applying the energy saving approach, 𝑇𝑜𝑡𝑎𝑙𝐸𝑛𝑟𝑔𝑦𝑂𝑁 is the 
number of energy sensors that were ON before the energy 
saving recommendations, and 𝑡𝑖𝑚𝑒 in our case, is the number 
of samples, since those samples were recorded sequentially 
over a period of time. 

Second, we calculated the number of energy sensors that 
remained ON in the same time period after applying the energy 
saving recommendation. Then, we estimated the total energy 
consumption per hour using the following equation: 

𝒔𝒂𝒗𝒊𝒏𝒈𝑬𝑪=(𝑹𝒆𝒎𝒂𝒊𝒏𝒊𝒏𝒈𝑬𝒏𝒓𝒈𝒚𝑶𝑵 𝒕𝒊𝒎𝒆)/𝟑𝟔𝟎𝟎          (7) 

Where 𝑠𝑎𝑣𝑖𝑛𝑔𝐸𝐶 is the amount of energy consumed after 
applying our energy saving system, 𝑅𝑒𝑚𝑎𝑖𝑛𝑖𝑛𝑔𝐸𝑛𝑟𝑔𝑦𝑂𝑁 is 
the number of energy sensors that are kept ON after the energy 
saving recommendations, and 𝑡𝑖𝑚𝑒 is equal to the number of 
the samples. Once we determined the energy consumption with 
and without the energy saving system, we calculated the 
percentage of energy that have been saved by our system using 
the following equation: 

𝑻𝒐𝒕𝒂𝒍𝑬𝑺=𝒕𝒐𝒕𝒂𝒍𝑬𝑪−𝒔𝒂𝒗𝒊𝒏𝒈𝑬𝑪𝒕𝒐𝒕𝒂𝒍𝑬𝑪 𝟏𝟎𝟎          (8) 

Where 𝑡𝑜𝑡𝑎𝑙𝐸𝐶 is the total energy consumption without 
applying the energy saving system, and 𝑡𝑜𝑡𝑎𝑙𝐸𝐶 represents the 
amount of consumed energy after applying the system. 

As seen in Fig. 6, a significant proportion of energy could 
be saved by utilizing the recognition of ADLs for an energy 
saving purpose. 

 

Fig. 6. The Proportion of Energy Saving through Recognizing ADLs. 

VI. CONCLUSION 

In this work, deep one-dimensional convolutional layers 
equipped with the max-pooling technique were proposed to 
deal with time series data to detect ADLs in ambient intelligent 
environments. Our Deep 1d-CNN unifies feature extraction 
and classification; it can automatically discover and extract the 
internal structure of the input time series data and learn deep 
features to classify ADLs. We evaluated our proposed method 
on a new real-world dataset, ContextAct@A4H. The results 
demonstrated that 1d-CNN is one of the most competitive 
candidates for time series classification owing to its ability to 
learn more robust deep features. We also expanded our 
experiment to evaluate the potential energy saving in the smart 
home by utilizing the recognized activity of our deep model to 
detect which devices were wasting energy and encourage the 
user to perform optimization actions. The experiment indicated 
that recognizing ADLs can achieve an energy savings of 
around 50%. 

The framework proposed in this work has some limitations. 
They can be seen as extensions and can be addressed in the 
future. Regarding the proposed deep model, our Deep 1d-CNN 
achieved good performance in recognizing ADLs, however, we 
designed our model to only learn single-user activities. Another 
limitation of our deep model is that most of the parameters 
were determined through lots of experiments, which is time 
consuming; so, designing a method of hyper-parameter 
optimization is ongoing. On the subject of the energy saving 
recommendation system, the drawback of this approach is that 
the user might have purposely kept the devices that were 
detected as wasting energy turned on. However, in using this 
evaluation approach, we only attempted to show the maximum 
potential energy savings and demonstrate how recognizing 
ADLs can have a great impact on energy saving in smart 
homes. 

Regarding directions for future work, we will investigate 
the problem of recognizing multi-user activities. Moreover, we 
intend to explore the problem of data imbalance, which is a 
common problem for real-life HAR. For the recommendation 
system, we plan to allow the users to send feedback to the 
system so that it can learn from this feedback in order to 
enhance its services. 
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