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Abstract—Named Entity Recognition (NER) is often used to 

acquire important information from text documents as a part of 

the Information Extraction (IE) process. However, the text 

documents quality affects the accuracy of the data obtained, 

especially for text documents acquired involving the Optical 

Character Recognition (OCR) process, which never reached 

100% accuracy. This research tried to examine which OCR 

engine with the highest performance for IE using NER by 

comparing three OCR engines (Foxit, PDF2GO, Tesseract) over 

8,562 government human resources documents within six 

document categories, two document structures, and four 

measurements. Several essential entities such as name, employee 

ID, document number, document publishing date, employee 

rank, and family member's name were trying to be extracted 

automatically from the documents. NER processes were done 

using Python programming language, and the preprocessing 

tasks were done separately for Foxit, PDF2GO, and Tesseract. In 

summary, each OCR engine has its drawbacks and benefit, such 

as Tesseract has better NER extraction and conversion time with 

better accuracy but lack in the number of entities acquired. 

Keywords—Named entity recognition; information extraction; 

optical character recognition; government human resources 

documents 

I. INTRODUCTION 

Information extraction from scanned documents has been 
an issue in many countries and domains. Pathel and Bhatt in 
2020 [1] used an end-to-end sequential approach for 
abstractive information extraction on scanned Malaysian 
invoices. Nguyen et al. in 2020 [2] used a rapid and convenient 
text-mining method to automatically extract pathology features 
from complex text-based scanned photocopies of Australian 
typewritten clinical pathology reports drawn from multiple 
different sources. Bures et al. in 2020 [3]  proposed a system 
design to extract information from several countries structured 
scanned invoice documents by an ordinary office scanner 
device. Rastogi et al. in 2020 [4] used knowledge graph and 
Formal Concept Analysis (FCA) template detection to extract 
information from 1,400 scanned trade finance documents. 
Those issues also have been a problem in Indonesian 
Government. 

In Indonesia, every human resources division in the 
government has the same problem of extracting information 
from scanned human resources documents. The information 
extraction process usually was done manually by entry 
operators, which is time-consuming and error-prone. 

The government's human resources division records a vast 
number of employee documents each year. For instance, Bogor 
local government, one of the ninety-eight city governments in 
West Java, Indonesia, recorded more than 200,000 human 
resources documents during the 2009 to 2020 period. Those 
numbers are increasing each year, like in 2018, there are 
10,880 recorded documents, while in 2019, the number 
increased to 28,784 recorded documents. With only two data 
operators to handle such data, this is really time-consuming, 
not to mention the human error factor while inserting essential 
pieces of information from each document into the human 
resources management system. 

This manually extracted information is essential since it has 
been used for many human resources management system 
modules like a decision support system for talent management, 
executive statistics dashboard, salary budget prediction, 
employee formation, and many others. 

Each document was acquired using scanners in PDF 
format. The recording process was taken manually by operators 
inserting important information of each document into the 
human resources database through the human resources 
management system web-based interface. With the help of IE 
tasks like NER, this process can be simplified using automated 
NER to make the data management more effective and 
efficient. 

OCR converts the scanned images of handwritten, 
typewritten, or printed documents into machine-readable 
format [5]. IE process is used to extract structured content in 
entities, relations, facts, terms, and other types of information 
[6]. In general, NER is a subtask of IE that aims to find and 
categorize specific entities in text documents [7]. The 
documents source may vary from the web, generated PDF, and 
scanned documents in PDF format. In scanned documents case 
which involves OCR engine, to get good accuracy, precision, 
and recall of the entities acquired is a challenge for this 
research. 

Three different OCR engines with different environments 
were selected for the experiment. Foxit as the desktop-based 
OCR engine, PDF2GO as the web-based OCR engine, and 
Tesseract as an open-source programable OCR engine. Among 
those OCR engines, we would like to examine which engine 
has the highest measurements score to extract essential 
information from government human resources documents 
using four measurements. 
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The measurement results will determine which engine is 
the suitable solution to handle IE tasks involving NER and 
OCR process in two document structures. The results will also 
help any organization to manage scanned documents more 
effectively and efficiently. As for Indonesian government, an 
effective and efficient document management would really 
help any government division to work more efficient with less 
or even none human resources involved with the help of 
automated IE from this study. 

The following sections of this paper are the related works 
in Section 2, the materials and methods in Section 3, 
experiments results and discussion in Section 4. Lastly, the 
conclusion is in Section 5. 

II. RELATED WORK 

IE using scanned documents is often noisy and often 
suffering from blur effects, faded text, watermarks, scanning 
artifacts, and wrinkles. Those noises often caused the 
downstream OCR and other errors [4]. Those noises are the 
cause of low accuracy in IE using scanned documents. 

In some cases, preprocessing tasks, such as image contrast 
improvement, noise reduction, binarization, and image 
deskewing, are required to get a visual improvement of the 
scanned documents [3]. High accuracy and low latency for 
processing large numbers of documents are required to have 
the best result of OCR [1]. IE in a medical domain has proven 
that keyword trigger-based automation with OCR correction 
and negation handling is rapid and convenient and provides 
consistent and reliable data abstractions from scanned clinical 
records [2]. Those cases showed that preprocessing has an 
important role to get a better result in IE using scanned 
documents. 

Taghva et al. in 2006 [8] and Pereda in 2011 [9] proved that 
the IE task is significantly influenced by OCR errors, while 
Vijayarani and Sakila in 2015 [10] tried to compare 8 OCR 
tools using image and PDF documents. NER previous research 
on PDF documents like legal documents had been done to 
extract information for specific entities. Solihin and Budi, in 
2018 [11], researched the extraction of data from general 
criminal court decision documents using the rule-based 
method. Meanwhile, Leitner et al. in 2019 [12] used machine 
learning methods like CRF (Conditional Random Fields) and 
deep learning methods like BiLSTM (Bidirectional Long 
Short-Term Memory) to extract information using NER on 
legal documents. Nuranti and Yulianti in 2020 [13] also tried 
the same method in Indonesian legal documents. Those 
research [11,12,13] used generated PDF legal documents as 
their data source, while our study used scanned PDF 
documents which may have lower accuracy influenced by 
OCR errors. 

Tesseract library is often used in several research of IE 
involving OCR. Patel and friends produced 70% accuracy 
using 20 sample images in 2012 [14]. Kumar and friends 
produced 97% accuracy for small scanned bill documents and 
83% accuracy for  small scanned bill documents using 
Tesseract OCR on 25 scanned bills in 2020 [15]. Akinbade and 
friends produced 81.9% character accuracy and 69.7% word 
accuracy on 11 sample images in 2020 [16]. Haraj and 

Raissouni produced an average of 95.77% charcater accuracy 
using tesseract and opencv library over 4 sample images in 
2015 [17]. Those research [14,15,16,17] only used relatively 
small samples (less than 50 documents), while our study used 
more documents (8,562 documents in 6 Categories and two 
document structures). Previous research [14,15,16,17],  which 
also employed the Tesseract library, only used string matching 
to measure the OCR. On the other hand, our study used four 
measurements, i.e., conversion time, NER time, string match 
accuracy as precision, and the number of entities acquired as 
recall. 

III. MATERIAL AND METHODS 

The proposed method we use in this study is an adaptation 
of the general framework for text analysis in mining text data 
literature as shown in Fig. 1 [18]. The framework start with 
text corpus as an input source, followed by preprocessing 
phase. Then followed by the text representation process and it 
ends with the knowledge discovery process as shown in Fig. 1. 

Fig. 2 shows the four main phases of the proposed method. 
The phase began with data collection, followed by the 
preprocessing step by converting PDF to text. Then, the NER 
process used rule-based entity recognition written in Python, 
followed by the end's evaluation process. 

The reason we use the prosed method as an adaptation from 
the general framework for text analysis is because it has 
suitable phases that also can be implement for IE using NER in 
this study. Nevertheless the original framework has different 
examples in each phase since the example is used for text data 
analytics in social media. 

The data collection refers to the text corpus phase, the 
preprocessing phase is similar, the NER phase refers to the 
representation phase, and evaluation refers to the knowledge 
discovery phase. 

A. Data Collection 

Eight thousand five hundred sixty-two government human 
resources documents within 6 document categories were 
collected as data samples. Those documents were downloaded 
from the human resources server of Bogor local government 
using PHP script for each document category selected. Table I 
demonstrates the number of entities and the number of records 
of each class. 

 

Fig. 1. The General Framework for Text Analysis in Mining Text Data [17]. 

 

Fig. 2. The Main Phases of the Proposed Method. 
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TABLE I.  DOCUMENTS AND ENTITIES OF EACH DOCUMENT CATEGORY 

Category 
Average 

Size 
Samples Entity Structure 

Retirement 505 Kb 110 6 Tabular 

Recruitment 448 Kb 453 6 Non table 

CV 39 Kb 5,964 7 Tabular 

ID conversion 419 Kb 1,168 5 Tabular 

Employee position 501 Kb 265 5 Non-table 

Family allowance 332 Kb 602 6 Tabular 

The category selection was based on the head of National 
Civil Service Agency regulation number 18 in 2011 about 
manuscript layout management of the national human 
resources document [19]. From those categories, four 
categories (curriculum vitae, ID conversion, family allowance, 
retirement) have a tabular data structure, and the other two 
categories (recruitment, employee position) do not have a table 
data structure. 

Each document category has a similar average size and 
similar number type of entities except for Curriculum Vitae, 
which has only 39 Kb average size per document. Retirement 
documents are the fewest, with 110 documents, and 
Curriculum Vitae is the most significant sample with 5,964 
documents.Each document type has at least two same entities: 
name and employee ID. They are employed as primary keys in 
the rule-based NER written in Python language to compare the 
actual values of each entity within the human resources 
database with the entities acquired from the OCR process 
results. 

The entity selection for each document category were based 
on the existing information stored in the human resources 
database. Therefore we can validate and measure the accuracy 
of each entity acquired by comparing it with the actual value 
from the human resource database. We used word level 
accuracy as a measurement for each entity acquired. Therefore 
we only compare some part of each document as entities with 
the actual value from the human resources database instead of 
using the whole text from each document. 

Each category has different important entities to extract. 
Each entity in every type has its own character, as shown in 
Table II. 

TABLE II.  RETIREMENT DOCUMENT CHARACTER 

Entity Format 

Name Free text 

New ID number 18 digits number 

Old ID number Nine digits number 

Document number Nine digits number + year 

Working period Two digits year and month 

Retirement date dd-mm-YYYY 

 

Fig. 3. ID Conversion Document Sample. 

 

Fig. 4. Recruitment Document Sample. 
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There are four document types with tabular structure data: 
retirement, curriculum vitae, ID conversion, and family 
allowance. There are only two document types with non-table 
document structures, which are recruitment and employee 
position. 

The following Fig. 3 is an example of an ID conversion 
document as the tabular structure document, and Fig. 4 is an 
example of a recruitment document as the non-table structure 
document. 

B. OCR Engines Preprocessing 

The next phase after collecting the scanned PDF documents 
is to convert them into text format. Three OCR engines from 
three different environments were used in this phase. An 
offline desktop-based application called Foxit, an online-based 
application called PDF2GO, and an open-source OCR library 
called Tesseract were used to convert all documents. Patel et al. 
in 2012 [14] produce 70% accuracy, Kumar et al. in 2020 [15] 
produce 97% accuracy and, Akinbade [16] produce 81.9% 
accuracy using the Tesseract library on scanned documents. 

Each engine has its benefits and drawbacks. For Foxit, it 
has better reading for tabular data and preserves spaces from 
the original document. However, it has no batch conversion 
feature. Hence, it must be done manually, one by one. Another 
drawback for tabular data is the required RTF conversion to get 
a better result before converting to a TXT file. 

On PDF2GO, it has a 500 document conversion per batch 
feature and supports the Indonesian language feature on the 
OCR process. However, it does not preserve spacing from the 
original document, and it takes more time to upload and 
download the document since it is an online application. 

It has unlimited batch conversion on Tesseract since we can 
customize the process, supporting the Indonesian language 
OCR process. However, it does not preserve spacing from the 
original document. The Foxit OCR engine has better OCR 
quality for tabular data. Still, since it has no batch conversion 
feature and needs an RTF conversion first before converted to 
text files, it makes it not efficient in terms of processing time. 
PDF2GO has 500 documents per batch conversion, and 
Tesseract has an unlimited document batch. Still, even though 
it takes 5 to 10 seconds to convert a document for Tesseract, it 
takes a longer time in PDF2G0 since we have to upload and 
download the paper first, which consumes more time. In terms 
of conversion time, Tesseract is the best option. In terms of the 
OCR feature, Foxit can preserve the space and better handle 
tabular data. Even though Tesseract included this feature in 
their library, the page segmentation mode will help extract 
information from tabular data. 

C. Information Extraction using NER 

The IE process using NER was written using Python 
programming language since it has features for NLP tasks. The 
rule-based method was used since OCR results from the 
documents are not 100% accurate, unlike the generated PDF 
documents. 

The employee ID number is the primary key used to 
connect to each entity's other actual value. If we get the wrong 
OCR result for the employee ID number, it will get the wrong 

or even empty weight from the human resource database. Each 
document category from each OCR engine has a different 
extraction time, as shown in Table III. The table shows that 
each document category has the various best time for each 
OCR engine. Foxit has better time records on the retirement 
category with 0.017 seconds per document and the family 
allowance category with 0.077 seconds per document. 
Tesseract has better time records on recruitment category with 
0.088 seconds per document, employee position category with 
0.0104 seconds per document, and Curriculum Vitae with 
0.040 seconds per document. PDF2GO only has a better time 
record on the ID conversion category with 0.011 seconds per 
document. On average, Tesseract has the best extraction time 
with 0.044 seconds per document, followed by PDF2GO with 
0.046 seconds per document and Foxit with 0.050 seconds per 
document. 

TABLE III.  NER TIME FOR EACH DOCUMENT CATEGORY 

Category Foxit PDF2GO Tesseract 

Retirement 0.017 0.019 0.023 

Recruitment 0.096 0.089 0.088 

Curriculum Vitae 0.074 0.071 0.040 

ID conversion 0.022 0.011 0.012 

Employee position 0.016 0.010 0.010 

Family allowance 0.077 0.078 0.092 

Average 0.050 0.046 0.044 
 

D. Evaluation 

In terms of quality measurement, the string match function 
from the Python library was used by comparing the entity 
string acquired with the actual data from the human resources 
database. This function is based on the Gestalt pattern 
matching, which measures accuracy by this equation: 

    
   

|  | |  |
  (1) 

The D𝛄0 value ranged from 0 to 1, where one value means 
100% the same and 0 value means vice versa. The S1 and S2 
refer to the character number from the first and second strings, 
respectively. Km refers to the number of the same character 
between two strings being compared [20]. We used 
percentages ranged from 0 to 100 to represent the D𝛄0 in our 
experiment. 

The quantity measurement used a simple counter parameter 
on the rule-based NER Python code each time an entity was 
acquired. The actual quantity for each entity was obtained 
using the SQL count function from the human resources 
database. 

IV. RESULTS AND DISCUSSION 

A. Results 

After the NER process, precision and recall measurement 
divided for each document category to see which OCR engine 
text result has better precision, recall, and F1-Score  
percentages shown in Table IV. 
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TABLE IV.  PRECISSION, RECALL AND F1 MEASUREMENT 

Document Type Structure 

Foxit (%)  PDF2GO (%) Tesseract (%) 

Precision Recall F1-Score  Precision Recall F1-Score  Precision Recall F1-Score   

Retirement Tabular 93.99 85.06 89.30 93.62 86.58 89.62 88.19 52.42 65.76 

Recruitment Non Table 83.66 73.66 78.34 86.85 92.20 89.45 86.86 90.91 88.83 

Curriculum Vitae Tabular 86.28 86.64 86.46 80.13 97.91 88.13 84.14 80.98 82.53 

ID Conversion Tabular 68.85 84.33 75.81 74.45 77.84 76.11 74.99 54.40 63.06 

Employee position Non Table 87.59 100 93.38 86.46 99.62 92.57 92.8 99.62 96.09 

Family allowance Tabular 95.22 75.87 84.45 92.16 72.84 81.37 91.17 71.42 80.10 

Average  85.93 84.26 84.62 85.61 87.83 86.27 86.36 74.96 79.39 

Based on Table IV, we can see that in terms of precision by 
string matching, Tesseract has the highest accuracy with 
86.36%. However, in terms of recall, PDF2GO has more 
identified entities with 87.83%. PDF2GO has the highest F1-
Score with 86.27%. 

Even though it seems PDF2GO has the highest F1-Score on 
average, but in terms of document structures, the highest F1-
Score  are different. Foxit has the highest F1-Score  average for 
tabular data structure with 84.01%, followed by PDF2GO with 
83.89% and Tesseract with 72.85%. Tesseract has the highest 
F1-Score average for non-table data structure with 92.46%, 
followed by PDF2GO with 91.01% and Foxit with 85.86%. 

The results show that the tabular data structure F1-Score  
average for Tesseract is very low (72.85%). Consequently, it 
caused the total average of 6 document types also low at 
79.39%, even though for non-table data structure Tesseract has 
the highest F1-Score  with 92.46%.  Even though Foxit has the 
highest F1-Score  average for tabular data structure with 
84.01%, it also has the lowest F1-Score  average for non-table 
data structure with only 85.86%. 

In general, PDF2GO has the highest F1-Score  average 
with 86.27%. In terms of tabular document structure, Foxit has 
the highest F1-Score  average with 84.01%. Tesseract has the 
highest F1-Score  average with 92.46% for non-table document 
structure. 

Even though Tesseract has the best precision, however, it 
has the worst recall. Therefore it also has the worst F1-Score  
since the precision gap between each OCR engine is slightly 
different, and the recall gap for Tesseract is far. 

In the IE phase, we recorded the processing time of OCR 
engines for each document category. We can compare which 
OCR has the best OCR processing time, as shown in Fig. 5. 

 

Fig. 5. Extraction Time per Document for each Category. 

Tesseract is dominant in three document categories with 
0.004 seconds per Curriculum Vitae document, 0.008 seconds 
per recruitment document, and 0.01 seconds per employee 
position document. On the other hand, Foxit is dominant in two 
document categories with 0.017 seconds per retirement 
document and 0.077 seconds per family allowance document. 
PDF2GO is only prevalent in one document category with 
0.011 seconds per ID conversion document. 

On average, Tesseract is the fastest OCR engine with 0.044 
seconds per document, followed by PDF2GO with 0.046 
seconds per document and Foxit with 0.050 seconds per 
document. Even though the NER times are slightly different, 
the impact is enormous since the volume of the document to 
extract is also enormous. We can say that in terms of NER 
information extraction time, Tesseract has the best time record, 
not to mention the benefit of having unlimited batch 
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conversion. In contrast, in Foxit, you have to do the conversion 
one by one, and in PDF2GO, the batch conversion is limited to 
500 documents in the preprocessing phase. 

In the precision measurement phase, we recorded the 
precision of each OCR engine for each document category. 
Each acquired entity was compared automatically with the 
actual value from the human resources database records using 
the Gestalt string matching function described previously. 
From those records, we can compare which OCR has the best 
string match accuracy, as shown in Fig. 6. 

Tesseract has the highest precisions in three document 
categories with 86.86% in the recruitment category, 92.8% in 
the employee position category, and 74.99% in the ID 
conversion category. Foxit has better precision in three 
document categories with 86.28% in the Curriculum Vitae 
category, 95.22% in the family allowance category, and 
93.99% in the retirement category.Tesseract is more dominant 
in three documents. Besides, it has the best precision average 
with 86.36%, followed by Foxit with 85.93% and PDF2GO 
with 85.61%. 

We recorded the number of entities acquired for each OCR 
engine in each document category in the recall measurement 
phase. The number of entities acquired for each entity 
compared to the number of entities in the human resources 
database using the employee ID number as the primary key. 
We can compare which OCR has the most entities acquired for 
the recall measurement from those entity numbers, as shown in 
Fig. 7. 

We can see that PDF2GO has more entities acquired in 
three document categories, with 86.58% recall in the retirement 
category, 92.2 % recall in the recruitment category, and 
97.91% in the Curriculum Vitae category. Foxit has more 
entities acquired in three document categories with 84.33% 
recall in the ID conversion category, 100% accuracy in the 
employee position category, and 75.87% recall in the family 
allowance category. 

 

Fig. 6. The Precision Percentage for each Document Category. 

 

Fig. 7. Recall Percentage for each Category. 

Tesseract has the lowest number of entities acquired with 
only 74.96% recall. PDF2GO and Foxit each have three 
dominant categories in the number of entities gained. On 
average, PDF2GO has the highest entities acquired with 
87.83%, followed by Foxit with 84.26% and Tesseract with 
74.96% entities acquired. 

B. Discussion 

We found a trade-off selection of the OCR engine from the 
measurements we conducted since Tesseract is good on 
preprocessing, information extraction time, and accuracy but 
lacks entity acquirement. On the other hand, PDF2GO and 
Foxit are dominant for entity acquirement. It lacks accuracy, 
extraction time, and preprocessing phase since Foxit has no 
batch conversion feature, and PDF2GO limits the batch 
conversion of 500 documents per batch. 

It shows that Tesseract seems to be the best option for NER 
in scanned documents regardless of the number of entities 
acquired. The dominant measurement for Tesseract in 
preprocessing time, NER time, and precision proved that this 
OCR engine is reliable to get time efficiency and string match 
accuracy even though it has a low percentage of recall. The gap 
between Tesseract and PDF2GO on entities acquired is 13%. 

The number of entities acquired is significant since having 
fast preprocessing and NER time would be meaningless if we 
have low numbers of information extracted. Writing a better 
algorithm in rule-based NER, having an automated text 
normalization, or using deep learning methods for NER might 
increase the number of entities acquired. 

PDF2GO has the best F1-Score  with 86.27%, regardless it 
has a slower NER time with 0.046 seconds per document and 
slower preprocessing time with 500 documents limit per batch 
and additional download and upload time to the PDF2GO web. 
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Even though PDF2GO has the best F1-Score, we found that 
Foxit has better precision in tabular document structure 
(retirement, CV, ID conversion, family allowance), as shown 
in Table IV. For tabular document structure, Foxit has an 
84.01% average F1-Score  followed by PDF2GO with  83.89% 
and Tesseract with 72.85%. For non-table document structure 
(retirement and employee position), Tesseract has the best F1-
Score  with 92.46%, followed by PDF2GO with 91.01% and 
Foxit with 85.86%. 

Even though the F1, precision, and recall, and OCR engines 
are less than the previous research [10], we processed many 
more documents, categories, and documents structure. It 
consists of 8,562 documents within six categories and two 
document structures to prove that the OCR comparison using 
more documents in two different structures may have different 
results. The previous research [10] only employed string 
matching as a measurement to compare OCR engine results. In 
contrast, our study performed at least five measurements, 
which are preprocessing time, NER time, precision, recall, and 
F1-Score. Those measurements are more comprehensive than 
just string matching for an end-to-end information extraction 
system to manage many documents. 

Similar research employed the Tesseract library [16] with 
only 11 images as input yielding 69.7% precision. On the other 
hand, our study produced 83.07% precision with 8,562 
documents as the same library input. It may not be a fair 
comparison since the previous research using English text 
documents while our documents are in the Indonesian 
language. Tesseract support both English and Indonesian 
language, therefore even using more variety of document 
categories and different languages, Tesseract can have a better 
accuracy result. 

Previous research that also performed rule-based NER [11] 
has 89% F1-Score  while our study has 86.27% F1-Score. The 
preceding experiment employed generated PDF documents 
with no OCR involves, while ours used scanned documents, 
and it has the worst text result after the OCR process. In this 
case, there is a 2.73% gap between scanned documents and 
generated PDF using the same rule-based NER method. The 
experiments' results are a potential reference for an end-to-end 
information extraction system using a vast number of scanned 
documents involving an OCR engine. 

C. Limitations 

There are several limitaions on this study such as: 

 We had only use tabular and non-tabular document 
structures in six categories. 

 Six document categories were selected from ten 
available categories based on the head of National 
Civil Service Agency regulation number 18 in 2011. 

 The number of entities for each document category 
were selected based on esential informations that 
stored in the human resources database of Bogor local 
government. 

 We only measure the precision through the NER 
results,   therefore we do not use the whole text of the 

scanned documents since only essential entities such as 
names, dates, organizations are being extracted and 
compared to the ground truth from the database. 

 We only compared three OCR engines which are Foxit 
as an offline engine, PDF2GO as an online engine and 
Tesseract as an opensource engine. 

V. CONCLUSION 

This research analyses which OCR engine is the most 
suitable for IE using rule-based NER written in Python over 
8,562 scanned PDF government human resources documents 
within six document categories. Those categories are 
retirement, recruitment, Curriculum Vitae, ID conversion, 
employee position, and family allowance documents with 
tabular and non-tabular structures. Involving more document 
structures such as watermark and handwriting scanned 
documents may have a better data representation for future 
research. 

Three OCR engines from three different environments were 
compared during the experiment. Foxit as an offline desktop 
OCR engine, PDF2GO as an online OCR engine, and 
Tesseract as a free and open-source multiplatform OCR engine 
library. Tesseract is the most suitable solution in terms of 
preprocessing since it provides an unlimited document 
conversion batch. Tesseract is also the fastest OCR engine in 
NER extraction time; nevertheless, numbers of entities 
acquired Foxit and PDF2GO are more dominant on three 
documents each. In terms of string match entity accuracy as 
precision, the Tesseract OCR engine is dominant on three 
document categories. 

On average, PDF2GO has the highest F1-score (86.27%). 
In terms of tabular document structure, Foxit has the highest 
F1-Score (84.01%). Tesseract has the highest F1-Score  
(92.46%) for non-table document structure. Those scores show 
that Tesseract is more suitable for non-table documents and 
Foxit is more appropriate for tabular documents. 
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