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Abstract—In recent years, many investors have used cryp-
tocurrencies, prompting specialists to find out the factors that
affect cryptocurrencies’ prices. Therefore, one of the most pop-
ular methods that have been used to predict cryptocurrency
prices is sentiment analysis. It is a widespread technique utilized
by many researchers on social media platforms, particularly on
Twitter. Thus, to determine the relationship between investors’
sentiment and the volatility of cryptocurrency prices, this study
forecasts the cryptocurrency prices using the Long-Term-Short-
Memory (LSTM) deep learning algorithm. In addition, Twitter
users’ sentiments using Support Vector Machine (SVM) and
Naive Bayes (NB) machine learning approaches are analyzed.
As a result, in the classification of the bitcoin (BTC) and
Ethereum (ETH) datasets of investors’ sentiments into (Positive,
Negative, and Neutral), the SVM algorithm outperformed the NB
algorithm with an accuracy of 93.95% and 95.59%, respectively.
Furthermore, the forecasting regression model achieves an error
rate of 0.2545 for MAE, 0.2528 for MSE, and 0.5028 for RMSE.
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I. INTRODUCTION

Recently, the prices of financial assets have been dynam-
ically changing, which means it changes asynchronously as
new information becomes available [1]. Therefore, the future
prediction of finance growth in stocks, shares, and digital
currency flow data is difficult for speculators and investors;
these cryptocurrencies have skyrocketing and sudden fall char-
acteristics, which means they have high price volatility over
time [2].

In addition, cryptocurrencies are an alternative medium of
exchange consisting of numerous decentralized crypto coin
types. The essence of each crypto coin is in its crypto-
graphic foundation. Secure peer-to-peer transactions are en-
abled through cryptography in this secure and decentralized
exchange network based on blockchain technology [3]. Since
its inception in 2009 [4], BTC has become a digital commodity
of interest as some believe the crypto coins’ worth is compa-
rable to that of traditional fiat currency [5]. Unlike our usual
currencies, cryptocurrencies are free from regulatory norms
and do not have a central governing authority [6]. Therefore,
the cryptocurrency market is investor-driven. Thus, it can be
said to be affected by socially constructed opinions, and future
expectations of the cryptocurrency holders and future investors
[7].

Many currency users share stock price recommendations
via electronic platforms. According to Abualigah et al. [8],
Twitter is one of the essential sources of users’ opinions on
various topics. Thus, individuals can express their opinions
and share alternative viewpoints on any topic. As a result, it is

necessary to use modern technologies and advanced artificial
intelligence methods to analyse Twitter users’ opinions.

The research contributions are as follows: (i) Apply ma-
chine learning (ML) algorithms to analyse the cryptocurrency
users’ sentiments, (ii) Apply deep learning (DL) models to
forecast the cryptocurrencies’ prices, (iii) Analyse the cor-
relation between cryptocurrency users’ sentiments and price
volatility in the cryptocurrency market, and (iv) Evaluate the
performance of the proposed method and compare the results
with those of state-of-the-art algorithms and previous studies
in the same field.

This paper is structured as follows: Section II provides
a literature review of the previous studies on cryptocurrency
price forecasting and sentiments analysis. Section III illustrates
the overall structure of the research model and the methods
utilized to achieve the results. Section IV contains the collected
datasets and the pre-processing techniques. Section V presents
the experimental results in tables and figures and compares the
results with other previous studies. In the final Section VI, we
provide a conclusion, limitations, and future work.

II. LITERATURE REVIEW

Cryptocurrencies are a form of alternative currency com-
prised of various types of decentralized crypto [9]. These
cryptocurrencies exhibit rapid growth and rapid downturn
characteristics, implying a high degree of price volatility over
time [10]. Many studies focused on predicting the “Price”
of cryptocurrency by using various techniques such as the
Autoregressive Integrated Moving Average (ARIMA) time-
series model [11]. They aim to predict the prices using daily,
weekly, and monthly time series. On the other hand, several
recent studies have analyzed the sentiments of cryptocurrency
users using ML [12] and DL models [5]. Additionally, These
studies examined whether public sentiment measured by social
media datasets are related to or predictive of cryptocurrency
values. In particular, it is possible to predict the volatility of
cryptocurrencies price by analyzing public sentiment on Twit-
ter and determining the relationship between the sentiments
expressed by investors on Twitter.

Accordingly, Rahman et al. [12] presented ML models
based on the Twitter dataset. The researchers aim to find an
association between user sentiment and BTC price. However,
they use a variety of algorithms, such as Support Vector Re-
gression, Decision Tree Regression DTR, and Linear Regres-
sion LR. As a result of the experiment, there is a discernible
relationship between sentiment on Twitter and price change,
based on the highest accuracy obtained from the decision tree
algorithm compared with other algorithms is 75%. Similarly,
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Sattarov et al. [13] examined the extent to which BTC prices
are influenced by investors’ sentiments using a ML model.
Twitter and the BTC price datasets were collected over a
60-day period, from March 12 to May 12. Additionally, the
researchers used the Random Forest RF algorithm to deter-
mine a correlation between cryptocurrency users’ opinions and
feelings and price variation. The implemented model achieves
62.48% accuracy and a minimum error of 21.84%.

In another study conducted by Mittal et al. [14], The
interrelationships between BTC price and Twitter and Google
search were identified using the BTC price, tweets, and Google
search patterns. According to the investigation, there is a
correlation between BTC pricing, Twitter, and Google search
behaviors. In addition, the authors apply Linear regression LR,
polynomial regression PG, Recurrent Neural networks, and
LSTM based analysis of different datasets collected from 9
April 2014 to 07 January 2019. The polynomial regression
method outperforms the other techniques by achieving an
accuracy of 77.01% and 66.66% of Tweet Volume and Google
trends, respectively. Thus, the findings show a significant
association between Google Trends and Tweet volume data
and the price of BTC, but no significant correlation with tweet
sentiments.

Other studies applying sentiment analysis technology to
cryptocurrency trading had similar results. For example, Pant
et al. [5] developed a novel DL algorithm by combining the
BTC sentiment score and historical price. Their objective is
to establish a link between user emotions and BTC price
volatility using the Recurrent Neural Network RNN model.
The datasets chosen covered the same time period, from
January 1 to December 31, 2015, in order to investigate
the correlation between them. According to the experiment
results, the distinction between positive and negative tweets
is 81.39 percent accurate. The same proposed model achieves
a 77.62 percent accuracy in predicting BTC prices. Moreover,
Pathak and Kakkar [15] present DL trained model using LSTM
networks. They intend to forecast the overall price trend by
analyzing BTC and Twitter data spanning 450 hours. Their
study established a link between Twitter users’ sentiments and
the BTC trading currency’s pricing, as the relationship between
them was 77.89% accurate.

Furthermore, Aggarwal et al. [16] utilized a symmetric-
deep learning approach with value parameters to assess the
impact of BTC price prediction on socioeconomic indicators.
In particular, they investigated the effect of Gold price and
investors’ sentiments on the price of BTC by using DL models
such as Convolutional Neural Network (CNN), LSTM, and
Gated Recurrent Unit (GRU). To enhance the results, they used
a variety of datasets from January 15, 2017, to May 12, 2017.
Researchers have noticed the significant effect between Twitter
users’ sentiments and BTC price volatility as the posting of
tweets containing positive feelings leads to an increase in the
price of BTC. And vice versa. In another study conducted
by [17], DL models based on the StockTwits platform and
cryptocurrencies datasets are utilized. The authors applied
efficient language modeling tools such as recursive neural
networks (RNNs) using datasets from March 2013 to May
2018. The findings show a significant association between
speculators’ posts and cryptocurrency volatility prices.

Most studies used either deep neural network models such

as LSTM or conventional ML models such as RF to forecast
cryptocurrency price volatility. Additionally, they employ vari-
ous preprocessing strategies when developing a cryptocurrency
models. However, only a few studies conducted a comparative
analysis of DL to identify an optimal preprocessing strategy.
These studies were conducted over various timeframes, making
them relatively old in this rapidly evolving cryptocurrency
market. Thus, additional research is required on forecasting
cryptocurrency prices and analyzing investor sentiments using
DL approaches, as the literature has not been extensively
exploited. Therefore, new studies must be conducted to ensure
that these results remain valid in 2022 and to discover new
patterns.

III. METHODOLOGY

This section explains the proposed cryptocurrency forecast-
ing model using DL and ML. The sentiments analysis model
pre-processes the tweets, calculates the sentiment score using
ML algorithms, and classifies them into (Positive, Negative,
and Neutral). In contrast, the forecasting model uses the
historical price dataset and works on predicting the next three
months using the DL algorithm. The methodology of the
classification and regression models used to forecast the prices
and find the correlation between investors’ sentiments and
cryptocurrency historical price is presented in Fig. 1.

A. Sentiment Analysis Model

This step aims to apply the primary goal of the research,
which is sentimental characteristics tweets measurements such
as polarity and subjectivity. The TextBlob3 Python library was
utilized to process the Twitter dataset by providing the natural-
language processing NLP features [18]. This strategy classifies
the polarity of the tweet into positive, neutral, and negative
groups as ‘1’, ‘0’, and ‘-1’. Table I presents the sentiments
divided process into three groups (positive, negative, and
neutral) depending on the tweets’ polarity.

TABLE I. POLARITY CLASSIFICATION

Value of Polarity Sentiment
>0 Positive
0 Neutral
<0 Negative

The sentiments analysis model of cryptocurrency users was
utilized using supervised ML approaches, including SVM, and
NB chose these approaches for modeling because it is faster
and more lightweight in the classification processes.

1) Support Vector Machine (SVM): is a supervised ML
algorithm utilized for classification and regression purposes.
Both linear and nonlinear classification is executed by SVM.
It is created the line between two classes. That means all points
in the same part has the same category. Moreover, It can be
more than two lines to separate the categories. The vectors near
the hyperplane are the support vectors. In addition, to solve
classification problems, there are four kernel functions (linear,
polynomial, radial-based, and sigmoid) [19]. The advantages
of the SVM algorithm are the better classification accuracy
and the best analysis performance if the input data is correctly
labeled before the process [20].
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Fig. 1. Forecasting Model Structure.

2) Naive Bayes (NB): is a generative learning algorithm
that solves text classification and sentiment analysis ML mod-
els based on Bayes’ theorem. All features assumed as inde-
pendent thought give the class value [21]. The term “Naive”
directs to data points that are unrelated to one another. The
advantages of the NB algorithm, multinomial classifier NB is
commonly utilized in text categorization cases, and capable to
build, use, train, and ignoring useless variables [22]. The (1)
presents in the mathematical equation of NB.

P (c|x) = P (x|c)p(c)
P (x)

(1)

Where:

• P(c | x) is the probability posterior of the given class
value.

• P(c) is a prior probability of class.

• P(x) is a prior probability of value.

• P(x | c) is the probability of value given class.

B. Cryptocurrency Forecasting Model

LSTMs were chosen for modeling the cryptocurrency fore-
casting model since it is an ideal algorithm for time series
forecasting and works well with historical data by storing

memory. Furthermore, it solves complex problems that earlier
recurrent network algorithms have never been able to solve.
Therefore, Table II presents the hyperparameter, the values that
control the learning process for the LSTM model.

TABLE II. HYPERPARAMETER VALUES

Activation Function Sigmoid
Epochs 150

Hidden layers One hidden layer
Batch size 256
Optimizer Adam

Learning rate 0.00050

1) Long-Term-Short-Memory (LSTM): is a form of RNN
with extra elements for memorizing sequential input. The cell
state, which transmits information across the sequence chain,
is a crucial component of LSTM. It serves as the network’s
memory. Because information can be withdrawn or added
via gates, the cell state can truly hold only the necessary
information in the sequence. During training, the gates learn
what information is important to keep or forget. As a result,
information from previous stages now influences later stages
in the sequence [23].

C. Evaluation Metrics

There is a need to evaluate the performance of the models
involved.
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• Regression
In the regression model, the accuracy of forecasts can
only be determined by considering how well a model
performs on new data that were not used when fitting
the model. Scale-dependent errors are commonly used,
such as Mean Absolute Error (MAE), Mean Squared
Error (MSE), and Root Mean Squared Error (RMSE)
[24] as follows:
Mean Absolute Error (MAE): calculated the average
of the original and forecasted values [24]. This is
expressed in mathematical terms as (2):

MAE =
1

n

t=1∑
n=1

|et| (2)

Mean Squared Error (MSE): calculated the square
average of the difference between original and fore-
casted values [24]. This is expressed in mathematical
terms as (3):

MSE =
1

n

t=1∑
n=1

e2t (3)

Root Mean Squared Error (RMSE): The forecast
errors standard deviation. That means the residuals
measurement of far points from the regression line
data [24]. This is expressed in mathematical terms as
(4):

RMSE =

√√√√ 1

n

t=1∑
n=1

e2t (4)

Where:
◦ n is the sample’s forecast total number.
◦ e is the real value of the sample.
◦ t is the forecasting value of the sample.

• Classification
On the other hand, the evaluation metrics used
for classification models the performance of the
algorithms are Accuracy, Precision, Recall, and
F1-Score [25] as follows.

Precision The positive quantification, which are True
Positives (TP) and False Positives (FP) number of
predictions [25]. This is expressed in mathematical
terms as (5):

Precision =
TP

TP + FP
(5)

Recall The number of positive class predictions made
from all positive cases in the dataset that can be
counted. And when there is a large cost related to
False Negatives (FN) [25]. This is expressed in math-
ematical terms as (6):

Recall =
TP

TP + FN
(6)

F1-Score Precision and Recall have a harmonic mean
[26]. This is expressed in mathematical terms as (7):

F1− Score =
2 ∗ Precision ∗Recall

Precision+Recall
(7)

Accuracy The intuitive performance measure, which
is the observed the correctly forecasted ratio to the
total observations [26]. This is expressed in mathe-
matical terms as (8):

Accuracy =
(TP + TN

TP + TN + FP + FN
(8)

IV. EXPERIMENTS

This section illustrates the selected dataset in this research
and the pre-processing steps.

A. Dataset

According to Coinmarketcup [27], there are 10111 various
types of cryptocurrencies in circulation, such as BTC, ETH,
Binance (BNB), and Cardano (ADA). Furthermore, BTC is
still the prevalent cryptocurrency that has been widely used
since its creation. Then ETH followed it as the top cryptocur-
rency compared to other currencies. Thus, this study focuses
on the two most-traded currencies: BTC and ETH.

• Twitter Dataset
An open-source Python library known as Tweepy
[28] is used to access the Twitter API and extract
the Twitter dataset. Therefore, tweets were collected
using three hashtags and three keywords for two
cryptocurrency types: The BTC cryptocurrency col-
lection process used keywords “Bitcoin”, “BTC”,
and “BTCUSD” along with their respective hash-
tags [“#Bitcoin”, ”#BTC”, “#BTCUSD”]. And, the
ETH cryptocurrency collection process used key-
words “Ethereum”, “ETH”, and “Etherum” along
with their respective hashtags [“#Ethereum”, “#ETH”,
“#Etherum”]. Furthermore, the period we focus on is
five months, and assigned to extract (2000 tweets)
every seven days for 150 days, between January 1,
2022, and May 9, 2022. The final dataset was around
37,998 for BTC cryptocurrency tweets and around
37,997 for ETH cryptocurrency and separately saved
in a CSV file. Hence, the dataset for all tweets with
different cryptocurrencies is around 75,995 posted in
the English language.

• Cryptocurrency Dataset
The dataset of the two currencies was collected from
CoinMarketCap [27], the world’s most-referenced
price-tracking website for crypto assets in the rapidly
increasing cryptocurrency market [10]. The BTC
dataset starts from September 17, 2014, to March 31,
2022. On the other hand, the ETH dataset starts from
November 9, 2017, to March 31, 2022. However, in
this research, the 1-minute interval trading exchange
data rate in USD is focused on. In addition, the two
datasets consist of the Date, Opening, Closing, Low,
Adj Close, and Volume of transactions which increase
over time. Additionally, the BTC and ETH datasets are
saved in CSV files separately.
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Fig. 2. The Pre-Processing of the “Cleaned” Function over BTC Sample
Tweet Text.

B. Data Pre-Processing

Pre-processing the data is an important step in enhancing
the model’s predictive accuracy and getting better results. The
pre-processing techniques were applied in the Twitter and
cryptocurrency datasets.

• Twitter Dataset Pre-Processing
The pre-processing data phase contains multiple pro-
cedures that remove parts of tweets that may exces-
sively or unnecessarily impact the sentiment score.
To achieve the goal, Python’s String methods and the
library Natural Language Toolkit (NLTK) was utilized
[29]. NLTK library allowed the text to process for
classification, tokenization, stemming, tagging, pars-
ing, and semantic reasoning. Fig. 2 presented the pre-
processing steps applied in the BTC dataset with a
tweet example. In addition, ETH follows the same
pre-processing steps. As a result, the total number of
tweets decreases from 37,998 to 17,608 on the BTC
dataset and 37,997 to 17,373 on the ETH dataset.

• Cryptocurrency Dataset Pre-Processing
In the stage of pre-processing, as given in Table III,
seven features were selected out of eight to forecast the

cryptocurrencies’ prices. The cryptocurrency dataset is
updated daily. Therefore, trades where the date value is
from September 17, 2014, to March 31, 2022, for BTC
and November 9, 2017, to March 31, 2022, for ETH
are considered. In addition, according to the collected
dataset period, the Close column is modified in the Adj
Close column. Thus, the Close column ware removed
and depending on the Adj Close column as the final
result of the latest trade recorded day.

TABLE III. FEATURES SELECTION

Features Definition
Date recorded time of the price

Open Opening trade
(Open price on recorded day)

High Opening trade
(Open price on recorded day)

Low Lowest trade
(Least price on recorded day)

Adj Close Adj Close price on recorded day
Volume Volume of transactions

C. Experimental Environment

The experimental environment is Google Colaboratory
[30], known as “Colab”, a suitable Python environment for
ML and data analysis purposes. It provided free accessibility
to GPU computing resources. Among the used tools and
technologies in the experimental environment are statistical
libraries used are NumPy [31] and Pandas [32]. Furthermore,
the experiment is conducted on a MacBookPro laptop with 8
GB RAM, an M1 chip, and Macintosh 12.0.1 operating system.
In addition, Open-source Neural Network libraries TensorFlow
[33] and Keras [34] were implemented to cryptocurrencies’
future price prediction model.

V. RESULTS AND DISCUSSION

This section presents the results of the sentiments analysis
model and the cryptocurrency forecasting model, implemented
using BTC and ETH cryptocurrency datasets.

A. Result of Sentiment Analysis Model

To better understand the public opinion towards cryptocur-
rencies and find the relationship with the price volatility. The
sentiment is classified into three groups. Fig. 3 presents the
distribution of BTC and ETH users’ sentiments: (A) shows the
bar graph of the BTC result. The tweets expressed an observed
positive opinion that might have happened because most of
the tweets contained sentences that did not express negative
or neutral emotions. In addition, the rest are due to the BTC
currency having a large number of transactions compared with
the other cryptocurrencies. On the other hand, (B) presents the
bar graph of the ETH result. The tweets expressed an observed
neutral opinion towards ETH currency.

Moreover, Table IV presents the macro average of the em-
ployed SVM and NB methods to classify the BTC sentiments.
While Table V presents the macro average of the employed
SVM and NB methods to classify the ETH sentiments. The
SVM method outperforms the NB by achieving an accuracy
of 93.95% and 95.59%, respectively.
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Fig. 3. Distribution of BTC and ETH Sentiments.

TABLE IV. COMPARISON BETWEEN SVM AND NB METHODS ON BTC
DATASET

Models Accuracy Precision Recall F1-score

SVM 93.95% 0.90 0.94 0.91
NB 80.56% 0.67 0.84 0.69

TABLE V. COMPARISON BETWEEN SVM AND NB METHODS ON ETH
DATASET

Models Accuracy Precision Recall F1-score
SVM 95.59% 0.91 0.95 0.93
NB 83.74% 0.69 0.88 0.72

B. Result of Cryptocurrency Forecasting Model

The results of the LSTM regression model for the BTC
and ETH cryptocurrencies are presented in Fig. 4 and 6. Fig.
4 presented the BTC model, trained and tested from September
17, 2014, to March 31, 2022, to forecast the three following
months (April, May, and June). As a result, BTC prices fall
in the predicted months, as shown in Fig. 5. On the other
hand, Fig. 6 presented the ETH model, trained and tested from
November 9, 2017, to March 31, 2022, to forecast the three
following months (April, May, and June). As a result, ETH
prices fall in the predicted months, as shown in Fig. 7.

The MAE, RMSE, and MAPE are used to evaluate the
performance of regression models. Table VI summarizes the
results of training and testing errors. We observed that the BTC
forecasting model outperformed the ETH model in terms of
MAE, MSE, and RMSE, whereas the LSTM model’s error in
ETH is worse due to the smaller dataset size. It is noted that
the small resample of time series data may get the worst result
on MAE, MSE, and RMSE tests.

Fig. 8 and 9 introduced the study of the correlation between
cryptocurrency users’ opinions and price volatility in the
cryptocurrency market from January 1, 2022, and May 9,
2022. Fig. 8 illustrates the relationship between BTC volatility
prices and BTC users’ sentiments. As well, Fig. 9 shows the

TABLE VI. PERFORMANCE OF LSTM REGRESSION MODELS WITH
DIFFERENT CRYPTOCURRENCIES FOR PREDICTING THE DAILY CLOSING

PRICE

Cryptocurrency type MAE MSE RMSE
Bitcoin (BTC) 0.2545 0.2528 0.5028
Ethereum (ETH) 0.3838 0.4677 0.6839

relationship between ETH volatility prices and ETH users’
opinions. We observe that the correlation in the BTC is close
compared with ETH, which means when the BTC investors
have a positive sentiment, the price of BTC cryptocurrency will
be increased. Vice versa, when they have a negative emotion
toward the BTC cryptocurrency, the price will be decreased.
On the other hand, the ETH prices and users’ sentiments do not
have a relationship. Therefore, we may conclude that emotion
is not always related to investor satisfaction.

C. Comparing with Related Works

Several researchers used various ML [12], [13] and DL
[15], [5] techniques to analyze the cryptocurrency users’
sentiments. As a result, Table VII compared the result of the
current study with the previous studies which used the same
dataset in different periods and techniques. In addition, They
aim to analyze the sentiments of cryptocurrency users. The
SVM appears to be a more appropriate method of classify-
ing the sentiments depending on the accuracy result. To the
researchers’ knowledge, the reason for the superiority of this
study’s results is the followed pre-processing techniques that
were used to clean the Twitter dataset [13], [15]. In addition,
the classification of cryptocurrency sentiments is divided into
negative and positive, and neutral, unlike the classification
process used in other studies [5], [12], they excluded the
presence of normal feelings for cryptocurrency users.

On the other hand, ML and DL techniques were applied
to forecast cryptocurrency prices. Table VIII presents the error
rate result of two cryptocurrencies compared to Alahmari et
al. [11]. The current research outperforms another study and
achieves good results for BTC and ETH cryptocurrencies. To
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Fig. 4. LSTM Forecasting Model for Three Months for BTC Cryptocurrency Price.

Fig. 5. Forecasting (April, May, and June) Months of BTC Cryptocurrency Price.

TABLE VII. COMPARISON WITH RELATED WORK STUDIES ON
SENTIMENT ANALYSIS

Study Period Methods Accuracy
Pant et al. [5] Jan 2015, to Dec 2015 RNN 81.39%
Rahman et al. [12] Mar 2018, to Mar 2018 DTR 75%
Sattarov et al. [13] Mar 2019, to May 2019 RF 62.48%
Pathak & Kakkar [15] March 2019 LSTM 77.89%
This study Jan 2022, to May 2022 SVM 95%

the researchers’ knowledge, the reason for the superiority of
this study’s results is the volume of historical data and the
time-series DL model applied in the experiment. It is noted
that the small resample of time series data may get the worst
result on MAE, MSE, and RMSE tests.

TABLE VIII. COMPARISON WITH RELATED WORK STUDIES ON
FORECASTING

Study Model Crypto Type
BTC ETH

MAE MSE RMSE MAE MSE RMSE
Alahmari et al.

[11]
ARIMA 313.8 294.5 542.7 12.9 410.1 20.3

This Study LSTM 0.254 0.25 0.50 0.38 0.46 0.68
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Fig. 6. LSTM Forecasting Model for Three Months for ETH Cryptocurrency Price.

Fig. 7. Forecasting (April, May, and June) Monthes of ETH Cryptocurrency Price.

Fig. 8. Correlation between BTC Users’ Opinions and Price Volatility.
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Fig. 9. Correlation between ETH Users’ Opinions and Price Volatility.

VI. CONCLUSION AND FUTURE WORK

Experiments were conducted using two datasets about two
cryptocurrencies, BTC and ETH, to study the relationship
between traders’ sentiment and the price of cryptocurrencies.
To study the impact of the proposed method and confirm
its superiority, we analyzed Twitter users’ sentiments about
these cryptocurrencies and classified their polarity (positive,
negative, and neutral) using ML classification algorithms. The
SVM classification method outperformed NB with 93.95% and
95.59% accuracy, respectively. In addition, the expected price
for the next three months for the two selected currencies has
been forecast using the LSTM model; the BTC prediction
model outperformed the ETH model with an error rate of
0.2545 for MAE, 0.2528 for MSE, and 0.5028 for RMSE,
whereas the LSTM model’s error in ETH is worse due to the
smaller dataset size. It is noted that the small resample of
time series data may get the worst result. Furthermore, the
relationship between cryptocurrency volatility prices and its
users’ sentiments was studied to achieve the research aims. We
observe that the correlation in the BTC is close compared with
ETH, which means when the BTC investors have a positive
sentiment, the price of BTC cryptocurrency will be increased
and vice versa. On the other hand, the ETH prices and users’
sentiments do not have an observed relationship. Therefore,
we may conclude that cryptocurrency price volatility is not
always related to investor satisfaction.

Due to a lack of resources and time, the datasets and
the selected cryptocurrency types restrictions were imposed
to keep the research relevant. The Twitter data set utilized
to train and test the sentiment analysis model was limited to
five months because of computational power limitations. Al-
though the prices of cryptocurrency are impacted by investors’
sentiments worldwide, the Twitter dataset focuses on tweets
written in the English language only. On the other hand, this
study focuses on forecasting the prices of the two most-traded
currencies: BTC and ETH, although thousands of different
cryptocurrencies are in circulation. It will be necessary to
cover other factors that may impact the cryptocurrency market
instead of focusing on the investors’ sentiments in future
works. Furthermore, conducting experiments using more than
two types of the most popular cryptocurrencies and improving
the pre-processing steps to study the correlation between
cryptocurrency price volatility, news events, and investors’
sentiments on different social media platforms that might
directly relate to cryptocurrency prices. Additionally, to further
study cryptocurrencies’ price forecasting, we intend to examine
more time-series methods; one of them is ARIMA, a statistical

analysis model widely used to predict future trends through the
time-series dataset.
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