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Abstract—To improve the model's efficiency, people use many 

different methods, including the Transfer Learning algorithm, to 

improve the efficiency of recognition and classification of image 

data. The study was carried out to combine optimization 

algorithms with the Transfer Learning model with MobileNet, 

MobileNetV2, InceptionV3, Xception, ResNet50V2, DenseNet201 

models. Then, testing on rice disease data set with 13.186 images, 

background removed. The result obtained with high accuracy is 

the RMSprop algorithm, with an accuracy of 88% when 

combined with the Xception model, similar to the F1, Xception 

model, and ResNet50V2 score of 87% when combined with the 

Adam algorithm. This shows the effect of gradients on the 

Transition learning model. Research, evaluate and draw the 

optimal model to build a website to identify diseases on rice 

leaves, with the main functions including images and recording of 

disease identification points for better management purposes on 

diseased areas of rice. 
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I. INTRODUCTION 

Transfer learning is a popular method used for machine 
learning recognition problems, with the goal of reusing as a 
starting point for a second task. Therefore, a Transfer learning 
model is used to learn on a certain source task and pre-trained 
this model, then it is used for another model so that the new 
model learns on the target tasks faster. With the use of pre-
trained models, Transfer learning models take a big step up 
from previous models in improving the accuracy of 
recognition model and classification based on object features. 

In practical applications, Transfer learning models are 
quite commonly used to improve the accuracy of deep 
learning models. Specifically in this regard, some studies can 
be mentioned such as: the problem of identifying patients with 
Parkinson's disease [1], predicting air quality at large time 
resolution [2], using VGG-16 classifies retinopathy caused by 
diabetes [3], improving the process of sleep organization 
method [4], improving ad accuracy by checking clicks [5], 
improving the accuracy in counting the number of wheat ears 
[6], improving the accuracy in classifying medicinal leaves 
[7], classifying diseases in poultry [8], etc. In general, when 
using a Transfer learning model with different data sets, the 
accuracy of the model is also significantly improved when the 
accuracy increases from 5-8%. This makes an important 
contribution in predicting more accurately in the recognition 
problem. However, the Transfer learning model also cannot 

get high accuracy on a number of different data sets. 
Therefore, the transfer learning model is interested in order to 
improve the accuracy of the model. 

In improving, the accuracy of the Transfer learning model 
is also approached in various data problems. In which, there 
are some applied studies in improving the accuracy of 
Transfer learning models from input data, or combining 
algorithms. For the improvement of input data, these studies 
can be mentioned: A Stacked Denoising Autoencoder [9], 
Sparse Fingerprinting [10], converting High-Resource to Low-
Resource Language [11], time series data augmentation [12], 
combine images [13], …. For the algorithm, there are studies 
such as Vector Segmentation [14], Kidney Segmentation [15], 
SURF features [16], etc. This shows that improving the 
accuracy of the Transfer learning model has been extremely 
attended in recent times, especially in the use of optimization 
models, in which there are some studies such as: using particle 
swarm. optimization (PSO)[17], heuristic optimization for 
gesture recognition [18], approaching adaptive fine-tuning  for 
routing through custom or pre-trained layer – called SpotTune 
[19], using hyper-parameters optimization to identify diseases 
on maize leaves [20], using Bayesian optimization to create a 
mixed-signal analog circuit model [21], Adam Deep Learning 
optimization algorithm for recognizing flower images with 
background [22], …. 

In general, in the past time, there have been many studies 
to improve the accuracy of Transfer learning models, but there 
has been no research to evaluate the accuracy by combining 
Transfer learning models with optimal algorithms. advantage 
on the rice leaf disease dataset. The main contribution of the 
study is the implementation of the tasks below: 

 Combining optimization algorithms with Transfer 
learning models on rice leaf disease dataset has no 
image background. 

 Evaluate the optimal model after testing; aim is 
checking the appropriateness of the Transfer learning 
model and the optimization algorithm. 

Finally, the study uses the Transfer learning model and the 
optimal algorithm with the highest accuracy to build a system. 
This system is used to diagnose rice diseases by imaging. 

II. TRANSFER LEARNING MODELS 

In this section, the study will present six Transfer learning 
models used, through the introduction to get an overview of 
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the model. In recent years, the MobileNet model has had good 
results for identifying and implementing embedded and 
mobile systems. There are different versions of this 
architecture. MobileNet [23], introduced in 2017, used depth 
integrals and started with two singles global hyper parameters 
that effectively balance latency and accuracy. MobieNetV2 
[24] was introduced two years later with residuals opposite the 
number of linear bottlenecks between classes. This model 
takes tight low dimensional space (bottleneck) as input which 
is then expanded on high dimensional space. With filtered by 
deep light convolution, then projected back to low 
dimensional space with linear convolution. MobileNetV3 [25] 
is the higher generation of Mobilenets which is public at the 
ICCV conference in 2019, this model is a config for CPUs in 
mobile phones with the association of hardware-aware 
network architecture search (NAS), and the NetAdapt 
algorithm enhanced through novel architecture refinements. 
There are two sub-models in this model, MobileNetV3-Large 
and MobileNetV3-Small, with high and low resource-use 
matching, which helps the model to promote efficiency on 
hardware effectively. Another model to be introduced is the 
network model that goes deeper and deeper, which also makes 
the training process more difficult and degrades the accuracy 
of the training rapidly. To solve this problem, in 2016, Deep 

Residual Learning (ResNet) [26] implemented connection 
skipping and used batch normalization techniques, using 
Residual Block to remove the connection layer. This block 
allows each layer to connect its inputs to its outputs. Families 
in ResNet include ResNet50, ResNet101, and ResNet152 [27], 
corresponding to a network of 60 layers, 101 classes, and 152 
classes trained on the ImageNet dataset. In 2018, similar to 
ResNet, the InceptionV3 model [28] is a network trained on 
the ImageNet dataset. It is introduced as a convolutional 
neural network model consisting of multiple convolution and 
maximal steps. DenseNet [29] further modified the model for 
ResNet, the purpose is that instead of aggregating the output 
feature maps from all previous layers, it will concatenate all 
feature maps sequentially instead of summarizing them. 
Merge output feature maps from all previous layers. DenseNet 
is used in three variants, DenseNet-121, DenseNet-169, and 
DenseNet-201. In 2020, EfficientNetB0 [30] was introduced 
with multiple optimizations when scaling each dimension 
using a fixed set of scaling factors. This approach surpasses 
other mod-ern models trained on the ImageNet dataset. In 
2017, Xception [31] was introduced as an extension of the 
Inception architecture, which is intended to replace standard 
Inceptions with depth-separable aggregates. The architectural 
models used in this study is shown in Fig. 1.

 

Fig. 1. The Architecture of the Models is used in the Study to Evaluate the Effectiveness of the Optimization Algorithm on Transfer Learning Models. 

III. OPTIMIZATION ALGORITHM 

In this section, the study will theoretically present some 
optimization algorithms used in the research. The main 
purpose helps to correct the learning coefficient to accelerate 
the training, increase the accuracy with fast convergence on 
the Transfer learning model. 

A. Adaptive Moment Estimation (Adam) 

Adam algorithm [32] adjusts the learning rate for each 
weight of the neural network by calculating the first and 
second intervals of the slope. This makes the algorithm 
optimal in using the learning rate selection method based on 
the particular situation. Adam algorithm uses parameters 𝑣𝑡, 

𝑚𝑡 to estimate of the first moment (the mean) and the second 
moment (the uncentered variance) of the gradients 
respectively; 𝛽1, 𝛽2 is speed of movement, 𝑔𝑡 is gradient at 
time t in the formula (1-4) and (5) is the Adam update rule, it 
is the same as in the RMSprop optimization algorithm. 

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 − 𝛽1)𝑔𝑡             (1) 

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2)𝑔𝑡
2             (2) 

�̂�𝑡 =
𝑚𝑡

1−𝛽1
𝑡               (3) 

�̂�𝑡 =
𝑣𝑡

1−𝛽2
𝑡               (4) 
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𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√�̂�𝑡+𝜖
∙ �̂�𝑡              (5) 

B. Adaptive Gradient Algorithm (Adagrad) 

Adagrad algorithm [33] implements varying the learning 
rate to reduce gradients in machine learning techniques. The 
use of learning weights based on previous inputs to 
automatically adjust the learning rate to the best divisor 
instead of a single learning rate, which makes Adagrad better 
than other algorithms. In the formula (6), η is learning rate, ϵ 
is guaranteed parameter, 𝑔𝑡 is gradient at time t, 𝐺𝑡 is the 
diagonal matrix containing the square of the derivative of the 
parameter vector at t . 

𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√𝐺𝑡+𝜖
∙ 𝑔𝑡              (6) 

C. Root Mean Squared Propagation (RMSprop) 

For gradient normalization, RMSprop [34] uses the mean 
square of the gradient. This helps balance the step size – 
reduce the step for large gradients to avert Exploding Gradient 
and increase the step for small gradients to sidestep Vanishing 
Gradient. Formula (7) is used to calculate the running time 
parameter 𝐸[𝑔2]𝑡, and form aa rules for formula (8). 

𝐸[𝑔2]𝑡 = 0.9𝐸[𝑔2]𝑡−1 + 0.1𝑔2
𝑡
             (7) 

𝑊𝑡+1 = 𝑊𝑡 −
𝜂

√𝐸[𝑔2]𝑡+𝜖
∙ 𝑔𝑡             (8) 

D. Adaptive Delta (Adadelta) 

Adadelta algorithm [35] allows to reduce the learning rate 
on each dimension of SGD. Adadelta restricts the previously 
accumulated gradients to a predefined size w, which makes 
the difference in the algorithm by not having to sum the 
previously squared gradients together. The sum of the 
gradients is defined recursively as the descending average of 
all previous gradients. The only variables that affect the 
running average E[t] at time step t are the previous average 
and the current gradient (9). By substituting the descending 
mean on the previous squared gradients for the diagonal 
matrix (G[t]), in terms of parameter update vector ∆𝜃𝑡 (10). 

𝐸[𝑔2]𝑡 = 𝛾𝐸[𝑔2]𝑡−1 + (1 − 𝛾)𝑔𝑡
2              (9) 

∆𝜃𝑡 = −
𝜂

√𝐸[𝑔2]𝑡+∈
𝑔𝑡            (10) 

E. Stochastic Gradient Descent (SGD) 

Stochastic is a variant of Gradient Descent [36]. Instead of 
after each epoch we will update the weight (Weight) once, in 
each epoch with N data points we will update the weight N 
times. Therefore, it is usually much faster and can also be used 
to learn online. SGD performs frequent updates with high 
variance causing the objective function to fluctuate a lot with 
the corresponding formula with x(i) and y(i) presented for 
each training instance. 

𝜃 = 𝜃 − 𝜂 ∙ 𝛻𝜃𝐽(𝜃; 𝑥(𝑖); 𝑦(𝑖))           (11) 

IV. METHODOLOGY 

A. Data and Data Preparation 

With the background dataset provided by the Mekong 
Delta Rice Institute taken by phone (Samsung SM-N770F) 

with image size (1816x4032). We combed and collected 
additional leaf disease datasets from multiple sources 
including Kaggle, GitHub, and from previous related studies 
in Google Scholar1. This dataset contains fully captured rice 
leaf images from leaf roll to leaf apex, which increases the 
accuracy of the model and is accompanied by a more complete 
assessment (Fig. 2). By collecting progress, our dataset 
consists of 9839 images of diseased leaves of rice consisting 
of the eight most common diseases namely Bacteria blight, 
Brown spot, Hispa, Leaf scald, Leaf blast, Leaf smut, Narrow 
brown spot, and Tungro with the characteristics shown in Fig. 
3. There are 3347 images of Healthy leaves. After gathering 
data, the original size of images in the dataset has various 
sizes. Hence, we resize it to a large size (1024 x 1024 pixels) 
for keeping the quality of the image and having a standard 
size. Besides, we split this dataset into 3 parts: training, 
validation, and testing with a ratio is 60:30:10 is shown in the 
Table I. 

Since the data is enough, research used various 
preprocessing steps like image resizing to 224 x 224 and using 
the processing function of each Transfer learning model to 
preprocess images to train. With preprocessing dataset, the 
image in the dataset transforms into an array of RGB colors. 
The value of each element in array that was scaled to [0; 1], [-
1; 1], or [0; 255] depending on each Transfer learning model 
is shown in Fig. 4. 

B. Evaluation Methods 

Accuracy is an instance that is precisely determined from 
the total number of data sets. In other words, it is the correct 
predictions made by the model relative to the total predictions. 
It is given by equation (12) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒
            (12) 

In which, TP (True Positive): Total number of Positive 
matches. TN (True Negative): Total number of Negative 
matches. 

TABLE I. STATISTICS OF TRAINING, VALIDATION AND TESTING 

DATASETS FOR EACH TYPE OF RICE LEAF DISEASE 

Class Training Validation Test Total 

Bacteria blight  496  248  83  827 

Brown spot  1,738  869  290  2,897 

Hispa  1,189  594  198  1,981 

Leaf blast  1,803  901  301  3,005 

Leaf scald  214  107  37  358 

Leaf smut 203  102  34  339 

Narrow brown spot  211  105  36  352 

Tungro  48  24  8  80 

Healthy  2,008  1004  335  3,347 

Total  7,910  3,954  1,322  13,186 

1 The aggregated dataset is stored at 

https://github.com/raianrido/diseases-on-rice-leaf 
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Fig. 2. Images are Collected from the Rice Institute in the Mekong Delta. 

 

Fig. 3. Illustrated Image of Disease Data on Rice Leaf. 

 

Fig. 4. Data Preparation on Rice Leaf Disease Dataset. 
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Loss function evaluates the effectiveness of the learning 
algorithm for the model on the used data set. It produces a 
non-negative real number representing the distinction between 
two quantities: a, the predicted label, and y, the correct label. 
This is a reward-punishment mechanism, the model will have 
to pay a penalty each time the prediction is wrong and the 
penalty is proportional to the size of the error. In any 
supervised math problem, the goal always includes reducing 
the total penalty payable. In the ideal case a = y, the loss 
function will return a minimum value of 0. Cross-entropy 
(CE) is considered as a measure of classifier performance 
(13). 

𝐶𝐸 = − ∑ 𝑎𝑖𝑙𝑜𝑔 (𝑝𝑖)𝑐
𝑖             (13) 

In which, c is the number of classes, 𝑎𝑖 the actual value, 𝑝𝑖  
is the predicted value. 

The Confusion matrix gives a better view of how the data 
points are classified as true/false. It is the summary used to 
evaluate the classification model performance. The number of 
true and false predictions is summarized by the count values 
and broken down by class. When trying to increase the 
accuracy of the model, the recall will decrease and vice versa. 
The parameter F1-score reconciles the two values above. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2

1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

           (14) 

𝑃𝑟𝑒𝑠𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
=

𝑇𝑃

𝑇𝑃+𝐹𝑃
         (15) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑜𝑡𝑎𝑙 𝑎𝑐𝑡𝑢𝑎𝑙 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
=

𝑇𝑃

𝑇𝑃+𝐹𝑃
          (16) 

In which, FP (False Positive) is the total number of cases 
that predict the observations of the label Negative to Positive, 
FN (False Negative) is the total number of cases that predict 
the observations of the label Positive to Negative. 

F1-Score is a harmonized average of Precision and Recall. 
It can have the lowest score of 0 (perfect precision and recall) 
and the highest of 1. The quality of the model in machine 
learning or deep learning depends on the value of the F1-
Score, F1 is high which demonstrates the model is reasonable. 
Combining Transfer learning model and optimization 
algorithm. 

In this research, Transfer learning will help resolve the 
issue by utilizing a previously trained in ImageNet dataset as 
the base for a new model. Transfer learning allows us to 
customize an already-trained model for a specific problem. 
Therefore, we are fine-tuning the last layer of six Transfer 
learning models for the classification of leaf disease consisting 
of MobileNet, MobileNetV2, InceptionV3, Xception, 
Resnest50V2, and DenseNet201. By the base layer of model 
architecture, whose weights were pre-trained and imagined to 
be frozen, the default input is 224x224 pixels for each image. 
Then we add the last layers global_average_pooling2d (None, 
512) and Dense (0,9) with the activation ‘SoftMax’. Before 
training, each model compiles one in five optimization 
algorithms. The proposed work offers deep learning, which 

causes an increase in diseases on rice leaf classification 
efficiency. The research plotted the history of training 
processing with accuracy in the training dataset and validation 
dataset to evaluate the difference between each model with 
optimization. All optimization algorithms have a default value 
of a parameter such as a learning rate is 0.001. After training 
progress, we plotted the confusion matrix and classification 
report on the testing dataset to have a different view of 
accuracy in each class and model (Fig. 5). 

C. Results 

The study is tested on the system CPU Intel Xeon X5675 
3.07 GHz, RAM 24 Gbytes and graphics devices NVIDIA 
Quadro K2200. Experimental results on five optimization 
algorithms combined with six Transfer learning models on the 
rice leaf disease data set are presented in Table II and Fig. 6. 
The study evaluates the accuracy with parameters F1-Score 
and Accuracy. The results obtained are as follows: 

 For the F1-Score evaluation, the association of the 
ResNet50V2 model, Xception, and Adam algorithm at 
87% was the model that reached the highest results, 
and the lowest was 50% when combining the 
MobileNet model and Adadelta algorithm. 

 For accuracy evaluation, the results show that the 
discrepancy when the highest accuracy is RMSprop 
algorithm applying to the Xception model is 88%, and 
the lowest is 49% when incorporating MobileNet and 
Adadelta. 

D. Application System 

A website system is built based on the Xception trained 
model which compiles RMSprop algorithm with 88% 
accuracy on the test data set (Fig. 7), with main functions 
including: 

Image recognition: When the user uploads an image at the 
browse button under the title Detect now and clicks submit, 
the image will be recognized to detect the disease and return 
the disease name, symptoms, treatment, and prevention 
measures in both English and Vietnamese. 

 Report false identification and contribute to the system: 
This is a report function button, helping users to 
contribute images related to the disease when the 
system recognizes it wrong. Nevertheless, it will be put 
into the retraining system when passing the check 
processing by the admin. At that time, the Report 
screen will be divided into 3 states: pending (waiting 
for approval), reject (report has been processed and 
user information reported is not valid (false)), accept 
(system error, needed repair and optimization). 

 Disease area map: When the user uses the system to 
identify the disease, the system will use the user's 
location (Google API) to get information and create a 
map of the disease. Each color of the dot corresponds 
to a different disease. 
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Fig. 5. Illustrating the Combining Transfer Learning Model and Optimization Algorithm. 

TABLE II. RESULT TABLE OF COMBINING THE OPTIMAL ALGORITHM WITH THE TRANSFER LEARNING MODEL 

Optimization Algorithms SGD Adam Adagrad Adadelta RMSprop 

Model F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy F1-Score Accuracy 

MobileNet 84% 75% 86% 76% 77% 69% 50% 49% 85% 76% 

MobileNetV2 84% 74% 83% 73% 79% 70% 53% 55% 83% 73% 

InceptionV3 81% 76% 82% 76% 77% 70% 55% 58% 81% 74% 

Xception 84% 76% 87% 80% 76% 67% 52% 55% 81% 88% 

ResNet50V2 85% 77% 87% 78% 81% 73% 54% 57% 84% 76% 

DenseNet201 80% 71% 80% 69% 77% 69% 85% 77% 80% 69% 

 

Fig. 6. Compare the Accuracy of Each Algorithm when Combined with Each Transfer Learning Model. 
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Fig. 7. Illustrate the Website System to Detect Diseases on Rice Leaves.

V. DISCUSSION 

Based on test results at Table II and Fig. 6, ResNet50V2 
and Xception models combined with Adam algorithm show 
the efficiency of the algorithm. Analysis of the results shows 
that Adam algorithm performs better than other algorithms 
when the accuracy is always high at 87% (F1-Score) and 80% 
(accuracy). This is because the Adam algorithm further 
extends stochastic gradient descent to update the network 
weights during training. The Adam algorithm updates the 
learning rate for each individual network weight when using a 
random gradient descent algorithm. Therefore, the optimizers 
of the Adam algorithm inherit the features of the Adagrad and 
RMSprop algorithms. In Adam algorithm, instead of adjusting 
the learning rate based on the first moment (average) but in 
RMSprop it also uses the second moment of the gradient. In 
which, the cause comes from the representations of the decay 
rate 𝛽1 and 𝛽2 of the average of the gradients (17). Regardless, 
the model that compiles the Adam algorithm is still flawed by 
incorrectly receiving many images of healthy rice leaves, 
which figure shows this error. 

𝑚𝑡 = 𝛽1𝑚𝑡 + (1 − 𝛽1) [
𝛿𝐿

𝛿𝑤𝑡
] 𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 − 𝛽2) [

𝛿𝐿

𝛿𝑤𝑡
]

2

   (17) 

However, when evaluating the accuracy of the algorithm, 
the optimal model RMSprop shows high efficiency when 
applied on six models tested on research with parameters of 
accuracy and F1-Score. This is because RMSprop maintains a 
moving average of the quadratic gradient, while adjusting the 
updates to the weights by this magnitude. 

In the opposite direction, Adadelta shows no efficiency 
when combined with Transfer learning model. As proof for 
this, we can see the results of 5/6 models such as MobileNet, 
MobileNetV2, InceptionV3, Xception and ResNet50V2. But it 
works well on the DenseNet201 model (Fig. 8 shows 
diagnostic discrepancies on some data sets). This result is 
because the Adadelta algorithm does not use a learning rate 
parameter. Instead, the algorithm uses its own rate of change 
as a parameter to adjust the learning rate. Adadelta needs to 
use two state variables to store the quadratic moments of the 
gradient and of the change in parameters. In addition, 
Adadelta uses a leak average to store dynamic estimates of the 
required statistics. As a result, the learning rate has to be 
changed manually and the learning rate will decline and 
become smaller at some point. Therefore, after a certain 
number of iterations, the model will no longer be able to learn 
new knowledge. 
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Fig. 8. Confusion Matrix of Adadelta Algorithm with Transfer Learning Models. 

VI. CONCLUSIONS 

The study proposes that Adam's method is effective when 
combined with Transfer learning models through gradient 
expansion to update network parameters and reduce random 
gradients. This also works for the SGD and RMSprop models. 
Besides, the low accuracy may come from the influence of 
input parameters. Although the used image has eliminated the 
background influence of the image, the resolution parameters 
cannot be controlled because it is taken from many different 
sources, in which the data source is generated from study with 
higher accuracy. 

VII. FUTURE WORKS 

Based on the research results, it can be seen how effective 
the optimization algorithms are on different Transfer learning 
models. However, in this study, we have not gone into 
detailed evaluation of the combination of models with the 
optimal algorithm when adjusting the learning rate. Therefore, 
the study opens up the research and evaluation of the changes 
of the parameters on the model with the optimization 
algorithm. Accordingly, the proposal of follow-up studies can 
more closely evaluate the relationship between the parameters 
in the optimal model, the influence of the input data set on 
experiment, and so on. In further research, Transfer Learning 

models will be fine turning with a more complex output 
structure and compile implementation with more optimization 
algorithms, increasing the efficiency of the model. 
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