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Abstract—At present, most people prefer using different 

online sources for reading news. These sources can easily spread 

fake news for several malicious reasons. Detecting this unreliable 

news is an important task in the Natural Language Processing 

(NLP) field. Many governments and technology companies are 

engaged in this research field to prevent the manipulation of 

public opinion and spare people and society the huge damage 

that can result from the spreading of misleading information on 

online social media. In this paper, we present a new deep 

learning method to detect fake news based on a combination of 

different word embedding techniques and a hybrid 

Convolutional Neural Network (CNN) and Bidirectional Long 

Short-Term Memory (BILSTM) model. We trained the 

classification model on the unbiased dataset WELFake. The best 

method was a combination of a pre-trained Word2Vec CBOW 

model and a Word2Vec Skip-Word model with a CNN on 

BILSTM layers, yielding an accuracy of up to 97%. 

Keywords—Deep learning (DL); Bidirectional Long Short-

Term Memory (BILSTM); Convolutional Neural Network (CNN); 
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I. INTRODUCTION 

Nowadays, social media has become an integral part of 
people's lives [1]. It's a fertile ground for connecting people, 
creating and sharing information, and staying up to date on 
trending events [2]. However, these advantages, it's become 
more difficult for many people to find the difference between 
confirmed facts and low-quality information with purposefully 
false data, commonly known as fake news [3]. The increased 
prevalence of fake news is a worrying phenomenon that has 
the ability to influence individuals' decisions, opinions and 
that may lead to severe influence on both people and society 
[4]. Consequently, an increasing number of researchers are 
focusing their efforts on identifying dubious information and 
fake news on online social media platforms and trying to 
develop effective and automatic systems for detecting online 
fake news using Artificial Intelligence (AI) techniques. 

AI techniques have been successfully used in recent years 
to solve different prediction and classification problems in 
large range of research fields [5]–[15]. 

Specifically, the use of either classic machine learning 
methods or deep learning techniques in the fake news 

detection [16] have showed an encouraging results. 
Traditional machine learning approaches are ineffective for 
dealing with complicated real-world situations like Natural 
Language Processing (NLP) tasks and text classification [17], 
[18]. When compared to Machine Learning (ML) techniques, 
Deep Learning (DL) has shown significant improvements over 
time [19]. Furthermore, multiple preprocessing and feature 
engineering techniques are required for traditional ML 
algorithms. On the other hand, DL approaches may be able to 
automatically find useful features in content [20]. 

In this paper, we present a novel approach to detect fake 
news based on news content with concatenation of word 
embedding vectors, and a hybrid approach that combines 
Convolutional Neural Network (CNN) and Bidirectional Long 
Short-Term Memory (BILSTM). The main contributions of 
this study are: 

 Proposing a novel CNN-BILSTM hybrid approach and 
extensive experiments are provided to perform the 
proposed classifier. 

 Using concatenation of word embedding technique 
Word2Vec (CBOW), Word2Vec (Skip-Gram) and 
Glove. 

The rest of this paper is organized as follows: In Section II 
some important related works are cited. The mathematical 
problem formulation and the proposed fake news detection 
system architecture are described in Section III. The used 
methods of detection and classification are explained in 
Section IV. Results and discussion are given in Section V. 
Finally. Section VI concluded this paper. 

II. RELATED WORKS 

In recent years, many researchers have attempted to create 
a system for identifying the fake news [21]–[28]. In [29], the 
authors achieved an accuracy of 92%. The authors used a 
Term Frequency and Inverse Document Frequency (TF-IDF) 
features-based approach to detect fake news, and only 
machine learning traditional classification techniques. The 
study compared six different supervised classifiers, K-Nearest 
Neighbor (KNN), Linear Support Vector Machine (LSVM), 
Logistic Regression (LR), Decision Tree (DT), Support 
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Vector Machine (SVM), and Stochastic Gradient Descent 
(SGD). The SVM classifier achieved the highest accuracy. 

To detect emerging rumors of breaking news, the authors 
in [30] proposed an approach based on word embedding using 
Word2Vec and trains a recurrent neural network LSTM. The 
accuracy achieved was 79.5%. However, the model still 
requires more improvement. In another study [31], the authors 
proposed a hybrid method based on an LSTM-CNN model for 
the classification of tweets into rumors and non-rumors (fake 
vs genuine). The proposed method achieved an accuracy of 
82%. 

In [32], the authors used a hybrid method that combines 
BILSTM with different CNN  architectures to detect rumors. 
They use various pre-trained embedded layers. The best 
accuracy of the model was 86.12%. The authors of [33] used a 
hybrid method that combined CNN, LSTM, and BILSTM to 
develop different models to detect fake news based on the 
relationship between article headline and article body. The 
best accuracy of the proposed models was achieved at 71.2%. 

The authors in [34] proposed a novel approach based on 
word embedding over linguistic features by merging linguistic 
features with word embedding vectors, then using voting 
classification approach. The best accuracy achieved was 
96.73%. In [35], the authors used linguistic features 
(stylometric, semantic, and syntactic, …). Moreover, for 
classification they use voting method based on traditional 
machine learning algorithms. The best accuracy achieved was 
96.36%. 

III. PROPOSED FAKE NEWS DETECTION SYSTEM 

ARCHITECTURE 

A. Problem Formulation 

In this paper, we introduce the problem of fake news 
detection as shown in Fig. 1. 

Given a news content from a corpus of news titles, the 
objective is to determine if this text content is a fake news. We 
can formulate this task like   a binary classification problem: 

Let Ti= {w1 ; w2… wL}  be a sequence of words (tokens) 
of length L of textual content Ti. Given Ti as an input, the first 
goal is to represent this sequence of words as a sequence of 
meaningful vectors Evi =  {u1 ; u2… uL} with ui ∈ ℝD, the 
second objective is to train a hybrid CNN-RNN model to 
classify Evi as a fake news or real news by giving a label from 
the set   Y={0 : for fake news ; 1 : for real news}. 

B. Proposed Approach 

We proposed a four-step framework to detect fake news 
based on news content. The structure of the proposed system 
is shown in Fig. 2. 

In the first step, we start by applying a series of 
preprocessing operations on the input data. Among these 
preprocessing operations, reducing noise, deleting 
unnecessary repetitions, removing punctuation and 
alphanumeric characters [36]. 

Indeed, the preprocessing step is a critical stage in every 
NLP task. Before we provide the data to the DL model, we 

cleaned the raw text by removing punctuation. In this step, we 
used predefined function in python and regular expression to 
replace all punctuation with empty string. Moreover, we tried 
to remove all alphanumeric characters such as hashtags and 
URLs. For every article, we convert all uppercase characters 
to lowercase. Finally, we split the cleaned article into vectors 
of words called tokens. 

 

Fig. 1. Formulation of the Proposed Approach of Detection Fake News. 

 

Fig. 2. The Flowchart of the Proposed Approach using CNN-BILSTM 

Classifier. 
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Fig. 3. The Architecture of the Proposed  CNN-BILSTM Model 

In the next step, the preprocessed input data was converted 
into word embedding vectors based on the concatenation of 
two word-embedding techniques. To study the influence of 
word embedding combination techniques on the proposed 
model, we proposed four methods to representing words. In 
method 1, we concatenate the obtained word representation 
vector using the Word2Vec (CBOW) and the Word2Vec 
(Skip-Gram) techniques. Method 2 was based on the 
concatenation of Glove and Word2Vec (Skip-Gram) vectors. 
In method 3, we concatenate the obtained word representation 
vector using the Glove and Word2Vec (CBOW) techniques. 
Method 4 (Baseline) used the Glove word embedding 
technique. For each method, we provide the obtained vectors 
to the proposed hybrid CNN-BILSTM network. Then, we 
conducted four different experiments to study the effect of 
concatenation. The next step was training the hybrid model. 
The objective of using CNN layers in this model architecture 
was to extract fake news features. While, the objective of 
using BILSTM was to capture the dependencies in the data. 
The fourth step is to evaluate and compare the application of 
the four methods on the model. 

In Fig. 3, we illustrate CNN-BILSTM architecture used to 
train the model. From this architecture, we have the 
convolutional layer that plays a vital role in CNN architecture. 
It is comprised of a set of convolutional filters [37]. The input 
data is convolved with these filters to generate the output 
feature maps [38]. Moreover, the pooling layer is used to sub-
sampling and reducing the feature maps dimension with 
preserving the majority of dominant information. The pooling 
layer applies statistical methods, such as max pooling, average 
pooling [39]. The BILSTM Layer. Finally, the Dense Layer 
consists to connect each unit (neuron) to all neurons of the 
previous layer and next layer. This layer is activated by an 
activation  function and it is commonly utilized as the CNN 
classifier [40], [41]. To overcome the overfitting problem, we 

used regularization technique based on dropout layers by 
dropping randomly a number of previous layer outputs during 
training. This technique is efficient for improving the 
performance of neural networks especially in vision, speech 
recognition, document classification tasks [42]. 

IV. MATERIALS AND METHODS 

A. Dataset Description 

In this study we use WELFake dataset from [34]. It is one 
of the largest available datasets that contains   72134 news 
articles with 37106 fake and 35028 real news. These datasets 
respect the standards and rules of creating unbiased fake news 
datasets [43] which in summary are: 1) All articles of dataset 
should be labeled by experts. 2) Fake news should be 
collected from different sources. 3) Obtain real news from 
credible journalism organizations. 4) Collect articles from a 
variety of news categories in order to create a diverse 
collection of credible news. The WELFake dataset contains 
two features (title, content). In addition, all articles are labeled 
as follow:  0 for fake news and 1 for real news. 

As shown in Table I, the dataset was divided into two 
parts: The training dataset contains 57229 articles, which 
represents 80% of the global data. Moreover, the testing and 
validation dataset represent 20% with 14308 articles. 

To have a clear view on the dataset, Fig. 4 illustrates the 
Word Cloud representation for each class. 

TABLE I. NUMBER OF USED FAKE AND REAL NEWS ARTICLES 

Label Train Validation and Test 

Real 29207 7302 

Fake 28022 7006 

Total 57229 14308 
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(a) 

  
(b) 

Fig. 4. Word cloud Representations of Dataset: (a) for Real News, (b) for 

Fake News. 

B. Word Representation 

Word Embedding (WE) is the  representation technique of 
words that converts words to numerical vectors in ℝ𝐷, whose 
relative similarities correlate with semantic similarity [44]. 
Several pretrained word-embedding presentations exist for 
direct use. The most popular word embedding techniques are: 

1) Word2vec: Word2vec is a well-known word 

embedding algorithm that has two main variants: Skip-Gram 

and CBOW, both of them are trained by using a neural 

prediction-based model [45], Skip-Gram predicts the 

surrounding words (context-words ) from the target word [46]. 

Given a sequence of training words w1, w2, w3, …, wL, Skip-

Gram models are trained by maximizing the average log 

probability: 

1

L
  ∑ ∑ log p(wt+j∣wt)

j=c

j= -c,

j≠0

L
t=1              (1) 

Where c is the size of the training context, and {w-c, …, 
w𝑐} is the word context of the target word wt. In contrast of 
Skip-Gram, the objective of Continuous Bag-of-Words Model 
(CBOW) is to predict a word given its context, CBOW models 
are trained by maximizing the average log probability:  

1

L
∑ log p(wt∣wt-c,…,wt-1,wt+1,…,wt+c)L

t=1            (2) 

2) Glove: Glove is a model that  produces a word vector 

space with meaningful substructure, a weighted least squares 

model trained on global co-occurrence counts of words and 

therefore making effective use of statistics [47]. The Glove 

model is trained by minimizing the loss function  

∑ ∑ f (Xi j)(vi
Tuj+bi+cj- log Xi j)

2L
j=1

L
i=1            (3) 

Where vi ∈ ℝD is the vector representation of the word wi, 
Xij is a weighted count of times word wj occurs in the context 
of word wi, uj is separate context word vectors, Parameters cj 
and bi represent the bias terms for uj and vi, and f is the 
weighting function defined as follow: 

f(x)=min((x/xmax)
α
;1)             (4) 

There are different embedding vector sizes with D=50, 
D=100, D= 200, and D=300 dimensions. In this paper we 
choose the pretrained Glove model that trained on one billion 
words dataset with a dictionary of 400 thousand tokens and 
D=50. 

C. Deep Learning Methods 

1) Convolutional neural network: Convolutional Neural 

Network (CNN) is a sub-class of deep neural networks. It is 

particularly used for multimedia content classification tasks 

such as images and texts, and for time series analysis. One of 

the  main advantages of CNN  is recognizing significant 

features without human intervention [1] that means the ability 

to solve problems that not  contain  features which are 

spatially or temporally dependent. The CNN is inspired from 

Multi-Layer Perceptron (MLP). Every traditional CNN model 

includes an input and output layers, and a combination of 

hidden layers to extract discriminative features [48]. 

2) LSTM: Long short-term memory (LSTM) is an 

improved version of recurrent layers applied to learn order 

dependence in time series and sequence data. LSTMs are 

similar to RNNs, except that the hidden layer is updated using 

purpose-built memory cells in order to extract dependencies in 

the data [49]. Fig. 5 illustrates a LSTM memory cell structure. 

 

Fig. 5. Single LSTM Memory Cell. 
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LSTM cell is composed of three gates: input gate, forget 
gate and output gate. The functions of gates are defined as 
follow: 

f(t)=σ (Wx f
T  x(t)+W h f 

T h(t-1)+bf)            (5) 

i(t)=σ (Wx i 
T x(t)+Wh i 

T h(t-1)+bi)            (6) 

g(t)
= tanh (Wx g 

T x(t)+Wh g 
T h(t-1)+bg)            (7) 

c(t)=f(t) ⊗ c(t-1) + i(t) ⊗ g(t)
            (8) 

y(t)
=ht=o(t)⊗ tanh(c(t))             (9) 

o(t)=σ (Wx o 
T x(t)+Wh o 

T h(t-1)+bo)          (10) 

Where, and Wx and Wh   are the weight matrices and b is 
the bias. 

3) BILSTM: The BILSTM neural network is an advanced 

version of LSTM. The BILSTM architecture contains LSTM 

units that function in both directions to integrate left and right 

context information. Bi-directional network consists of two 

parallel layers: The forward layer and backward layer extract 

representation of the left and right context. The outputs of 

these two layers are then concatenated to produce a complete 

representation of an element of the input sequence [50]. Fig. 6 

illustrates the BILSTM network architecture. 

 

Fig. 6. Simple BILSTM Network Architecture. 

V. RESULTS AND DISCUSSION 

A. Experimental Setup and Optimal Algorithms 

Configuration 

In this section, we present the experiment and evaluation 
results on fake news detection. The experimental models are 
implemented inside an open cloud environment Google Colab 

that provides a Tesla K80 GPU with 12GB of GDDR5 
VRAM. Python 3.7 and different libraries like TensorFlow 
and Scikit-learn are used to build the models. In order to find 
the optimum hyper-parameters of the proposed model, the 
experiments were conducted with grid search. Table II shows 
the optimal parameters setting of the model architecture. 

B. Evaluation Metrics 

We use four metrics to evaluate the results based on the 
number of True Positives (TP), True Negatives (TN), False 
Positives (FP) and False Negatives (FN) in the binary 
classification: 

Accuracy=
TP+TN

TP+FP+TN+FN
           (11) 

Recall=
TP

TP+FN
            (12) 

F1 score =
2*( precision × recall)

 precision + recall 
           (13) 

Precision=
TP

TP+FP
            (14) 

C. Training Results 

Fig. 7 shows the variation of accuracy and loss metrics 
across epochs. On training, the improvement in term of 
accuracy and loss of the three models is linear until the 10th 
epoch. After that, the training performance begins to stabilize 
and the improvement becomes slow. On the opposite, the 
validation performance increase with unstable manner. 

TABLE II. PARAMETERS SETTINGS OF THE BILSTM-CNN CLASSIFIER 

Parameter Value 

Vocabulary size 20 000 

Input vector 1000 

Word Embedded size 100 

Number of convolutional layers 3 

Number of filters 128 

Filter size 3,5,7 

Dropout rate 0,2 

Activation function Sigmoid 

Number of epochs 15 

Optimization Adam 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 7. Accuracy and Loss Curves Obtained by Training and Validating of Proposed Models. (a) Method 1, (b) Method 2, (c) Method 3 and (d) Method 4 

(Baseline). 
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D. Testing Results 

Training a CNN models provides a prediction-ready model 
with the appropriate weights that corresponds to the task being 
performed. As indicated in Table III, a comparative result in 
terms of accuracy, recall, F1-score and precision of the model 
variants. We can clearly observe that the combined word 
embedded techniques reached an improvement when 
compared to baseline method. 

Among all methods, the method 1 provided the best result 
in terms of accuracy (97.74%) and precision (97.74%). While, 
the method 4 based on one-word embedding technique is the 
lowest in term of accuracy, F1-score and Precision. The 
method 1 shows better performance in the detection of fake 
news. The confusion matrix of the proposed model is shown 
in Fig. 8. We found 3472 news was predicted as fake and was 
actually fake news. In addition, 66 news was predicted as fake 
was actually real. On the other hand, 3520 real news were 
predicted as real and was actually real. Moreover, 96 was 
predicted as real and was actually fake. 

To investigate these findings, a ROC curve illustrating the 
sensitivity vs specificity (or False Positive Rate versus True 
Positive Rate) of a diagnostic test might be employed. This 
shape of the curve enables us to compare several models 
depending on the value of the AUC variable. This number 
indicates the total area under the ROC curve between two 
dimensions. This article depicts the ROC curve for each model 
considered in this investigation. Fig. 9 depicts a scatterplot of 
the False Positive Rate (TPR) vs the True Positive Rate (TNR) 
for the proposed CNN-BILSTM model using word embedding 
Method 1. 

TABLE III. MODELS PERFORMANCE WITH DIFFERENT COMBINATION OF 

WORD EMBEDDING TECHNIQUES 

 Accuracy Recall F1-score Precision 

Method 1 97.74% 97,35% 97,75% 98,16% 

Method 2 97,71% 98,59% 97,75% 96,93% 

Method 3 97,46% 96,99% 97,47% 97,96% 

Method 4 

 (Baseline)  
96,56% 97,54% 96,63% 95,74% 

 

Fig. 8. Confusion Matrix for CNN (Method 1). 

E. Discussion 

In this study, we proposed a hybrid deep learning model to 
detect fake news based on news content. we used WELFake 
dataset which is one of the biggest databases accessible and 
comprises 72134 news, of which 37106 are fraudulent and 
35028 are authentic. These datasets adhere to the principles 
and guidelines of developing impartial fake news. The 
WELFake dataset includes two characteristics (title, content). 
Additionally, each article is categorized as follows: zero for 
false news and one for genuine news. In the first step, we 
started by applying a series of preprocessing operations on the 
input data. These operations include reducing noise, deleting 
unnecessary repetitions, removing punctuation and 
alphanumeric characters. The preprocessed input data was 
converted into word embedding vectors based on the 
concatenation of two word-embedding techniques. 

In proposed system architecture, we presented four 
approaches to represent words in order to examine the effect 
of word embedding combination strategies on proposed 
model. In approach 1, the acquired word representation vector 
is concatenated using Word2Vec (CBOW) and Word2Vec 
(Skip-Gram). The second method was based on the union of 
the Glove and Word2Vec (Skip-Gram) vectors. The acquired 
word representation vector is concatenated using the Glove 
and Word2Vec (CBOW) approaches in method 3. Method 4 
(Baseline) used the Glove approach for word embedding. We 
submit the acquired vectors for each approach to the suggested 
hybrid CNN-BILSTM network. For each method, we 
provided the obtained vectors to the proposed CNN-BILSTM 
network. The objective of using CNN layers in model 
architecture was to extract fake news features. Then, we 
provided the acquired vectors for each approach to the 
suggested CNN-BILSTM network. The goal of using CNN 
layers into the model architecture was to extract elements of 
fake news. The experiments concluded that the combination of 
two-word embedding vectors offers a benefit and it increases 
the accuracy of the proposed model when compared to using 
one-word embedding technique. Table III and Fig. 11 show 
that the combination of Word2Vec (CBOW) and the 
Word2Vec (Skip-Gram) gives the best results in term of 
accuracy and precision when compared to the other possible 
combinations. 

 
 

Fig. 9. The ROC Curves of Method 1. 
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Overall, the results of the experiment indicate that all 
models attained exceptional precision with a low loss rate. In 
addition, these findings demonstrate that the incorporation of a 
hybrid model based on the feature descriptor approach 
improves prediction performance relative to other models in 
the literature. 

In Table IV, we compare the performance of the proposed 
model to that of some similar research examined in the present 
paper. 

The Fig. 10 shows the improvement of the proposed 
method 1 compared to the traditional machine learning 
methods. The accuracy of the proposed model achieved 
97.74%, while DT, RF, LR and SVM achieved a maximum 
accuracy only up to 93.51%, 94.37%, 95.42% and 97.09%, 
respectively. 

 

Fig. 10. Accuracy Comparison of Proposed Model with Traditional Machine 

Learning Algorithms. 

 

Fig. 11. Summarize of All the Experimental Findings Provided in this Research. 

TABLE IV. ACCURACY COMPARISON OF PROPOSED MODEL WITH RELATED WORKS 

Authors Dataset Feature Representation Classification Algorithm Accuracy 

[29] 
Their own dataset of 25200 

articles from Reuters and Kaggle 
TF-IDF KNN, SVM, LR, LSVM, DT 92% 

[30] PHEME WORD2VEC LSTM 79.5% 

[31] PHEME WORD2VEC Hybrid LSTM-CNN 82% 

[32] PHEME WORD2VEC-GLOVE-FASTTEXT Hybrid BILSTM-CNN 86.12% 

[33] FNC-1 GLOVE Hybrid LSTM/ BILSTM -CNN 71.2% 

[35] ISOT 
Linguistic features (stylometric, 

semantic, and syntactic…) 

Voting classifier based on traditional 

machine learning algorithms 
96.36% 

[34] WELFake dataset 
Combine linguistic feature with 

Word embedding 

Voting classifier based on SVM , DT , NB, 

Bagging, AdaBoost, KNN 
96.73% 

Proposed 

method 
WELFake dataset 

Combine linguistic feature with 

Word embedding 
CNN-BILSTM 97.74% 

92,00%

93,00%

94,00%

95,00%

96,00%

97,00%

98,00%

99,00%

Method 1  Method 2  Method 3 Method 4 (Baseline)

Accuracy Recall F1-score Precision
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VI. CONCLUSION AND PERSPECTIVES 

In this paper, we presented a new approach to detect fake 
news using the unbiased dataset WELFake. The main 
objective of this research was obtaining a good result and 
improving the performance of the proposed fake news 
detection system. In this study. The first task of this approach 
was representing words to meaningful numerical vectors using 
combination of different word embedding techniques. The 
second task was training the proposed hybrid model based on 
CNN and BILSTM architectures. The obtained results show 
an improvement in terms of accuracy and precision when 
compared to traditional machine learning algorithms and 
related work results. The simple concatenation of the different 
pre-trained embedding models increases the dimension of 
embedded vectors. Moreover, that leads to a high 
computational complexity. To solve this problem in future 
works, we propose to reduce the dimension of concatenated 
vectors with preserving characteristics of the original data 
using features engineering techniques such as features 
selection and dimensions reduction. 
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