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Abstract—Multimedia images are the primary source of 

communication across social media and other websites. 

Multimedia security has gained the attention of modern 

researchers and has posed dynamic challenges such as image 

forensics, image tampering, and deep fakes. Malicious users 

tamper with the image embedding noise, leading to 

misinterpretation of the content. Identifying and authenticating 

the image by detecting the forgery operations performed on it is 

essential. In our proposed model, we detect the forged region using 

the machine learning model SVM in the first iteration and 

Convolution Neural Network in the second iteration with Discrete 

Cosine Transform (DCT) for feature extraction. The proposed 

model is tested with a Corel 10K dataset, and an average accuracy 

of 98% is obtained for all kinds of image operations, including 

scaling, rotation, and augmentation. 
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I. INTRODUCTION 

With the invention of high-speed networks and advanced 
storage technologies, the internet used in almost every domain 
has increased drastically. Significant technological innovations 
have occupied every area with intelligent technologies and 
devices. The use of multimedia in social networking and other 
applications has invited other challenges where intruders 
modify or forge the data for illicit usage. Digital 
transformations have opened up a new domain of image 
forensic analysis. The need for providing authentic documents 
with integrity is a much-needed research area. 

Recent Information and Communication Technology (ICT) 
has a vast spectrum of applications imbibing from each 
machine to pools of networks by large organizations. Users 
over the globe are not limited to work applications but are used 
for various applications such as personal banking transactions, 
multimedia data sharing across social media platforms, etc. [1] 
Larger companies regularly conduct their every transaction and 
operation across the internet, and more extensive data 
migrations across the firms occur via the networks comprising 
lesser secured public internet. 

The drastic inventions in the cloud and big data technology 
solutions have seen exponential usage in social networking and 
mobile communication applications, leading to more extensive 
organization information flow operations. This limited the 
organization's security architecture for handling manipulated 
and tampered data. The increased activity of users and 
organizations has led to the misuse of computers and network-
related applications ranging from simple password hacks to 
unauthorized access to servers. 

Increased misuse of network and computer-related 
applications has led to increased research in computer-related 
investigations. Traditionally auditing the logs was a simple way 
to trace fraud operations, and the advanced hacking techniques 
are so powerful that no traces are found in the records. Hence 
the need for an automated and intelligent way of forensics is 
necessary. Digital forensics has made advanced developments 
over the years. The primary reason for the development is 
intelligence in tools and techniques that use local hardware 
machines to perform complex auditing tasks more precisely. 
The difficult task of auditing the logs is automated using 
machine learning models. 

The rapid increase in the digital content comprising images 
over the internet has challenged the retrieval efficiency of 
several applications. The content-based image retrieval 
(CBIR), the effective and modern method for retrieval of 
images from the web, has addressed the challenge to some 
extent. CBIR is defined as the operation for retrieving images 
over the more extensive database in an effective and timely 
manner using dominant features of stored images such as 
texture, color, shape, etc. The effectiveness and efficiency of 
any CBIR model rely entirely on the identified extracted feature 
subset, as these values are used in the computation of similarity 
among the stored and retrieved images. Fig. 1 shows the classic 
examples of image tempering instances. 

The primary purpose of the research is to secure the 
machine learning-based models for forensic analysis in the 
training and testing phase of the proposed architecture. The 
primary model experiments with the Support Vector Machine 
and the transformation functions applied with feature reduction 
for training the classifier. In the next level, forensic analysis is 
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performed on the images, which have the specific traces 
acquired by the operations, such as coding, acquisition, and 
preprocessing. To enhance the robustness of the model, the 
Convolution Neural Network (CNN) has been integrated for 
additional training of the model. CNN is the programming 
model that aids the machine in learning from the operational 
data provided. It is a subset of the class for a deep neural 
network that proactively addresses several image processing 
operations such as pattern matching and recognition. The model 
is treated to be complex and interconnected with several 
neurons in each of the layers. 

 
(a) 

 
(b) 

Fig. 1. Image Tempering Throughout the History [Courtesy: 

https://twistedsifter.com/2012/02/famously-doctored-photographs/]. 

 

Fig. 2. Dimensions of Digital Forensics. 

Fig. 2 provides the dimensions of digital forensics. Digital 
forensics involves the process of incident occurrence, analyzing 
collected data, and reporting the traces of anomalies in it. 

II. RELATED WORKS 

In [2] the work used pre-trained models for the lifecycle of 
forensic digital imaging tools. The work focused on the 
detection of a gun in a set of images. The work focused on the 
four pre-trained models, such as ImageNet-trained models: 
InceptionV3, Xception, ResNet, and VGG16, on the Adhoc 
realistic datasets without any of the fine-tuning of the models 

used. The results were on par with the realistic determination of 
guns in the images. The work was limited to a particular class 
and could be extended with a few more classes to make the 
model more realistic. 

In [3][4] the authors discussed the various needs for using 
machine learning and deep learning models and their 
implications. The various experimentations in the article show 
the augmenting of the performance of traditional models with 
the integration of machine learning models and the 
development of the conceptual framework for digital forensics. 

The work in [5][6] proposed the support vector machine 
learning model with DWT and PCA as feature reduction 
models. The proposed model has experimented with an Adhoc 
dataset comprising 10000 images, and the proposed work was 
compared against the decision tree and Bayesian model. The 
proposed architecture gave the optimized performance of an 
accuracy of 97% in a limited subset of training images. 

In [7] they worked on detecting tampering on the images 
using the CFA artifacts. The model provided optimal results in 
the detection of forged region localizations. The model has 
experimented on the UCID dataset and several images pulled 
from various social media websites. The model used the scalar-
based approach with forensic analysis by machine learning. The 
experimental results were optimized with this approach and 
limited to a few classes. The procedure failed when 
experimented with multi-class label datasets. 

The model in [8] addressed image forgery on social media 
and other prominent websites. The work focused on copy-move 
forgery detection using block processing and extracted the 
features transformed from the blocks. The convolutional neural 
network was for detecting the forgery. The serial pairs of 
convolutions are used for extracting the features and then 
enable the classification of images as tampered and originals, 
including the consideration of transformation operations. For 
Experimentation, various trigonometric transforms for 1D and 
2D are considered. The model gave the optimum accuracy but 
was limited to the specifically trained dataset and required a 
robust model to deal with all kinds of images. 

The experiments in [9] discussed the significant risks and 
shortcomings of using CNN models in clinical applications. 
The research focused on noise discovered in medical images 
and its impact on deteriorating the model's performance. They 
proposed a defense mechanism to such noises by incorporating 
the sparsity of denoising methods performed inherently in the 
CNN models to enhance the model's accuracy and overall 
performance. The model gave an accuracy of up to 97%. 

The model in [10] discussed the impacts of adversarial 
perturbations on CNN and its challenges. The model is 
designed on the new architecture that specifically increases the 
robustness of the adversarial effects by using feature denoising. 
The network design consists of blocks that denoise each feature 
using various nonlocal means and a combination of other filters. 
The model has experimented on Imagenet, and the model's 
performance is enhanced by embedding this method in machine 
learning models. 

The work by authors in [11] addressed the problem with the 
authenticity of the images shared across social media and other 
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websites. They proposed a digital image forensics model to 
identify the images' averaging and gaussian filtering. The 
model first normalized the image and computed the difference 
in array values for calculating the co-occurrence features. The 
model achieved higher accuracy for even small-size images 
with less resolution, but the results were minimal for the higher-
size images. 

The authors in [12] proposed a model based on the pixel-
pair histogram (PPH) and coefficients of an autoregressive 
moving average model (ARMA). These features are extracted 
from various directions in an image for computing the median 
filters. Experimentations were done on multiple single and 
compound databases, and the model enhanced the accuracies of 
the models, especially for the JPEG formats and compressed 
versions of the images. 

III. PROPOSED METHODOLOGY 

The proposed methodology works in two layers. In the 
initial phase, the support vector machine is used with the RBF 
kernel in training the images. In the second layer, CNN is used 
for training the model for making the classification more robust. 
Fig. 3 shows the proposed model for forensic image detection. 

A. Dataset 

To test the proposed model's robustness, experimentations 
were conducted on a target set of 100000 images. The images 
span different categories, such as oceans, mountains, fruits, etc. 
Every image is scaled to 192 X 128. The dataset is spread across 
100 categories, composing 100 images in each type. Fig. 4 
shows the sample images in the dataset. 

 

Fig. 3. Proposed Model for Forensic Image Detection. 

 

Fig. 4. Sample Images in the Corel -10K Image Dataset. 

Each image has been extracted with 89 features. These 
features are composed of four sets based on color histogram 
layout, histogram, co-occurrence, and color moments. 

TABLE I. FEATURE SET DESCRIPTION 

Feature Dimensions Description 

Color Histogram 32  
HSV is divided into 32 subspaces. 

8 for H and 4 for S. 

Color Histogram 

layout 
32  

Image is divided into four sub-

images 

Color Moments 9 3 for H, S, and V 

Co-occurrence 

Texture 
16 

co-occurrence in 4 directions is 
computed (horizontal, vertical, and 

two diagonal directions) 

B. Feature Extraction and Feature Reduction 

Algorithm: Feature Extraction 

Input: Image I 

Output: 89 Features i1, i2,….. in 

Step 1: Convert RGB to HSV Image. 

Step 2: Split the input image into H, S, and V sub-image spaces 

Step 3: Canny Operator is used for edge detection and 

segmentation 

Step 4: Discrete Cosine Transform (DCT) is used for feature 

extraction 

Step 5: 89 feature sets are extracted from the image 

The DCT coefficient entities signify the spatial frequency 
components in an image, and every pattern of the blocks in an 
image is augmented with various magnitudes. The extracted 
features depend on the prominent edge, and the values extracted 
signify the image's lowest frequencies. 

Fig. 5 (a) shows the original image and the extracted 
features from HSV subspaces in images. Fig. 5 (b) shows the 
sample extracted feature matrix. 

In computing the DCT coefficients matrix, the major 
component for the spectral coefficients of images represent the 
lower frequency sections and higher frequency sections with 
amplitude of areas across the image. Since the most dominating 
area of interest is around the lower frequency, we discard the 
values closer to 0. The coefficients of DCT are reduced w.r.t to 
(1). 

D_C (u,v,s)=F(u,v) u,v=1,2,3,…….s  1<s≤8 …          (1) 
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(a) 

 
(b) 

Fig. 5. (a) Original Image. (b) Image Feature Extraction. 

Where F(u,v) Represents the DCT coefficients of image 
block I. D_C (u,v,s) Represent the reduced DCT Coefficient. S 
represents the reduction scale for the image. 

 

Fig. 6. DCT Reduced Coefficients from 8 X 8 to 4 X 4. 

Since the DC coefficients among the adjacent blocks of 
images are redundant and the AC coefficients are small, these 
values are ignored. DCT transforms the correlation among the 
adjacent 8 X 8 blocks of images and is quite dominant. Hence 
smoothing these edges is necessary. The operation is performed 
using DCT coefficient values, which will uniformly distribute 
the frequency across the images. The reduced and smoothened 
coefficients of DCT are computed as of (2). The sample features 
extracted using DCT are shown in Fig. 7. 

𝐷𝐶 = {
𝐹(𝑢, 𝑣)  (𝑢, 𝑣) = 1

𝐹(𝑢, 𝑣) +
𝐹(1,1)

8
  (𝑢, 𝑣 = 2, … . 𝑠)

  (1 < 𝑠 ≤ 8)         (2) 

 

Fig. 7. Feature Matrix using DCT. 

IV. MACHINE LEARNING MODELS 

In the first phase, the support vector machine with the 
configuration in Table II is used to train the model. Support 
Vector Machine (SVM) is majorly used in classification, and 
recognition tools are embedded to avoid computational 
complexities. Our work proposes a methodology for detecting 
the forged image, which might comprise any subpart if the 
image has been added, removed, or altered. The SVM is used 
for identifying the similar neighboring regions of an image by 
matching with other blocks of the image computed. To identify 
a forged part in an image, the features are extracted w.r.t to 
HSV, texture, pixel value, and the edges of several regions in 
an image. The process works in two iterations. In the first 
iteration, the model is trained with the images without forged 
parts. The second iteration tests the model with the sample set 
of images containing the forged part. The SVM model is used 
to classify the images into two classes: forged or genuine. The 
model initially identifies the edges and decides the decision 
boundaries in the training phase. This information will be used 
for generalizing the images with higher dimensions. A decision 
space (support vectors) for the set of images is generated using 
the larger space of trained images which separates the objects 
belonging to a different class. 

All the experiments were conducted on Ubuntu 22.0 LTS 
64-bit Operating System with 24GB Ram, intel core i5 
@3.40Ghz with python 3.0. The entire dataset was divided in 
the ratio of 70:30 for the training and testing dataset. In the 
initial phase, the training is done with a support vector machine 
with rbf kernel, as mentioned in Table II. 

TABLE II. CONFIGURATION OF SVM MODEL 

Model Kernel γ 

Support Vector Machine rbf 1/n 

To make the model more robust, it is trained with the CNN 
model as specified in Table III in the second phase.  

TABLE III. CNN MODEL CONFIGURATION 

Image 

Layer 
Filters 

Feature map 

size 

Size for 

filter 
Strides Padding 

1st CNN 

Layer 
664 224*224*64 3*3*3 1 1 

2nd CNN 

Layer 
64 224*224*64 3*3*64 1 1 

Max 

Pooling 
1 112*112*64 2*2 2 0 
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(a) 

 
(b) 

Fig. 8. (a) Performance Metric of SVM (b) Performance Metric of CNN. 

Fig. 8 shows the performance metrics computed for the 
support vector machine and the CNN. Fig. 9 gives the different 
forged images detected. 

 
  (a)     (b)      (c) 

     
 (d)     (e)      (f) 

Fig. 9. Results of Proposed Model (a) Input Image (b) Threshold Image (c) 

Classified as Not Forged (d) Input Image (e) Threshold Image (f) Classified as 

Forged Image. 

V. CONCLUSION 

In recent research, many researchers proposed various 
methods for forgery detection, which can be further categorized 
into supervised and unsupervised classification models. The 
two models experimented with, in our work, support vector 
machine and the convolution neural network have performed 
well, with an accuracy of 75% and 95%. The CNN model 
wrongly classified the few forged images to non-forged. These 
misclassifications were handled correctly in the SVM. Hence 
the model proposed is trained in two iterations with respect to 

SVM and CNN. The combined classifier gave an accuracy of 
over 98%. The proposed model can be further enhanced with 
an optimal feature reduction mechanism, and using 
unsupervised models may augment the model's performance. 
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