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Abstract—Datasets with a balanced distribution of data are 

often difficult to find in real life. Although various methods have 

been developed and proven successful using shallow learning 

algorithms, handling unbalanced classes using a deep learning 

approach is still limited. Most of these studies only focus on 

image data using the Convolution Neural Network (CNN) 

architecture. In this study, we tried to apply several class 

handling techniques to three datasets of unbalanced text data. 

Both use a data-level approach with resampling techniques on 

word vectors and algorithm-level using Weighted Cross-Entropy 

Loss (WCEL) to handle cases of imbalanced text classification. 

With Bidirectional Long-Short Term Memory (BiLSTM) 

architecture. We tested each method using three datasets with 

different characteristics and levels of imbalance. Based on the 

experiments that have been carried out, each technique applied 

has a different performance on each dataset. 

Keywords—Imbalanced text classification; deep learning; 

resampling technique; weighted cross-entropy loss 

I. INTRODUCTION 

Datasets with unbalanced class conditions are usual in real 
life, for example, in the case of fraud detection[1], cancer 
diagnosis[2], and spam detection[3]. These are challenges for 
machine learning models to perform classification tasks 
because samples are not the same in each class. As a result, the 
classifier may have high accuracy in the majority class. 
However, the classifier tends to ignore the minority class, so it 
has poor performance for detecting the minority class[4]. On 
the other hand, the minority class sometimes has a more 
important role because it has beneficial information, for 
example, when diagnosing cancer where patients are in the 
minority class. If the learning algorithm cannot detect the 
minority class properly, it can endanger someone’s life. 

Although various methods for dealing with class imbalance 
problems have been developed over the last two decades and 
have proven successful in various domains, most of them still 
focus on shallow learning algorithms[5]. Several researchers 
express similar things, among others: [6], [7],  and [8], which 
states that the handling of unbalanced classes in deep learning 
has not been studied further. Based on a survey conducted 
by[5], more than 80% of research related to unbalanced 
classroom problems in deep learning still focuses on the field 
of computer vision using the Convolution Neural Network 
(CNN) architecture. Research by[9] as well, using Convolution 
Neural Network (CNN) to estimate the accuracy of the head 
pose angle based on deep learning in image recognition. 

There are three approaches used to deal with unbalanced 
classes: data-level methods, algorithm-level methods, and 
hybrid methods[10]. Data-level methods are carried out by 
changing the data distribution in each class or resampling to 
achieve the desired condition. Resampling is done by reducing 
data from the majority class (under sampling) or adding data to 
the minority class (oversampling). Although it has been proven 
to be effective in overcoming the problem of data imbalance 
based on the survey conducted, on the other hand, under 
sampling has the potential to eliminate data that has important 
information. Oversampling can result in the learning model 
being overfitted so that the performance of the resulting model 
may not necessarily improve and increase computational effort 
[11]. The following method is algorithm-level, namely by 
making direct modifications to the learning algorithm to reduce 
bias in the majority class. Finally, the hybrid method is a 
combination of data-level and algorithm-level methods[8]. 

II. LITERATURE REVIEW 

Handling unbalanced classes using a data-level approach is 
done by[6], [12], and[13]. Study[6] compared the Random 
Under Sampling (RUS), Random Oversampling (ROS), and 
Two-Phase Learning methods using multiclass image datasets 
trained with various CNN architectures. Overall, ROS has the 
best performance compared to the other two methods, RUS has 
poor results, and two-phase learning is considered less 
effective in dealing with class imbalance cases. The two-phase 
learning method was also proposed by[12] to classify WHOI-
Plankton dataset images with a high level of imbalance. 
Different from[6], study[12] Instead, it concludes that this 
approach has been proven to be effective in improving the 
performance of the minority class while maintaining the 
performance of the majority class. Still using image dataset and 
CNN architecture, research[13] gets better performance by 
implementing the ROS method to handle unbalanced classes. 

The algorithm-level approach is carried out by[14], [15], 
and[16]. Study[14] implemented a cost-sensitive CNN to 
classify various image datasets. This study also compares cost-
sensitive with data-level approaches such as SMOTE and RUS. 
The proposed method is proven to have the most superior 
performance. Unfortunately, the performance metric used in 
this study is only accuracy, in which the evaluation method is 
not appropriate for measuring the performance of learning 
models with unbalanced classes[5]. Furthermore, research[15] 
used a cost-sensitive deep neural network (CSDNN) to predict 
hospital readmission. This study also compares the proposed 
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method with shallow learning algorithms such as Decision 
Tree and Support Vector Machine. The proposed method is 
proven to get better performance. CNN's cost-sensitive 
approach was also used in this study[16] for time-series 
classification with unbalanced data. The proposed method 
provides superior performance compared to the data-level 
approach. 

The research that applies the hybrid method is[17] by 
combining SMOTE technique and weighted loss function to 
classify various image datasets with deep neural network 
architecture. The proposed method can improve the learning 
algorithm's performance, but on the other hand, the application 
of SMOTE also produces noisy data. 

In this study, we intend to use the Bidirectional Long-Short 
Term Memory (BiLSTM) architecture to classify text data with 
various levels of imbalance. Several techniques to overcome 
class imbalances will be applied and observed how they affect 
the learning model's performance. 

III. RESEARCH METHOD 

A. Data Acquisition 

We use three datasets in the form of labeled text with 
varying levels of imbalance. The level of imbalance is using 
the imbalance ratio (IR) formulated in Equation 1 by dividing 
the maximum class size against the minimum class[18]. 

IR( ) 
maxi i

minj j
               (1) 

Where: 

maxi i maximum class size, IR( ) im alance ratio. 

The first dataset we use is the Customer Support Tickets 
Dataset, which contains complaints about problems from users 
of an application obtained from the Google Play Store review 
column. The second dataset is the News Category Dataset, 
containing news headlines from 2012 to 2018 obtained from 
HuffPost[19]. Then the last dataset is the Drug Review Dataset 
which contains patient reviews related to drugs from the 
disease[20]. This study only used a few categories or classes 
from the three datasets with details, as shown in Table I. 

TABLE I.  DETAILS OF THE DATASET 

Datasets Instances Class IR ( ) 

Cust. Support Tickets 5,150 3 4.99 

News Category  50.879 3 15.72 

Drug Review  57,463 5 8.52 

B. Data Preprocessing 

This stage includes the case folding process, data cleaning 
from special characters, normalization, to data representation. 
The cleaned text data will be converted into numeric digits by 
utilizing the Tokenizer library on Keras. Then the digits will be 
converted into word vectors using the word embedding 
technique with a dimension of 300. The word embedding 
technique applied is different based on the language contained 
in the dataset. The first dataset uses the fastText technique 
because the Indonesian language training model is available. In 

contrast, the second and third datasets use the GloVe technique 
because an English training model is available. 

C. Unbalanced Class Handling 

There are two approaches that we will use in this research, 
namely: 

1) Data-Level: In simple terms, Fig. 1 shows the 

resampling technique in this study. Resampling of training 

data is 80% training and 20% testing. The resampled data is a 

word vector from the training dataset. 

 
Fig. 1. Data Balancing Step. 

We used RUS and Tomek Links (TL) for undersampling. 
RUS will delete some instances randomly in the majority class 
until the desired distribution is reached. In comparison, Tomek 
Links will delete a pair of closest neighbors but belong to a 
different class[21]. To perform oversampling, we used ROS 
and Synthetic Minority Oversampling Technique (SMOTE). 
ROS will randomly duplicate instances of the minority class, 
while SMOTE will generate synthetic data by linear 
interpolation between adjacent minority class samples[22]. The 
distribution of classes before and after resampling is shown in 
Fig. 2 for Customer Ticket Dataset, Fig. 3 for News Category 
Dataset, and Fig. 4 for the Drug Review Dataset. 

 
Fig. 2. Class Distribution before and after Resampling on the Customer 

Support Ticket Dataset. 
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Fig. 3. Class Distribution before and after Resampling on the News Dataset. 

 

Fig. 4. Class Distribution before and after Resampling on the Drug Review 

Dataset. 

2) Algorithm-Level: In the algorithm-level approach, we 

use Weighted Cross-Entropy Loss (WCEL) to increase the 

sensitivity of the learning model to minority classes. For this 

reason, significant weight will be applied to the minority class, 

while the majority class will be given a smaller weight. By 

applying this weighting, the cross-entropy loss can be 

formulated in Eq. 2. 

L(y, o)   - w∑ y
o,c
 log(p

o,c
)M

c 1              (2) 

With w is the weight of the calculated class using  w   
 max

 i
  

where  max is the size of the majority class, and  i  is the 
number of data samples in the class c. Then M Then represent 
the number of classes, y is a binary (0 or 1) indicator if the 
class label   is the correct classification for the observation o 
and p is the predicted probability. 

D. Build Neural Network 

In this study, we use Bidirectional LSTM architecture 
because, according to[23], the highest accuracy value is when 
using bidirectional LSTM to perform multiclass text 
classification tasks. There are 64 neurons in each hidden layer 
(the more neurons, the more accuracy, but the computation 

time will be extended). We trained the network with a batch 
size of 8 based on[23], that smaller the batch size, the greater 
the accuracy, and applied a dropout with a probability of 0.6 to 
reduce the risk of overfitting. The higher the dropout value 
given, it will reduce overfitting, but if it is too high, it can 
decrease accuracy, so try n error only to determine the dropout 
value. The cost function we use is cross-entropy, specifically 
for applying the algorithm-level method in handling class 
imbalances. We use different weights for each class through 
the equations described previously. As a gradient descent 
optimization algorithm, we use the Adaptive Momentum 
Estimation (Adam) Optimizer with a learning rate of 0.001. 

E. Evaluation 

Evaluation with the right measuring tools is needed to 
compare the performance of several applied approaches. 
Considering that the minority class has a negligible impact on 
accuracy, apart from using Overall Accuracy, we also use other 
performance metrics, namely True Positive Rate (TPR), True 
Negative Rate (TNR), F1 Score, and Geometric Mean. F1 
Score is a combination of Precision which calculates the 
positive class score classified in a positive class, and Recall, 
which represents how well the prediction of the positive class 
to be a single score. Next, by considering sensitivity (another 
term for Recall) and Specificity, which represents how well the 
prediction of the negative class is, we use the Geometric Mean 
(G-Mean) to combine the two into a single score. Since the 
deep learning algorithm is stochastic, we train five times for 
each method, then take the average Score of the five training 
results. The equations for calculating True Positive Rate (TPR) 
/ Sensitivity / Recall / Hit Rate, True Negative Rate (TNR) / 
Specificity / Selectivity, Overall Accuracy, F1 Score, and G-
Mean are as follows. 

TPR   
TP

TP FN
               (3) 

TNR   
TN

TN FP
               (4) 

 ccuracy   
TP TN

TP TN FP FN
              (5) 

F1 Score  2 
Precision Recall

Precision Recall
  2 

TP

TP FP
   

TP

TP FN
TP

TP FP
   

TP

TP FN

            (6) 

G-Mean √Sensitivity  Specificity    √
TP

TP FN
  

TN

TN FP
          (7) 

IV. RESULTS AND DISCUSSION 

The results of this study are summarized in Table II. Based 
on our results, no method consistently provides the most 
superior performance using three predefined benchmarks. In 
the Customer Support Ticket Dataset, the highest accuracy was 
obtained without applying any method, while the highest F1 
Score and G-Mean were obtained using WCEL. Furthermore, 
the highest accuracy was obtained using TL in the News 
Dataset, while the highest F1 Score and G-Mean were obtained 
using ROS. Finally, in the Drug Review Dataset, the highest 
accuracy and F1 Score were obtained without using any 
method, while the highest G Mean was obtained using WCEL. 
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TABLE II.  COMPARISON OF THE PERFORMANCE IN EACH METHOD 
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9 
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4 
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2 
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5 

0.79

5 

0.93

0 

0.83

7 

0.90

4 

RUS 
0.70

0 

0.65

6 

0.78

3 

0.75

2 

0.65

8 

0.81

1 

0.83

6 

0.67

2 

0.80

3 

TL 
0.79

6 

0.72

2 

0.76

7 
0.90

0 

0.78

7 

0.82

5 

0.87

8 

0.69

7 

0.80

1 

ROS 
0.82

6 

0.78

4 

0.82

8 
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2 
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4 

0.87

2 

0.91

6 

0.83

2 
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4 

SMO

TE 
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0 

0.76

0 

0.79

9 
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6 

0.80

3 

0.85

9 

0.90

4 
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6 

0.88

6 

WCE

L 

0.83

4 
0.79

8 

0.86

7 

0.86

4 

0.75

5 

0.86

7 

0.92

6 

0.83

4 
0.90

6 

Table III shows the comparison of class-level performance 
for each method for the Customer Support Ticket Dataset. 
There are three classes/categories: Class 1: Account, Class 2: 
Customer Service, and Class 3: Transaction. Table IV for the 
News Category Dataset shows three classes/categories, namely 
Class 1: Entertainment, Class 2: Politics, Class 3: Tech. Table 
V the Drug Review Dataset shows five classes/categories, 
namely Class 1: ADHD, Class 2: Birth Control, Class 3: Tech, 
Class 4: Insomnia, Class 5: Weight Loss. 

TABLE III.  COMPARISON OF TPR, TNR, F1 SCORE, AND G-MEAN IN EACH 

METHOD ON THE NEWS CATEGORY DATASET 
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In the Customer Support Ticket Dataset, WCEL has the 
most superior performance except for the F1 Score in Class 3. 
However, WCEL's performance is consistently superior to the 
original data or without applying any method. Although the 
accuracy produced by WCEL is still less than the original data, 
the resulting difference is not too far, which is 0.2%. 

TABLE IV.  COMPARISON OF TRUE POSITIVE RATE (TPR) AND TRUE 

NEGATVE RATE (TNR) IN EACH METHOD ON THE CUSTOMER TICKET 

DATASET 
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In the News Dataset, SMOTE has consistently superior 
performance over the original data, although it is not superior 
to other methods. On the other hand, the TL performance is 
superior to the original data except for the G-Mean Score in 
Class 2. TL even has the highest accuracy compared to other 
methods. 

In the Drug Review Dataset, the original dataset tends to be 
superior to the unbalanced class handling method. Although 
ROS has a reasonably high contribution to Class 4 and Class 5, 
ROS lowers the performance of Class 1, which is a minority 
class. In the case of this dataset, it seems that the minority class 
already has a pretty good performance. In theory, the learning 
algorithm will have difficulty detecting the minority class. 

Based on the results we got, no method has the most 
superior performance over other methods. Overall, RUS had 
the worst performance, despite getting the highest G-Mean 
Score in Class 3 in the News Dataset. ROS and WCEL tend to 
improve the performance of the minority class, but at the same 
time, sometimes, these methods also reduce the performance of 
the majority class. Meanwhile, TL and SMOTE performed 
exceptionally well on the News Dataset, but not on the other 
two datasets that we used in this study. 

Although the data-level method approach contributes to 
improving the performance of the minority class in some cases, 
the weakness of this approach is that it takes a long time to 
resample, except for RUS and ROS. The comparison of the 
time required for each data-level method is shown in Fig. 5. 
SMOTE and TL, which performed well on the News Dataset, 
took resampling time of more than 1.6 hours for SMOTE and 
more than 3 hours for TL. With a performance increase of 
<1%, this seems less applicable to the case of big data, where 
the amount of data available will be much larger, so the time 
required for resampling will also be longer. 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 13, No. 11, 2022 

668 | P a g e  

www.ijacsa.thesai.org 

TABLE V.  COMPARISON OF TPR, TNR, F1 SCORE, AND G-MEAN IN EACH METHOD ON THE DRUG REVIEW DATASET 
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Fig. 5. Comparison of the Length of Time for Resampling. 

V. CONCLUSION 

This study discusses several testing methods for handling 
unbalanced classes, including RUS, TL, ROS, and SMOTE for 
data-level methods and WCEL for algorithm-level methods. 
We used three labeled text datasets with varying amounts of 
data and levels of balance. The neural network architecture we 
use is Bidirectional LSTM. We tested five times for each 
method. From the research results obtained, no method has the 
most superior performance because the quality of the data is 
also very influential on the learning model's performance. Both 
data-level and algorithm-level approaches can, in some cases, 
improve minority class performance. However, at the same 
time, The algorithm-level used in this study sometimes also 
reduces the performance of the majority class. Meanwhile, in 
the data-level approach, the resulting increase does not seem 
proportional to the time required for resampling. 

Further research on the handling of unbalanced classes in 
deep learning is needed to produce consistent performance and 
be implemented effectively and efficiently. 
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