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Abstract—COVID-19 disease can be classified into various 
stages depending on the severity of the patient. Patients in severe 
stages of COVID-19 need immediate treatment and should be 
placed in a medical-ready environment because they are at high 
risk of death. Thus, hospitals need a fast and efficient method to 
screen large numbers of patients. The enormous amount of 
medical data in public repositories allows researchers to gain 
information and predict possible outcomes. In this study, we use 
a publicly available dataset from Springer Nature repository to 
discuss the performance of three machine learning techniques for 
prediction of severity of COVID-19: Random Forest (RF), Naïve 
Bayes (NB) and Gradient Boosting (GB). These techniques were 
selected for their good performance in medical predictive 
analytics. We measured the performance of the machine learning 
techniques using six measurements (accuracy, precision, recall, 
F1-score, sensitivity and specificity) in predicting COVID-19 
severity. We found that RF generates the highest performance 
score, which is 78.4, compared with NB and GB. We also 
conducted experiments with RF to establish the critical 
symptoms in predicting COVID-19 severity, and the findings 
suggested that seven symptoms are substantial. Overall, the 
performance of various machine learning techniques to predict 
severity of COVID-19 using electronic health records indicates 
that machine learning can be successfully applied to determine 
specific treatment and effective triage. 
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I. INTRODUCTION 
Research has shown that electronic health records (EHR) 

are becoming increasingly valuable to predict health outcomes 
or disease diagnoses [1]. For many years, researchers have 
been analysing EHR with statistical and machine learning 
techniques for prognostic evaluations. Statistical techniques 
are designed to determine relationships between variables, and 
machine learning techniques are designed to make the most 
accurate predictions based on EHR. Although both techniques 
play an important role in research, previous analysis has 
shown that machine learning outperforms statistical 
techniques because of the recent advancement of tools for data 
analytics and large quantity of data humanity has access to 
since the information explosion [2]–[4]. 

A significant number of prediction models utilising EHR 
have been proposed in the literature over past years, including 
in the recent COVID-19 pandemic [1]. The COVID-19 
pandemic presented massive data for examining social, 

behavioural, public health, and economic impacts [5]. Many 
recent studies have conducted data mining analysis using 
various available datasets that focus on the occurrence of 
confirmed, fatal and recovered COVID-19 cases globally to 
understand the threats and predict the subsequent planning of 
containment activities [6]–[9]. 

The severity of COVID-19 disease varies from mild to 
critical stages. Screening of positive COVID-19 patients at 
primary care clinics is used as the initial triage to determine 
the severity stage and admission to hospital [10]. With use of 
the conventional methods, the process to manage COVID-19 
patients in the initial triage is not efficient because of long 
waiting times for screening [11]. It has previously been 
observed that limited hospital resources and staff during the 
COVID-19 pandemic makes it important to decide which 
patients require more urgent treatment and which patients that 
can wait [12]. Therefore, a timely clinical decision is 
important to help in early detection of serious disease and 
provide effective treatment for the individual patient, which is 
important for reasonable allocation of medical resources. 

In recent years, machine learning techniques have attained 
popularity in the health area because of their capability to deal 
with enormous, complex and unbalanced data, and yield 
outcomes such as prediction [6]. Many machine learning 
techniques have been employed in forecasting the potential 
spread of COVID-19 [5], [11], [13], [14]; however, few 
studies have reported on the severity prediction of COVID-19 
patients [15], [16]. 

This study discusses the initial prediction of the severity of 
the COVID-19 stage by clinical information in EHR using 
machine learning techniques. Early prediction of severity of 
the COVID-19 stage allows the healthcare organization to 
develop an effective disease management approach, which 
may help prevent the progression of the disease. It also helps 
overcome the limited number of staff in the hospitals by 
enabling frontliners to help the screening process. By 
classifying COVID-19 patients into the stage of severity, it 
helps doctors to prioritized critical patients thus making the 
screening process more efficient. Further, it may improve the 
quality of life of the patient. This study also examines the 
significance of the 21 variables of COVID-19 in the study 
population. The scope of this study covers the design of the 
screening system application and the development of machine 
learning model for the system. 
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II. METHODOLOGY 

A. Project Methodology 
We used a hybrid methodology (Fig. 1) which combine 

waterfall and agile methods. The hybrid methodology model 
consists of five phases: Requirement, Design, Develop, Test 
and Evaluation. The requirements and evaluation phases are 
from the waterfall methodology and the design, test and 
develop phases are from the agile methodology. 

In the requirement phase, we collected the project 
resources such as dataset, tools and machine learning 
techniques. We designed the high-level system designs, 
flowchart and graphical user interfaces in the design phase. In 
the develop phase, we developed the predictive models using 
machine learning techniques and we test the predictive models 
until the best results were achieved. We evaluated the models 
in the evaluation phase using performance metrics such as 
accuracy, precision and sensitivity. 

B. Model Training Flow 
Fig. 2 shows the model training flow that we implemented 

in the development phase to train and test the machine 
learning techniques. We used the raw data for data 
preprocessing, feature selection, train model with training and 
testing data, and evaluate the model. The data preprocessing 
involves removing some irrelevant features that does not 
relevant, removing missing values, removing outliers, data 
transformation and data balancing. After obtaining the cleaned 
data, it will be split into two parts which is training data and 
testing data. The model will learn from the training data while 
testing data will be used to evaluate the model performance. 

 
Fig. 1. Hybrid Methodology Model. 

 
Fig. 2. Model Training Flow. 

C. High-Level Screening System Design 
The screening system (Fig. 3) consists of two main 

components: a) system and b) model. The system component 
requires an input from user to make a screening prediction 
using the predictive model derived from the model 
component. The system will response with output (prediction 
results) and store the results in the database. 

D. System Flowchart 
The flowchart of the screening system describes the way 

how the proposed system should work. As shown in Fig. 4, the 
flow begins with user login. Users need to register their 
username and password to use the system. When they enter 
their credentials, the system will verify the user and only 
allows authenticated users to login into the system. If they fail 
to verify themselves, the user must input the username and 
password again. There are two types of users for this system 
which is the doctor and the nurse. When nurse login, they can 
enter patient’s information and predict the severity of the 
COVID-19 patient. The system will display the predicted 
outcome and the score of the severity prediction. The input 
entered by the nurse will be stored in the database so that 
doctors can view the data. When the doctor login, the system 
will show the record of patients and their status. Doctors can 
keep track of patients’ status so that they know which patients 
are still waiting to be examined and which have been 
examined. 

 
Fig. 3. High-Level Screening System Design. 

 
Fig. 4. System Flowchart. 
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E. Graphical user Interface Design 
Fig. 5 shows graphical user interface (GUI) for the 

screening system that will serve as a way for medical 
practitioners to interact with the system. The GUI consists of 
seven web pages with forms for inputs and tables and graph 
for outputs. 

 
Fig. 5. Proposed Graphical user Interface. 

III. DEVELOPMENT OF MACHINE LEARNING MODEL 

A. Dataset 
The dataset was obtained from the Springer Nature data 

repository and consists of 478 patients (https://springernature. 
figshare.com/articles/dataset/Data_associated_with_the_articl
e_Epidemiological_and_clinical_characteristics_of_imported_
cases_with_COVID-19_infection_a_multicentre_study/12159 
918). The dataset contains the epidemiological and clinical 
characteristics of COVID-19 cases in China, and consists of 
21 variables, including the patient’s demographic profile, 
epidemiological characteristics, clinical data, contact history, 
case cluster, outcome and type of case. The performance of 
machine learning models depends upon the quality of the data. 
Thus, pre-processing was conducted on the dataset to handle 
missing values, outliers and data generalisation. 

After the pre-processing, only eight independent variables 
that is relevant to COVID-19 symptoms that will be used to 
predict the dependent variable (type) with three class labels. 
Table I illustrates the description for each variable. 

The original dataset distributions of each class in the target 
variable are disproportionate which may result in a poor 
predictive accuracy over the minority class [17] and bias 
towards the majority class. Thus, to rebalance the data, this 
study used the synthetic minority oversampling technique 
(SMOTE) which will increase the minority class to match 
with majority class. This data balancing technique aims to 
avoid imbalanced classification in developing predictive 
models on the dataset. The results before resample and after 
resample using the SMOTE technique are shown in Fig. 6. 

B. Tools 
We developed the predictive models using python 

programming language that provide useful libraries such as 
Scikit-learn for feature extraction and model training and 
testing. We designed the GUI forms with text fields and 
buttons using HTML and CSS. We stored the data in a 
MySQL database. 

C. Pre-processing and Feature Extraction 
We analysed and compared the accuracy of three feature 

selection methods to identify the features or variables that 
most likely contribute to the severity of illness. The feature 
selection methods are Pearson Correlation, Random Forest 
Importance and Recursive Feature Elimination (RFE). Fig. 7 
shows the accuracy comparison of feature selection methods 
applied with the Random Forest model. 

TABLE I. VARIABLE DESCRIPTION 

Variable Description 

Gender The gender of the patient. 

Age The patient’s age in years. 

Fever Whether the patient have fever. 

Cough Whether the patient have cough. 

Fatigue Whether the patient have fatigue. 

Dyspnea Whether the patient have dyspnea. 

Headache Whether the patient have headache. 

H-Temperature The patient’s highest temperature. 

Type The type of cases or the level of severity for the COVID-
19 case. (1=Asymptomatic, 2=Mild, 3=Severe) 

 
Fig. 6. Original Dataset vs Synthetic Minority Oversampling Technique 

Dataset. 

 
Fig. 7. Comparison of Feature Selection Methods. 
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The results show that the Random Forest model produces 
the highest accuracy of 76.92% when using RFE, compared 
with 76.44% for Random Forest Importance and 73.08% for 
Pearson Correlation. Thus, RFE was used to determine the 
importance of the eight features or variables according to the 
contribution in COVID-19 illness. We used RFE with cross-
validation to remove features or variables iteratively and find 
the most relevant features or variables that contribute to the 
severity of illness and have strong correlations between the 
selected features or variables. Fig. 8 shows the accuracy of the 
model obtained with cross-validation using different numbers 
of features. 

Based on the line chart in Fig. 8, the accuracy of the model 
is at the highest (78.0%) when the number of features selected 
is seven. Thus, we used those seven features in this study, 
which are Gender, Age, Fever, Cough, Fatigue, Dyspnoea and 
H-Temperature. 

D. Model Training 
We applied three machine learning techniques: Random 

Forest (RF), Naïve Bayes (NB) and Gradient Boosting (GB). 
The brief methodology, working procedure and differences are 
provided below. 

1) Random forest: RF is an ensemble method that 
combines multiple decision trees (DTs) together in a single 
forest. It is a powerful supervised machine learning algorithm 
that is capable of performing both classification and regression 
tasks with high accuracy [18]–[20]. Various studies in the 
medical area have used RF algorithms to, for example, 
diagnose diabetes mellitus [21], [22], identify cervical cancer 
[23]–[25], or predict the risk of severity for COVID-19 
patients at hospital admission [26]. 

In predicting COVID-19 severity, the RF technique will 
choose random samples from a given dataset and build an 
individual decision tree for each sample. One single RF model 
will have many DTs. Each DT will generate a prediction 
based on RF technique. As can be seen in Fig. 9, each 
prediction result contains a vote and the majority votes will be 
chosen as the final result. 

2) Naïve bayes: The NB algorithm works on the Bayesian 
theorem whereby the probability of a class depends on the 
probabilities of its variables [27]. The NB classifier is used to 
maximise the probability of the target class given the features. 
Previous studies reported that NB can be used to solve the 
classification problems with multiple classes [28], [29]. In this 
study, NB can be utilised in the type of COVID-19 severity. 
Fig. 10 shows the equation used in NB. 

3) Gradient boosting: GB is a method to develop 
classification models by optimising known techniques, such as 
DT, by adding new learners in a gradual sequential manner 
[30], [31]. This algorithm is also helpful as a prediction model 
as it has been used in past research [32], [33] to predict 
COVID-19. Individually, DT might give a weak prediction 
ability. However, when combined in an ensemble method, it 
can improve the accuracy by sequentially upgrading its 

performance. Fig. 11 shows how boosting in an ensemble 
method works. 

 
Fig. 8. Accuracy of Model by the Number of Features Selected. 

 
Fig. 9. RF Tree. 

 
Fig. 10. Equation in NB Classifier [27]. 

 
Fig. 11. Boosting Method. 
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As shown in Fig. 11, although the GB classifier is part of 
an ensemble method, this method is different from RF in that 
it does not take the majority vote from each tree. In contrast, it 
generates the results at a single tree and improves them 
sequentially until it obtains a good result. The RF, NB, and 
GB models were run using python software with the 
abovementioned independent variables or features (Gender, 
Age, Fever, Cough, Fatigue, Dyspnoea and H-Temperature) 
and dependent variable (Type), with three class labels. 

E. Evaluation Method 
We evaluated the performance of machine learning 

techniques according to evaluation metrics: accuracy, 
precision, F1-score, recall, sensitivity and specificity. These 
evaluation metrics used four basic attributes based on 
confusion matrix which are: True Positive (TP), True 
Negative (TN), False Positive (FP) and False Negative (FN). 
We calculated the accuracy values using Eq. (1). 

Accuracy = TP + TN/(TP + FP + TN + FN)            (1) 

We used precision, recall, F1-score, sensitivity and 
specificity to support the accuracy values. The method for 
these metrics is described in Eq. (2), Eq. (3) , Eq. (4) , Eq. (5) 
and Eq. (6), respectively. 

Precision = TP/(TP + FP)             (2) 

Recall = TP/(TP + FN)                (3) 

F1-score = 2 × (Recall × Precision)/(Recall + Precision)      (4) 

Sensitivity = TP/(TP + FN)               (5) 

Specificity = TN/(TN + FP)             (6) 

IV. RESULTS 
Our main objective is to compare the three machine 

learning models based on the accuracy performance in this 
section. In order to analyze the differences, we compare the 
performance accuracy using the five-fold cross-validation with 
stratification as a testing method to derive the best predictive 
model for optimal results. We measure the performance using 
various metrics including classification accuracy, precision, 
F1-score, recall, specificity and sensitivity to ensure the 
predictive model was fit to produce accurate results. Table II 
shows the performance of the three machine learning models 
that have been investigated in this study. 

Overall, results show that all the machine learning models 
can be used for predicting the severity of COVID-19 patients. 
However, the RF model produced the highest accuracy value 
of 78.4. This may be because of advantages of the RF model, 
such as building each tree independently and averaging the 
votes. The averaging method may be advantageous when 
dealing with multiclassification that aggregates individual 
predictions into a collective prediction. 

The RF and GB models recorded the same values for 
precision, specificity and sensitivity, which are 91.0, 94.7 and 
98.6, respectively. The NB model obtained perfect recall and 
sensitivity values of 100. 

TABLE II. RESULTS OF RF, NB AND GB FOR COVID-19 SEVERITY 
PREDICTION 

Performance 
measures 

Machine learning model 

Random Forest Gradient Boosting Naïve Bayes 

Accuracy 78.4 77.5 76.1 

Precision  91.0 91.0 89.0 

F1-score 95.0 95.0 94.0 

Recall 99.0 99.0 100 

Specificity 94.7 94.7 93.3 

Sensitivity 98.6 98.6 100 

 
Fig. 12. Visualising Significant Features for COVID-19 Severity Stage 

Prediction Produced by RF Model. 

We conducted another experiment using the RF model to 
determine the significant features or symptoms in predicting 
the severity stage of COVID-19 patients. The result is 
illustrated in Fig. 12, in which the most significant feature is 
H-Temperature. 

V. DISCUSSION 
This study set out to report on the performance of machine 

learning techniques in predicting the severity of COVID-19 
patients by using a publicly available dataset from the 
Springer Nature repository that contains clinical information 
of COVID-19 patients. Machine learning techniques provide 
an additional effective way of early screening of patients and 
do not replace the clinical evaluation. 

In our study, results showed that the three machine 
learning techniques had similar average predictive accuracy in 
classifying severity of COVID-19 patients (accuracy >0.75). 
This is consistent with prior findings using an RF model in 
clinical data [15] and other prior findings using RF, GB, and 
ensemble learning algorithms in primary care [34]. The RF 
model outperformed the other machine learning models with 
the highest accuracy to predict the severity stage of COVID-
19. 

Despite the similar accuracy, this study found minimum 
variations for other performance values between the machine 
learning models. The specificity values were regularly high 
for RF and GB models, which indicate that the proportion of 
patients without severe COVID-19 symptoms was correctly 
classified. The sensitivity and precision values were also 
consistently high for RF and GB models, indicating that the 
models identified most of the COVID-19 patients with mild, 
severe and critical disease severity stages. 
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The findings of this study have important implications for 
developing a COVID-19 severity screening system to assist 
doctors to manage COVID-19 patients before they are 
examined. Since the outbreak of COVID-19, hospitals have 
been struggling to keep up with the number of patients 
because of limited staff. Patients need to be screened so that 
doctors can prioritise the severe patients as they are at high 
risk of death. Therefore, more efficient ways to screen the 
patients are needed because manual screening can be time 
consuming. By using a COVID-19 severity screening system 
powered by machine learning models, hospitals can deploy 
frontliners who are not medical experts to help screen the 
patients before they undergo actual examination by the 
doctors. Thus, the time to screen the patients can be shortened. 

VI. CONCLUSION 
Machine learning techniques help to reduce the effort and 

time for medical practitioners to conduct early predictions for 
healthcare management purposes. As the number of deaths 
due to COVID-19 increases, a COVID-19 severity screening 
system is essential to reduce the progression of the disease. In 
this study, a comparison of three machine learning techniques, 
RF, NB, and GB were performed, and RF was found to 
achieve the best performance score. The results of our study 
show the potential of applying machine learning techniques in 
the early predictions of a COVID-19 severity screening. Using 
RF algorithm, body temperature (H temperature) has been 
found to be important criteria for diagnosing COVID-19 
severity level. This may call further investigation to explore 
temperature data visualization for temperature monitoring of 
COVID-19 patients. Other than that, a hybrid of machine 
learning techniques with optimisation algorithms with more 
data will be examined to further improve accuracy. 
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