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Abstract—The objective of this paper is to present an 
architecture to improve the process of automating big data 
analytics using a multi-agent system and machine learning 
techniques, to support the processing of real time big data 
streams and to enhance the process of decision-making for urban 
planning and management. With the rapidly evolving 
information technologies, and their utilization in many areas 
such as smart cities, social networks, urban management and 
planning, massive data streams are generated and need an 
efficient approach to deal with. The proposition in this paper 
adopts the concept of smart data which focuses on the value 
aspect from big data. The proposed architecture is composed of 
three layers: data acquisition and storage, data management and 
processing and the service layer, based on a multi-agent system 
to automate the big data analytics; the proposed model describe 
the functionalities of the system and the collaboration between 
agents, these autonomous entities receive data streams in real 
time, they perform operations of preprocessing, big data 
analytics and storage into a Hadoop cluster. The techniques of 
machine learning are also used to enhance the process of decision 
making, such the use of classification algorithms to predict 
habitat type based on the characteristics of a population to help 
making efficient urban planning decisions. The proposed system 
can serve as a platform to support data management and to 
conduct effective decision-making in smart cities. 
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I. INTRODUCTION 
With the increasingly rapid evolution of information 

technologies, and its use in many areas such as smart cities, 
social networks, online business applications, transportation 
data, urban management, and planning. These massive data are 
generated with high velocity and require real-time processing, 
the emergence of the concept of Big Data in many areas has 
become a reality that imposes itself on systems based on 
traditional data management and processing technologies such 
as relational databases. The amounts of generated data are 
increasingly unstructured due to the diversity and the 
heterogeneity of the data sources, some studies [1] are claiming 
that the use of connected object can reach more than 25 billion 
in 2020. This rapid growth of generated big data imposes new 
challenges in terms of storage, data analytics and processing, it 
requires new approaches to provide more reliable solution to 
deal with the big data. 

Useful information, actionable knowledge and valuable 
data is normally incorporated into these voluminous raw data, 

Smart Data is the approach that focuses on the value aspect of 
the big data and try to exploit these huge masses and discover 
knowledge from these data [2]. 

 Smart data with a focus on veracity and value has been 
introduced, The goal is to effectively clean or rectify 
imperfections in the raw data and put the action on the valuable 
data, which can be effectively used by businesses and 
governments for planning, evaluation, control and intelligent 
decision making [3], [4], in order to turn big data into smart 
data, some researches [5] focuses on the importance of the 
preprocessing steps and others [6] proposes to highlight the 
importance of improving four fields of interest: 

• Reliable infrastructures, 

• Data Organization and management, 

• analyze and prediction, 

• Decision support and automatization. 

This research is in line with this theme of research, and it 
tries to give a contribution in this area by proposing a multi-
agent system in order to automate the processing and analysis 
of Big Data and to improve the decision-making process, to 
better use the collected Big Data and to give a sense of these 
data. 

The use of this paradigm in smart cities constitutes an 
added value in the process of data management and the 
exploitation of the most of these data to refine the decision 
making in real time, for problems that require actions in real 
time and in an automatic way without human intervention 
based on autonomous agents dotted with artificial intelligence 
to solve problems related to smart cities such as the congestion 
of traffic flows, or for the decision making in the long and 
medium term such as to predict and anticipate the equipment 
and the necessary infrastructures for the urban planning. 

The applications of this proposition can be in several 
domains notably in the field of urban management and 
planning, the use of this system can improve the handling of 
big data issued from the management of smart cities and help 
to exploit the amount of data generated and analyze it in an 
intelligent way to create machine learning models that can 
guide efficient decision making in these cities. 

This paper is structured as follows: Section II will discuss 
some paradigms related to this research topic. Section III will 
highlight and discuss some related works. Section IV describes 
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the proposed approach. Section V will study the conducted 
experimentations in this work and the final section will 
conclude and gives some perspectives. 

II. BACKGROUND OF THE STUDY 
This section will highlight some of the main concepts 

related to this research work, First, we will highlight the 
complexity and diversity of the nature of big data from smart 
cities, and then show the value of smart data which focuses on 
the value aspect of the big data and on intelligent processing. 
Next, we will expose the importance of multi-agent systems in 
the process of big data processing automation in order to 
automate the process of real time decision making. Finally, we 
will explain the importance of machine learning techniques and 
algorithms, to strengthen the cognitive part of the proposed 
system. 

A. Big Data to Smart Data 
Big data usually refers to data with large volume of datasets 

characterized by the complexity and challenges to handle it due 
the nature of those data and the actual technologies to store and 
process this type of data [7], [8] the main characteristics in the 
literature to classify the data as big data: 

• Volume, Variety velocity shows the manner in which 
the data has been generated and the process of storing 
and processing it. 

• Value and Veracity focuses on value aspect, the 
usefulness, and the quality of data. 

In order to automate the process of big data analytics a 
study of the nature of this data should be done to understand it, 
basically the big data sources generates three main formats [9] 
as described in the Fig. 1. 

 
Fig. 1. Taxonomy of Big Data Types. 

Smart data (value-based) has been introduced, to highlight 
valuable data, which can be effectively used by companies and 
governments for effective planning, monitoring, evaluation, 
reporting and intelligent decision-making. Three core attributes 
are necessary for data to be intelligent: it has to be accurate, 
actionable and agile [10], [11]. 

A. Multi-agent System 
Multi-agent System can be defined as a collection of 

autonomous entities know as agents [12]. The agents can in a 

collaborative way solve complex problems [13], [14] they can 
interact with the environment and the other agents to achieve 
goals or the complete tasks the agents are characterized with: 

• Sociability: To reach their goals they can share their 
knowledge or request useful information other agents. 

• Autonomy: The agents can perform some appropriate 
actions and executing the process of decision-making. 

• Proactivity: The agents can perform effective actions by 
using their historical data, the data from the sensors or 
from other agents or their environment. 

The real value added of agents can be reached through the 
use of the collaborative work of each agent to solve complex 
problems. 

In this work the framework JADE is used, [15] which is a 
multi-agent system platform that provides the infrastructure to 
deploy agents, this platform assures this functionality with the 
help of other components like: 

• Directory Facilitator: DF is the component responsible 
for providing yellow pages services in the platform, it 
allows agents to publish their services by sending 
requests of registration, and this operation allows other 
agents to collaborate through the published services. 

• Agent Management System: AMS is a necessary 
component in an agent platform; this module is 
responsible for managing the agents, and assuring the 
operations of creation, destruction, migration, etc. of the 
agents in the platform. 

• Message Transport Service: this service is responsible 
of transporting messages between agents in the 
platform; these messages meet the standards described 
in the FIPA-ACL. 

B. Machine Learning 
Machine learning is field of Artificial intelligence that 

relates to a wide range of algorithms for making intelligent 
predictions based on a data set. These data sets are often 
characterized with large volume [16], Recent advances in 
machine learning field have achieved what seems like a human 
standard of semantic understanding and information extraction 
and some ability to sense abstract patterns with higher accuracy 
than human experts [17], [18]. 

The machine learning techniques are nowadays widely 
used in different domains like the computer vision, prediction, 
classification, recommendation, semantic analysis, natural 
language processing and information retrieval [19] [16], [20]. 

III. RELATED WORK 
This section will highlight some research works with 

relation of this research question. 

In the literature, several researches are done to study the 
processing and management of big data. 

With the technological advancements we are experiencing 
today, the large amounts of data generated are multiplying 
rapidly, and the process of manipulating these data is 
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complicated, hence the need to automate the process is justified 
in several areas like the in industry [21], [22] or in the urban 
planning and management domain [23]. 

The use of big data analytics[24] is widely demanded in 
multiple areas such as security and intrusion detection [25], 
healthcare [26], The proposition of [27] aims to provide a 
process composed of the two sub-processes the first for big 
data management and the second for the big data analytics each 
sub-process is composed of set of operations described as 
bellow: 

• Big Data Management: 

• Acquisition and recording, 

• Extraction, cleaning, and annotation, 

• Integration, Aggregation and Representation. 

• Big data analytics: 

• Modeling and Analysis, 

• Interpretation. 

The authors [28], [29] proposed a method based on the 
generation of workflows of data processing based on a service 
oriented approach[30], the idea is to divide the totality of the 
functionalities of the system into a set of services, these 
services are organized according to four main phases: 

• Planning stage, 

• Discovery stage, 

• Selection stage, 

• Execution stage. 

The system selects according to the request received a set 
of services in each phase and then generates a workflow based 
on the selected services 

Other authors [31] proposed a the main steps for extracting 
value form big data through the definition of four steps:  

• Gather data, 

• Load data, 

• Transform data 

• Extract data. 

Several works presented in the literature try to give the 
necessary steps for the system to realize the tasks of analysis 
and big data processing, but they don’t put the action on giving 
the possibility to the system to have an adaptive behavior 
according to the nature of the processing and the requests 
received by the system in an autonomous way, and they need a 
human intervention to program and manage tasks. The use of 
the multi-agent paradigm in this sense can enhance the 
cognitive capabilities of the system of learning efficient ways 
to process and analyze data and to help in improving the 
processes of decision-making based on a knowledge base. 

IV. PROPOSED APPROACH 
In order to increase the efficiency of the big data 

management and analytics process and to implement a new 
strategy to improve the analysis and processing operations 
through automation, a model based on three layers architecture 
and a multi-agent system is proposed. 

A. The Proposed Model 
The proposed model is mainly based on a multi-agent 

system and adopts the Smart Data approach that focuses on the 
value aspect of data in order to optimize the exploitation of the 
large masses of data stored on big data storage clusters. This 
model has the objective of automating the processing of big 
data and improving the efficiency of decision making in this 
context using machine learning models. 

As presented in the Fig. 2, this architecture is based on a 
collection of autonomous entities to constitute a multi-agent 
system. The multi-agents are organized according to three-
layer architecture: 

• The data acquisition and storage layer: This layer is 
responsible for interacting with the heterogeneous data 
sources that usually a system handling big data can 
interact with, for example in the field of smart cities 
management often the system interacts with data 
coming from different sources whether it is from 
sensors or external data sources, these data being of 
various types and generated at different rates, in batches 
or in real time streams. 

This layer also allows to manage the storage of the 
generated or collected data platform through the use of an 
HDFS storage cluster which is distributed over several nodes in 
order to guarantee high availability and also to distribute the 
data processing operations. 

There is also a knowledge base that can help the agents in 
making decisions and choosing the necessary processing step 
for each request received by the system.  

• The data management and processing layer: In this 
layer, there are principally the modules dedicated to 
data processing and analysis, such as components for 
pre-processing operations like cleaning, filtering, 
normalization, transformation, and data reduction, as 
well as the components for data processing like the 
entities for data processing and analysis in batches 
specially for historical data and stream processing in the 
case when the system deals with real time streams of 
data. 

• The data services layer: The main role of this layer is to 
communicate the results of the processing performed by 
the system as a result of a query to the applications and 
services, the monitoring of dashboards and the 
production of reports, as well as to provide interfaces 
that facilitate the interaction of the applications with the 
proposed system. 
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Fig. 2. The Proposed Multi-layer Architecture for the MAS. 

Such functionality can help improve and automate the 
decision-making process, as well as the management and 
processing of real-time data. The proposed system can serve as 
a platform to support data management and to conduct 
effective decision-making in smart cities. 

B. Components of the Proposed Multi-agent System 
The proposed multi-agent system, through the cooperation 

of the agents, can automate the processing and the management 
of the data, in accordance with the three layers of the system: 
data acquisition, data management and processing, and the 
services and communication layer. 

The system is composed of multiple agents: 

• Receiver agent: This agent represents the system's 
interface with the data sources. The receiving agent 
handles data of multiple types and from different 
sources, such as sensors, external databases, web 
services, etc. and at different rates, streaming or batch. 

• Storage Agent: this agent is in charge of all operations 
related to storage management and data reading from 
the Hadoop cluster. 

• Service Agent: This agent is designed to interact with 
applications and services and to communicate the 
processing results through user friendly interfaces and 
applications. With this agent, the end-users can also 
schedule or send requests or execute certain tasks. 

• Offline Analysis Agent: This agent allows the system to 
perform operations and tasks related to data batch 
processing, it can handle the requests of data analysis 
using voluminous historical data, and usually those data 
are collected and stored into the cluster storage. Those 
tasks of processing can help to automate the process of 
scheduled or per period data analysis tasks. 

• Stream Analysis Agent: the main function of this agent 
is to process data streams that are usually in real time. 
The use of technologies that are generating data in real 
time such as sensors and devices that are transmitting 
requests and data streams in real time. These queries 
expect responses from the system in real time. 

The collaboration between the two agents responsible of 
processing: the stream Analysis Agent and the Offline Analysis 
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Agent can resolve complex problems of data processing for 
example the requests they require to handle data streams in real 
time and needs to perform operations on the historical data 
already stored on the system, this collaboration is carried by 
the Manager Agent. 

• Knowledge Base Component: is a database used by the 
multi-agent system to store rules to facilitate the 
selection process of the adaptive behavior of the agents 
based on the type of the request and the data to process. 

• HDFS storage Cluster: is the component of the system 
that supports distributed data storage through the use of 
many data blocks or partitions. This distributed file 
system stores the data using several nodes, called data 
nodes, and managed by the name node which try to 
balance the load between theses nodes. 

The HDFS also assure the replication of the data to 
guarantee high availability. adopting this type of storage is 
more appropriate due to requirement of data processing and to 
the nature of the big data constraints [32], especially when the 
system deals with fast processing queries with low latency. 

• Preprocessing Agent: The preprocessing stage is 
considered as a primordial phase that help extract to 
value aspect from the raw big data. The smart Data 
approach focuses and consider it like a key to prepare 
the data, since the data generated from real world 
applications are imperfect and may contains some 
redundancies, inconsistencies, and noisy values. 

• Data Cleaning Agent: This is an agent that checks the 
received data and imposes a strategy to clean the 
received dataset. The Smart data aspect focuses on the 
preprocessing steps and the cleaning phase is an 
important one with the aim to remove noisy and 
redundant instances [33] to allow the system to operate 
automatic learning algorithms on reliable datasets. 

• Data Transformation Agent: This agent is designed to 
change the data format according to the processing 
needs, to smooth out the training phase by applying data 
normalization, aggregation, and filtering operations. 

• Data Reduction Agent: This agent has an essential 
contribution in the work of the system by reducing the 
time of data processing which will impact the positively 
the process by reducing the time latency, deleting the 
faulty data and reducing the volume, in this phase there 
are several techniques in the literature [34] that can be 
applied with the aim to simplify the datasets 
dimensionality reduction, discretization and instance 
reduction. 

• Manager Agent: The manager agent has in important 
role in the proposed system it represents the main 
component responsible of coordination of the tasks 
sharing between the other agents. 

This entity can take an adoptive behavior based on the 
nature of the requests received and a knowledge base. 

C. Operating Principle 
The proposed multi-agent system described previously 

shows the necessary steps to assure the functioning of the 
system in different situations. 

The system can interact with external applications and data 
sources and subsequently initiate or execute data analysis 
operations mainly by triggering two agents, the one responsible 
for data acquisition or services: 

• Receiving a request from a sensor generating a data 
flow or from an external api or service applies the 
collaboration of the agents of the system. 

Once the request is received by the receiving agent and 
sends it to the Manager, the latter distributes the tasks to store 
and process this request. The tasks of pre-processing, online 
analysis and offline analysis are performed to respond to this 
request in real time, after that the service agent can transfer the 
result. 

• Receiving a request from the application layer as in the 
case of scheduling a task or generating a report or a 
specific request to execute. 

The Service agent sends the request to The Manager agent 
which decides to collect the necessary data from the data 
cluster or to retrieve it from the data sources; and according to 
the type of this request, it makes the decision to send this data 
to one of the data processing agents, either in stream or in 
offline analysis and returns the result through the service 
agents. 

V. EXPERIMENTATION AND TESTS 
The proposed approach consists in developing a multi-

agent model for the automation of big data processing and 
analysis by applying the smart data approach. 

This section attempts to highlight the adaptive behavior of 
the proposed system by the study of three cases of use of the 
system. 

The system is composed a set of agents linked to stored 
algorithms that are defined by the organization's business rules. 
These agents will be distributed across multiple nodes in order 
to promote task distribution and load balancing across nodes. 

For the implementation of this approach the JADE [15] 
Framework was adopted. 

The communication and the interactions between agents is 
principally done through the exchange of messages [35] each 
message is labeled with an act of communication such as: 
request, inform, notify, propose, etc. 

The Fig. 3 represents a snapshot of the behavior of the 
multi-agent agent system at a time t, where the different 
communications between the agents of the proposed system 
can be observed, this communication can be done by sending 
ACL messages or by sharing information in the environment of 
the agents, this communication can be in the context of a 
collaboration, coordination, or negotiation, the agents adopt an 
adaptive behavior according to the nature of the data and the 
requests received by the system. 
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Fig. 3. The Communication between the Agents of the Proposed System. 

This part will study the adaptive behavior of the proposed 
multi-agent system by illustrating three case studies where an 
explanation of the operating principle of the system and the 
flow of processing that changes depending on the nature of the 
request received by the system will be presented, the three 
scenarios are related to the field of management and planning 
of smart cities. 

The first is to study the behavior of the system using a large 
dataset that contains data from the last census in Morocco for 
the city of Casablanca. The used data contain information and 
characteristics about the habitat and individuals in order to 
build a machine-learning model to predict the type of habitat 
according to the evolution of individuals. Thus, predict the 
equipment and infrastructure necessary for the urban planning 
of this city. 

The second scenario is to show the behavior of the system 
and its use for listening to changes and storing data from 
different data sources. 

And the third scenario is to use the system for real-time 
prediction tasks using the machine learning model already 
created in the first scenario. 

A. Case 1: Training a Machine Learning Model from a 
DataSet Stored in HDFS 
In this case the request issuing from the services and 

applications layer which consists in asking the system to 
launch a learning operation from a dataset stored in the Hadoop 
storage cluster, the Fig. 4 explain the explains the information 
exchange between the different components of the system in 
this case. 

An explanation of the steps will be attempted using a 
sequence diagram illustrated in Fig. 5. 

 
Fig. 4. The Flowchart of Training a ML Model using the Proposed MAS. 
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Fig. 5. Sequence Diagram of Training a ML Model using the Proposed 

MAS. 

The service agent receives the request and sends it to the 
agent manager who is in charge of distributing the operations 
between agents, it sends the request to retrieve the Dataset to 
the storage agent, then it sends the Dataset for preprocessing 
operations by the Preprocessing Agent, which delegates tasks 
as necessary to the transformation, reduction and data cleaning 
agents. 

Then the partitioned datasets are ready for the phases of 
training and testing by the Offline Analysis agent, once the 
model is valid the Manager agent sends the request to the 
storage agent to copy it on the storage cluster and notifies the 
service agent of the creation of the requested model. 

This generated model will be used to serve prediction 
requests that the system can receive and respond to in real time. 

B. Case 2: Collecting Data from a Data Source and Storing it 
in HDFS 
The proposed system can interact with several data sources 

such as databases, sensors, connected objects-IOT and external 
applications. 

In this case the system is used to receive data from an 
external source which is an API[36] that provides weather data, 
the system opted to collect and store its data for the city of 
Casablanca in the HDFS file system. 

In this example the agent will send request to the API in 
every specified lapse of time to get and store the last data of the 
weather about the city of Casablanca, the Fig. 6 represents a 
snapshot of a request of an example of a request sent by the 
system to get weather data. 

 

 
Fig. 6. Agent’s request to the API. 

 
Fig. 7. The Response of the API formatted as Json Object. 

The Receiver agent can listen to changes in a data source or 
collect values from a data source according to the desired 
behavior e.g. in this case the Receiver agent adopts a 
TickBihaviour for each time lapse it retrieves the data and 
sends the request to the Manager agent to initiate the request 
for preprocessing to the Preprocessing agent, once the data is 
cleaned up and ready to be stored the Manager agent asks the 
Storage agent to copy it to the storage cluster. Fig. 7 shows an 
example of stored data: Name of the location, time of the 
location, name of the time zone in which the location is 
located, internal identifier of the forecast, date to which the 
forecast or observation refers, compass point of the wind 
direction, one or two letter abbreviation of the weather 
condition. 

Fig. 8 tries to illustrate the functioning of the system using 
a diagram sequence. 

C. Case 3: The use of a Machine Learning Model for Real-
Time Prediction 
In this case of study, the behavior of the system will be 

analyzed in the case where it must process prediction requests 
in real time. 

 
Fig. 8. Sequence Diagram of Collecting Data from a Data Source and 

Storing it in HDFS. 
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The first step is to build the model machine learning that 
will be used for future predictions, and to store it in the cluster, 
in this step a dataset will be used which contains data about 
households and individuals in Casablanca from the last general 
census of population and housing from HCP[37] this data set is 
made public in 2019, we conducted based on the analyze of 
this data a previous work to help in enhancing urban planning 
in the region of Casablanca by predicting the type of habitat 
and estimate the necessary equipment [23]. 

1) Training and test machine learning model: In the 
beginning of this learning phase the dataset used is already 
prepared cleaned and preprocessed, the start will be splitting 
the main dataset into two datasets usually in the literature the 
split is made into two part a larger one with 80% used to train 
the model and the part with 20% used to test the model, the 
Fig. 9 illustrate the steps of training the machine learning 
model used in this study. 

The step of choosing the adequate algorithm is data-centric 
step based on the type of the data and the nature of the 
problem, in this study this dataset will be used to predict the 
type of habitat based on the characteristics of the studied 
population, it’s a classification problem, in the next part a test 
of the main machine learning algorithms for supervised 
learning on the dataset will be performed. 

We will present in this part the metrics and the obtained 
results for each used machine learning algorithm on the same 
dataset: 

To evaluate the relative performance of different 
classification models, it is necessary to specify the appropriate 
quantitative criteria for the evaluation. The performance 
metrics are specified for the classifier: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

           (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑎𝑔𝑎𝑡𝑖𝑣𝑒

           (2) 

𝐹1𝑆𝑐𝑜𝑟𝑒 = 2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙

            (3) 

 
Fig. 9. Steps of Training ML Model using Classification Algorithms. 

This section highlights the evaluation of the proposed 
model on the dataset for each classification algorithm. 

a) Naïve bayes: A Naive Bayes classifier is a 
probabilistic machine learning model used in classification 
cases to discriminate different objects and labels based on a 
set of features, this classifier is based on the bayes theorem 
[38], with the naïve hypothesis of a conditional independence 
of each combination of features given the value of the class 
variable, the Table I presents the evaluation metric for the 
naïve bayes algorithm: 

𝑃(𝑦|𝑥1, … , 𝑥𝑛) = 𝑃(𝑦)𝑃(𝑥1,…,𝑥𝑛|𝑦)
𝑃(𝑦|𝑥1,…,𝑥𝑛)

            (4) 

TABLE I. CLASSIFICATION REPORT FOR THE ML ALGORITHM: NAÏVE 
BAYES 

METRIC SCORE (%) 

precision 64 

recall 61 

f1-score 61 

b) Multilayer perceptron: The MLP [39] multilayer 
perceptron is a type of artificial neural network organized as a 
set of multilayers, the process of information flowing from the 
input layer to the output layer only. It is therefore a 
feedforward network, each layer consists of a variable number 
of neurons, the neurons of the last layer being the outputs of 
the global system, The MLP are widely used in classification, 
prediction and recognition use cases, the Table II presents the 
metrics for the use of the multilayer perceptron classifier: 

TABLE II. CLASSIFICATION REPORT FOR THE ML ALGORITHM MULTI 
LAYER PERCEPTRON 

METRIC SCORE (%) 

precision 73 

recall 73 

f1-score 71 

c) Random Forest: Random forest is a classifier that can 
be defined as a meta estimator which corresponds to a number 
of decision tree classifiers, this algorithm performs a splitting 
of the training data into a specific number of data subsets used 
to perform training on multiple decision trees, the subsets used 
for training the model are slightly different, and then a voting 
method is used to select the best model [40], the Table III 
shows the metrics for the use of the Random forest algorithm: 

TABLE III. CLASSIFICATION REPORT FOR THE ML ALGORITHM RANDOM 
FOREST 

METRIC SCORE (%) 

precision 85 

recall 85 

f1-score 84 

d) Summary: The Table IV summarizes the evaluation 
metrics and give a comparison for the used classification 
algorithms. 
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TABLE IV. SUMMARY OF THE METRICS USING SUPERVISED LEARNING 

METRIC Precision Recall F1-Score Accuracy 

Naïve Bayes 0.64 0.61 0.61 0.61 

MLP 0.73 0.73 0.71 0.73 

Random Forest 0.85 0.85 0.84 0.85 

To select the model to be deployed and used for future 
prediction requests some metrics are used like precision, recall, 
f1-score, and the accuracy. 

Based on the results obtained, the most accurate model can 
be choose, in this case the model trained with Random Forest 
Algorithm, the next step will be to the step of serializing this 
model into the storage of the proposed system. 

Serialization of the trained ML Model: In order to use the 
trained ML models in the different applications, the step of 
serialization still necessary, especially when the trained model 
is a result of huge dataset and machine learning algorithm that 
consumed a lot of resources to get to the validation phase of the 
model. 

The reuse of the stored model still a good strategy that 
allows the system to use immediately the model, as explained 
in the Fig. 10. 

 
Fig. 10. Serialization and use of the Machine Learning Model. 

The use of the trained model by the MAS system: 

The proposed system can handle real-time prediction 
requests using the principle of collaboration between different 
agents, as shown in the Fig. 11 first the system get the request 
of prediction from the application and service layer this request 
is received with the service agent which will transmit it to the 
agent manager, the latter will call the storage agent to retrieve 
the serialized model in order to use it for this request and send 
the request for preprocessing to format it and to get the 
parameters or the datasets in this request, once done the 
operation of prediction by the stream analysis agent, this result 
will be sent to the service agent to bring up the response to the 
demanding application. 

The system can handle the communication with different 
applications by defining an interface for communication with 
the proposed system, 

And defining multiple functionalities to download, upload, 
store or analyze data by defining several functions. 

For example, the receiver agent can receive requests of 
type: 

Functioni(Arg1, Arg2, …, Argn) => Di 

 
Fig. 11. Sequence Diagram of using a Machine Learning Model for Real-time 

Prediction. 

These functions and services could be used in other 
applications like the one in the Fig. 12, which will interface 
with the proposed system and use these features.  

 
Fig. 12. Example of an Application Consuming the Prediction Service of the 

Proposed System. 

VI. CONCLUSION AND PERSPECTIVES 
In this paper, a multi-agent system to automate big data 

analytics in real time based on the smart data approach was 
proposed, a model with a multilayer architecture was 
presented, and the adaptive behavior of this system was 
illustrated through some case studies, especially in the case of 
training and the using machine learning models. 

The use of intelligent processing, automating big data 
analytics through the use of the multi-agent system and 
machine learning techniques can help to solve complex 
problems such in the field of Urban planning and management 
in smart cities, by providing actionable data and efficient 
decisions. 

To summarize, the paper tries to highlight the challenges 
following the processing of big data specifically issued from 
smart cities, these data are in different formats (structured, 
semi-structured, unstructured). In addition, they are generated 
at different rates by batch or in real time in streams. These 
voluminous amounts of data present many challenges including 
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the management of these data, the latency of processing time 
and mainly the effective exploitation of these data to extract 
useful information. 

To overcome these problematic, the paper proposes a 
model based on a multi-agent system that adopts the smart data 
approach which focuses on the value aspect of data and the 
application of intelligent processing in order to extract useful 
information from these voluminous masses of big data and to 
drive an efficient decision making, the proposed system 
automates its data processing processes, and thanks to the 
autonomous and cognitive capabilities of the agents they can 
manage and make decisions in real time, And to illustrate the 
adaptive behavior of the system through the autonomous 
behavior of the agents, we proposed 3 scenarios: 

• The system builds a machine learning model of the 
classification from a large dataset that contains the 
demographic data of the city of Casablanca from the 
last census in Morocco in 2019, to predict the type of 
housing adequate to a profile of household or citizen for 
this several tasks were performed by the agents 
including the preprocessing phase and the choice of 
appropriate classification algorithm according to the 
study of metrics and then the serialization of the model, 
in order to use it for future requests for prediction in 
real time. 

• The system listens to the various data sources and stores 
the data in the Hadoop storage cluster in real time. 

• The system responds to real-time prediction demands 
by using machine learning models already built and 
stored in the system to improve the real-time decision-
making process. 

Such a proposition can find applications in several areas 
including the management and planning of smart cities known 
with the generation of huge amounts of data, this proposition 
can contribute in the effective use of these data and the 
extraction of valuable information that can guide effective 
decision-making to improve for example the management of 
traffic flows and road traffic, the anticipation of needs in terms 
of equipment in smart cities, reduce energy consumption, the 
monitoring of KPIs, the reporting and monitoring of smart 
cities. 

In perspective, we will work on enhancing the system with 
other functionalities, focusing on the improvement of agent 
behaviors and the machine learning models. To test this 
approach, solve several problems in urban planning and 
management in smart cities. 

The proposed approach in this paper represents a real 
opportunity to enhance the process of big data analytics by the 
exploit of the cognitive functionalities of the agents and to 
empower their capabilities using a knowledge base which will 
facilitates the process of decision- making made by agents to 
take actions in a autonomous way, such adaptive behavior can 
solve serious problems in smart cities like energy consumption 
and traffic congestion. 
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