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Abstract—The need for healthcare services is growing, 

particularly in light of the COVID-19 epidemic's convoluted 

trajectory. This causes overcrowding in medical facilities, 

making it difficult to manage, treat, and monitor patients' health. 

Therefore, a method to remotely observe the patient's behavior is 

required, to aid in early warning and treatment, and to reduce 

the need for hospitalization for patients with minor diseases. This 

paper proposes a new real-time smart camera system to monitor, 

recognize and warn the patient's abnormal actions remotely with 

reasonable cost and easy to deploy in practice. The key benefit of 

the proposed methods is that patient actions may be detected 

without the usage of ambient sensors by employing pictures from 

a regular video camera. It carries out the detection using high-

fidelity human body pose tracking with MediaPipe Pose. Then, 

the Raspberry Pi 4 device and the LSTM network are used for 

remote monitoring and real-time classification of patient actions. 

The test dataset is built from reality and reuses the existing 

datasets. Our system has been evaluated and tested in practice 

with over 96.84% accuracy, runs at over 30 frames per second, 

suitable for real-time execution on mobile devices with limited 

hardware configuration. 

Keywords—Human body pose tracking; LSTM; raspberry Pi 4; 

patient monitoring system 

I. INTRODUCTION 

The development of efficient and reliable remote patient 
action recognition systems has been receiving much attention 
from the scientific research community. The benefits of patient 
monitoring from a distance include the ability to detect 
illnesses early and in real time, monitor patients continuously, 
stop illnesses from getting worse and prevent untimely deaths, 
lower hospitalization costs, fewer hospitalizations, and more 
accurate readings while still allowing patients to go about their 
daily lives normally. By using communication technology, 
emergency medical services, care for patients with mobility 
issues, emergency care for injuries sustained in traffic 
accidents and other types of accidents, and non-invasive 
medical interventions, healthcare services are made more 
efficient. In recent years, action recognition methods have 
focused heavily on the use of image and video analysis 
technologies. There are different definitions of action 
recognition presented in the study by Herath et al. [1]. The 
rapid development of smart devices and deep learning 
techniques have spurred the development of action recognition 
systems. These techniques have been widely applied in life 

such as entertainment, monitoring and human health care [2]. 
However, according to the survey by Szegedy et al. [3], the 
identification of complex and specific actions is still a big 
challenge to study. The articles [4], [5] presented a 
comprehensive review of fall detection systems and remote 
patient action recognition. Researchers have built a large 
variety of systems that can operate with the many technologies 
used to monitor patient behavior. These systems are broadly 
characterized as wearable, ambient, and computer-vision-based 
[6]. Researchers have created a vast array of systems that can 
work with the various technologies that are used to track 
patient activity. In general, these systems can be divided into 
wearable, ambient, and computer-vision-based ones [6]. 

The first block, wearable systems, includes sensors carried 
by the monitored individual. This set of systems employs a 
wide range of technologies, including accelerometers, pressure 
sensors, inclinometers, gyroscopes, and microphones, among 
others. The authors of [7] carefully evaluate and study these 
systems. The study attempts to assess the state of the art in 
such monitoring, both in terms of the most commonly used 
sensor technologies and their placement on the human body. 
These techniques, however, have the problem of requiring the 
devices to be put on the individuals' bodies. Because this sort 
of sensor must be worn continually, it might be unpleasant and 
not always viable [8]. The second block contains devices with 
pressure, acoustic, infrared, and radio-frequency sensors that 
are positioned around the monitored individual [9], [10]. 
However, the expense of installing these systems is very costly, 
and they are only appropriate for specialist patient care rooms, 
making them difficult to employ in everyday living at home. 
The last block, which is the focus of this research, groups 
systems capable of identifying human recognition using image-
based computer vision. In recent years, convolutional neural 
networks (CNN) [11] have been widely used in image 
classification problems in many fields. Due to CNN's superior 
performance [12], many studies have started to use CNN for 
video classification. Long Short-Term Memory (LSTM) neural 
networks and conventional CNNs, or a combination of the two, 
have both been shown to perform well in human action 
recognition (HAR). In which CNN has been used to analyze 
sensor data for HAR with exceptional results [13]. Previous 
studies have proposed to supplement the feature vector 
extracted by CNN with some statistical features [14]. Aviléz-
Cruz et al. [15] have developed a three-input CNN model to 
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recognize  six human actions. The usefulness of LSTM 
networks for HAR has been demonstrated by additional studies 
as well [16]. Finally, several studies have suggested enhancing 
CNN with LSTM layers [17]. Recently, the article [18] 
proposed a network model that combines LSTM, MobileNetV2 
and Raspberry Pi 4 in remote patient action monitoring and 
identification. However, these methods in the last block have 

the drawback of making it difficult to distinguish between 
closely related actions, such as waving and clapping, walking 
and running. Furthermore, training network models takes a 
long time due to direct learning of data from video frames, 
where CNN models are used to extract features from video 
frames. Because of this, these methods require extensive 
hardware configurations and have slow response times. 

  

Fig. 1. Overview of our Proposed System for Monitoring Patient Healthy. 

On the other hand, studies on the skeleton features 
extraction method for patient action identification [19], [20], 
and [21] have demonstrated a number of benefits that can get 
around the issues raised above. As a result, this paper proposes 
a new system for real-time identification of patient actions that 
is low in cost, efficient, has a fast response time, and is simple 
to install and implement in practice using hardware devices 
with limited configuration. The main contributions of the paper 
include: 

 A novel method for patient action recognition using 
MediaPipe Pose framework [22], LSTM network model 
and Raspberry Pi 4 device [23]. 

 A new dataset was created using 541 videos of 16 
different types of patient actions that were preprocessed 
and labeled in accordance with benchmark dataset 
standards. 

 An action recognition system that is fully developed, 
user-friendly, and capable of continuous monitoring and 
alerting of abnormal human activity of the patient at 
home. 

The rest of the article is arranged as follows. Section II 
describes the materials and methods used to describe overview 
of our system, data collection, patient action recognition 
model, Raspberry Pi and Camera Raspberry Pi NoIR . The 
experimental results and discussion are reported in Section III. 
Section IV presents the conclusions, limitations, and 
recommendations for future research. 

II. MATERIALS AND METHODS 

A. Overview of our System 

The overview of the proposed system for the remote patient 
monitoring camera system is shown in Fig. 1. In which the 
Raspberry Pi 4 Camera Module NoIR [23] is used to 
continuously monitor the patient's activities at home in real 
time. The generated video sequence is recognized and labeled 
in real time using the MediaPipe Pose framework [24] and the 
LSTM network model [25] trained and saved on a Raspberry 
Pi 4 device. If the patient's actions are considered to be 
abnormal, there is a health problem, and the system will 
immediately send a warning message, along with a photo of the 
odd activity, to the patient's relatives via email and the 
Telegram messaging application. The labeled videos are then 
saved on a virtual server on a regular schedule. Videos labeled 
as abnormal actions will be kept on the server for a long time, 
whereas normal actions will be kept for a short time and 
deleted after a certain period of time to save storage space. The 
algorithm to recognize real-time patient actions in videos and 
send warning messages with images of abnormal actions to 
users is summarized and shown in Fig. 2. 

B. Data Collection 

There are many published datasets on human action 
recognition such as ActivityNet [26], Kinetics [27], UCF101 
[28], HMDB51 [29], STAIR-Actions [30], KARD [31], and 
NTU RGB+D [32]. However, these datasets do not include 
recordings of patient activities, and there is presently no 
published official benchmark dataset for these types of 
activities. Therefore, this study self-constructed a new dataset 
on patient actions to test our proposed approach. This dataset 
combines existing data with data generated by us from the 
actual world. A summary of this dataset is presented in Table I. 
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Fig. 2. The Algorithm Processes Skeleton Point Data, Returns Results and 

Sends Notification Messages to GMAIL, TELEGRAM. 

TABLE I. A SUMMARY OF OUR DATASET ITH 16 TYPES OF PATIENT 

ACTIONS 

ID Description 
Avg 

frame 

Frame 
Frame/s 

Number 

of videos Width Height 

a01 Hand swing 2500 640 480 25 81 

a02 Hand clap 2500 640 480 25 23 

a03 Body swing 2500 640 480 25 24 

a04 Drink 2500 640 480 25 51 

a05 Sit down 2500 640 480 25 34 

a06 Stand up 2500 640 480 25 33 

a07 Walking 2500 640 480 25 55 

a08 Side kick 2500 640 480 25 66 

a09 Phone call 2500 640 480 25 34 

a10 Hand pain 2500 640 480 25 15 

a11 Leg pain 2500 640 480 25 22 

a12 Headache 2500 640 480 25 25 

a13 Neck pain 2500 640 480 25 25 

a14 Stomachache 2500 640 480 25 22 

a15 Backache 2500 640 480 25 19 

a16 Fall down 2500 640 480 25 12 

Total number of videos 541 

Due to time and staffing restrictions, we could only create a 
test dataset with 16 examples of the patient's actions. These 
actions are collected and separated into two groups: (i) the 
patient's normal actions (shown in the blue bounding box of 
Fig. 3) and (ii) the patient's abnormal actions (shown in the red 
bounding box of Fig. 3. This dataset includes four actions 
taken from the KARD dataset [31] and 12 actions we 
independently created by recording patient action video clips in 

the real experimental setting. KARD is a dataset that includes 
18 different types of indoor daily activities with a resolution of 
640x480 and reasonably clear action gestures. Consequently, 
they can be utilized to develop and evaluate a patient health 
monitoring system at home. However, only four action classes 
that are appropriate for this problem are used in this study: sit 
down, stand up, side kick, and phone call. We recruited 
volunteers to carry out 12 distinct types of actions for fact-
generated data. Each type of action was performed three times 
and video recorded for three seconds each, using a Webcam 
HD 720p with the detailed specifications shown in Table II. 

 

Fig. 3. Video Samples of our Patient Activities Datasets. 

TABLE II. THE DETAILED SPECIFICATIONS OF WEBCAM HD 720P. 

Specifications Value 

Camera HD webcam 720p 

Resolution 800x600 

FPS 25 frames/second 

Camera color Color 

Flash mode No 

Focus type Fixed focus 

Video format AVI 

The total number of videos we have collected is over 700 
videos. These videos are then preprocessed, and the videos that 
do not meet the quality requirements are removed, yielding a 
video dataset of 541 files. The total size of the video dataset is 
241 MB in which, the number of videos of each action type 
ranges from 12 to 81 videos, as shown in Table I. Each video is 

BEGIN 

Input: LSTM model, patient body skeleton points 

Label = “Nomarl action”  

The model predict the result based on the skeleton points 

IF Result = 1: 

Label = „Hand swing‟ 

ELIF Result =2: 

Label = „Hand clap‟ 
. 
. 
. 

ELIF Result =14: 

{ 

Label = „Stomachache‟; Save the stomachache images 

Send emails, messages, images via Gmail and Telegram 

} 
. 
. 
. 

ELSE 

Label = „Normal action‟ 

RETURN: Label 

END 
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shot at a frame rate of 25 FPS. This dataset is annotated in 
order of videos in each folder according to each action type, i.e. 
a01_s1_(1).mp4, a01_s01_(2).mp4,…, a02_s1_(1).mp4, 
a02_s01_(2).mp4,… equivalent to actions labeled as a01 (Hand 
swing), a02 (Hand clap), a03 (Body swing), a04 (Drink), a05 
(Sit down), a06 (Stand up), a07 (Walking) ), a08 (Side kick), 
a09 (Phone call), a10 (Hand pain), a11 (Leg pain), a12 
(Headache), a13 (Neck pain), a14 (Stomachache), a15 
(Backache) and a16 (Fall down). Some sample videos of the 
dataset consisting of 09 normal actions and 07 abnormal 
actions of the patient, are presented as shown in Fig. 3. 

C. Patient Action Recognition Model 

1) Extract Human Body Features with MediaPipe Pose: 
MediaPipe Pose is a machine learning solution for high-

fidelity body pose monitoring that uses the BlazePose research 
[22] to infer 33 3D landmarks and a background segmentation 
mask on the entire body from RGB video frames. The network 
can generate 33 body keypoints for a single human during 
inference and performs at over 30 frames per second on a Pixel 
2 phone. Therefore, it is well suited to real-time applications 
such as fitness tracking and sign language recognition. The 
benefit of this skeletal feature extraction method is its real-time 
speed, fast response time, and good results even with low-
quality and low-resolution video clips, independent of ambient 
variables such as light, shadow, and the ability to identify many 
objects at the same time. 

 

Fig. 4. Extracting Human Skeleton Features using MediaPipe Pose [24]. 

In this study, skeleton features are extracted from each 
frame of video using the algorithm described in the paper [22]. 
As shown in Fig. 4, the result of extracting each video frame is 
33 skeleton points corresponding to 33 coordinates (x, y, z) and 
a visibility value v numbered from 0 to 32. Each skeleton point 
is assigned a different ID number when stored in the file used 
for model training. Since the video is recorded at a frame rate 
of 25 FPS, the number of captured frames is calculated as 25 x 
video recording time in second. As a result, the total number of 
frames collected from the dataset of 16 action classes is 19,345 
frames, as shown in Table III.  

2) LSTMs for Patient Activity Recognition: 
Long Short-Term Memory [25] is a Recurrent Neural 

Network (RNN) that has been increasingly used in the field of 
deep learning and human action recognition. LSTM, as 
opposed to standard feedforward neural networks, includes 
feedback connections. A recurrent neural network of this type 
can analyze not just individual data points (such as 
photographs), but also whole data sequences (such as speech or 
video). For instance, LSTM may be used for handwriting 
recognition, speech recognition, and anomaly detection in 
network traffic or intrusion detection systems. A typical LSTM 
unit comprises of a cell, an input port, an output port, and a 

forget port (shown in Fig. 5). The cell stores values for an 
indefinite amount of time, and the three gates control the flow 
of information into and out of the cell. 

LSTM networks are well suited for classification, 
processing, and prediction based on time series data because 
they can handle indeterminate delays between significant 
events in time series. LSTM was developed to solve the 
vanishing gradient problem that can be encountered when 
training traditional RNNs. The benefit of LSTM over standard 
RNNs, Hidden Markov models, and other sequential learning 
approaches is its low sensitivity across a particular length 
range. RNNs can, in theory, follow any long-term relationships 
in input sequences. The problem with RNNs, however, is 
computational nature: when training an RNN using 
backpropagation, the backpropagation gradients can be 
degraded (i.e. tend to move towards zero) or “explode” towards 
infinity. Because LSTM units allow gradients to remain 
constant, RNNs utilizing LSTM units can partially alleviate the 
gradient degradation problem. However, these LSTMs can still 
suffer from gradient “explosion” problems. 

 
Fig. 5. Illustration of an LSTM Cell and Architecture. The Repeater Module 

in an LSTM Contains Four Interaction Layers. 

In this work, a multi-layer LSTM with four layers have 
been implemented for patient activity recognition. Each layer 
has 50 units and is followed by a dropout layer designed to 
decrease the model's overfitting to the training data. Finally, a 
dense fully connected layer with 27 units is utilized to interpret 
the features retrieved by the LSTM hidden layer before making 
predictions with a final output layer with softmax function. The 
efficient Adam version of stochastic gradient descent will be 
utilized to optimize the network, and the categorical cross 
entropy loss function will be used because we are learning a 
multi-class classification problem. 

D. Raspberry Pi and Camera Raspberry Pi NoIR 

The Raspberry Pi [23] is a tiny computer developed by the 
Raspberry Pi Foundation in collaboration with Broadcom in 
the United Kingdom. The original Raspberry Pi project's goal 
was to promote basic computer literacy education in schools 
and developing countries. This device, however, became 
unexpectedly popular and was marketed for the purpose of 
building robots. Because of its inexpensive cost and open 
design, it is frequently utilized in various sectors, including 
weather monitoring. After the second version was released, the 
Raspberry Pi Foundation produced a brand-new gadget called 
the Raspberry Pi Trading. Raspberry Pi 4 Model B was 
released in June 2019 [33] with a 1.5 GHz quad-core ARM 
Cortex-A72 processor, 802.11ac Wi-Fi, Bluetooth 5, gigabit 
Ethernet (unlimited throughput), two USB 2.0 ports, two USB 
3.0 ports, 2-8 GB RAM, and dual monitor support via a pair of 
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micro HDMI ports for up to 4K resolution. When used in 
conjunction with an appropriate power supply, the Raspberry 
Pi 4 is also powered via a USB-C port, allowing additional 
power to be provided to downstream peripherals (Fig. 6). 

 
Fig. 6. Raspberry Pi 4 Model B. 

The Raspberry Pi NoIR V2 IMX219 Camera (Fig. 7) is the 
latest version of the Camera Module for Raspberry Pi that uses 
the 8-megapixel IMX219 image sensor from Sony instead of 
the old OV5647 sensor. With the 8-megapixel IMX219 sensor 
from Sony, the Camera Module for Raspberry Pi has achieved 
a remarkable upgrade in both image and video quality as well 
as durability. Raspberry Pi NoIR V2 IMX219 8 MP camera 
can be used with Raspberry Pi to take photos and videos in low 
light conditions with HD 1080p30, 720p60, or VGA90 quality. 
It's also very simple, as we only need to connect the Raspberry 
Pi's Camera port and config to run the program. The Raspberry 
Pi NoIR V2 IMX219 8 MP camera is controllable via MMAL 
and V4L APIs, there are many libraries developed by the 
Raspberry Pi community on Python that make learning and 
using it much easier. 

 
Fig. 7. Camera Raspberry Pi NoIR V2. 

III. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Experimental Settings and Evaluation Metric 

All experiments were conducted on the laptop Asus TUF 
Gaming FX506LH i5 10300H, 8 GB RAM, NVIDIA GeForce 
GTX 1650 4GB, with the Ubuntu operating system. The real-
time recognition system's algorithm is written in Python and 
implemented on the Linux operating system using the open-
source libraries Keras and OpenCV (Raspberry Pi OS). 
Accuracy is a metric used to evaluate how well classification 
models perform and is calculated using the formula (1). 

         
                                      

                       
                    (1) 

B. Model Training and Evaluation 

The dataset of 16 action classes was split into two subsets 
that were used to train and evaluate the model at an 80:20 ratio, 
as was done by Luhach et al. [34]. Thus, the dataset has 15,476 
frames for training and the remaining 3,869 frames for model 
evaluation. The system uses the data converted from video 
frames to coordinates (x, y, z) and the visibility value of the 
skeleton point features to train the model when using 
MediaPipe Pose. All this data is stored in CSV format file. 
Dataset for training and evaluating models are described in 
Table III. 

TABLE III. DATASET INFORMATION FOR MODEL TRAINING AND 

EVALUATION 

Number of 

samples 
Training Testing  Timesteps Dimension 

19,345 

frames 

19,345 × 

0.8 = 

15,476 
frames 

19,345 × 

0.2 = 

3,869 
frames 

20 

132 (33 points x 

4 values) × Time-

steps × number 
of frames 

Since elaborate hyperparameter optimization methods like 
grid search were judged too time-consuming for the scope of 
this study, the various parameter-settings for the training 
process were developed via trial and error. As a result, many 
parameter choices have been attempted and tested by 
repeatedly running the model, and values for the 
hyperparameters that are thought to be near to an equilibrium 
between time-efficiency and performance have been chosen. In 
the selection process, several settings that reduced the 
difference between high and low values were tested, which is 
not unlike to how many root finding techniques in mathematics 
operate. 

Different batch sizes (number of samples per gradient 
update) were examined, and 32 was found to be an appropriate 
value in terms of both effectiveness and performance. It was 
decided to iterate through the full dataset 50 times because 
epoch sizes greater than 50 produced negligible to no 
improvements. The mean squared error is employed for loss 
function. Adam produced the best results of the several 
optimizers available and was hence chosen over stochastic 
gradient descent. Finally, in the LSTM network model, the 
time-steps K are the most critical parameters affecting model 
performance. The time-steps are how many lagged variables 
the model receives as input to forecast the following step. 
Therefore, various number of time-steps are examined to 
determine how they impact the model's performance. The time-
steps chosen to be tested are 5, 10, 15, and 20. The model is 
trained and evaluated five times for each of these time-steps in 
order to gather sufficient data to compare their relative 
performance. The performance of the model using different 
time-steps is illustrated in Table IV. 

TABLE IV. THE OVERALL PERFORMANCE OF THE MODEL WITH 

DIFFERENT TIME-STEPS. 

K 5 10 15 20 

Accuracy 92.26% 95.63% 96.44% 96.84% 

Loss 0.1838 0.1047 0.0914 0.0854 
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Table IV shows that as the number of time-steps K is 
increased, the model's performance improves (accuracy 
increases and loss lowers), but training time increases. For 
instance, a model with 10 time-steps segments performs better 
than one with 5 time-steps (95.63 percent vs 92.26 percent ). 
This result demonstrates that the model will learn more 
information from earlier frames if many time-steps K are used. 
As a result, the resulting features of the videos will be more 
robust and high-abstract, improving the model's classification 
precision. However, when K is increased to 20, the model 
performance exhibits evidence of saturation at 96.44% as 
opposed to 96.44% with K = 15. Therefore, we set K equal to 
20 for the model to achieve the best classification performance 
while keeping training and evaluation time to a minimum. Fig. 
8 depicts the curve reflecting the model's accuracy and loss 
after 50 iterations. 

After training, the resulting model size is only 1.2 MB, 
making it appropriate for installation on Raspberry Pi devices 
with limited memory configuration. According to the article 
[22], the FPS of BlazePose Full is 102, while that of BlazePose 
Lite is 312, making it ideal for developing real-time 
applications. The model training process is quite fast, 
averaging about 5–10 seconds for an iteration with 16 action 
classes, because the video data has been converted to a text file 
in CSV format, so it doesn't take a lot of hardware resources. 
The model is trained in 50 iterations taking from 5 to 10 
minutes. The resulting model has achieved an accuracy of 
96.84% on our dataset. After the real-time action recognition 
model's training and evaluation on the Rapberry Pi 4 system 
produced good and consistent results, the system was installed 
and tested to send alert messages and emails if the camera 
detects unusual patient health-related behaviors (shown as 
shown in Fig. 9 and Fig. 10). Fig. 11 depicts our system's 
successful detection of six real-time patient actions: hand clap, 
sit down, stomachache, backache, and fall down. Our next step 
is to collect more data from a variety of patient actions and 
then to investigate mobile devices with better hardware 
configurations, such as the Jetson Nano Developer Kit [35] and 
CNN models that are efficient, accurate, and suitable for the 
latest mobile devices. 

 

 
Fig. 8. Accuracy and Loss of Training Process with 50 Epoches. 

 
Fig. 9. Patient Alert Emails are sent to the Users. 

 
Fig. 10. Alert Messages and Images are sent to the Users via the Telegram 

Application. 
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Fig. 11. Real Time Patient Action Identification Results on Raspberry pi 4, Camera Module Noir System. 

IV. CONCLUSION AND FUTURE RESEARCH WORK 

This study has proposed a novel system with basic 
functions of a smart surveillance camera, supporting remote 
patient monitoring. A model for remote skeletal patient activity 
detection was developed using MediaPipe Pose, an LSTM 
network, and a Raspberry Pi 4. The numerical results show that 
our proposed model performed well in classification, with an 
accuracy of 96.84% on a dataset of 16 activities gathered and 
constructed by ourselves. In addition, because the MediaPipe 
Pose library and the LSTM network are used for recognition, 
the recognition model size is small, and the network training 
parameters are few, making it appropriate for deployment on 
mobile devices with limited hardware, such as the Raspberry Pi 
4. Therefore, our method offers numerous benefits in terms of 
real-time patient action recognition, low cost, simple 
installation, and practical implementation. A dataset of 541 
video files of patients' actions in indoor was built to evaluate 

our method. Although the amount of data is little and there isn't 
much actual patient data, this provides the foundation for future 
larger, better-quality data sets that will help the research 
community better understand patient activities. 
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