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Abstract— This study aims to identify a methodology to aid in 
the identification of diagnosis for chromosomal abnormalities 
and genetic diseases, presenting as a tutorial model the Turner 
Syndrome. So, it has been used classification techniques based in 
decision trees, probabilistic networks (Naïve Bayes, TAN e BAN) 
and neural MLP network (Multi-Layer Perception) and training 
algorithm by error retro-propagation. Described tools capable of 
propagating evidence and developing techniques of generating 
efficient inference techniques to combine expert knowledge with 
data defined in a database. We have come to a conclusion about 
the best solution to work out the show problem in this study that 
was the Naïve Bayes model, because this presented the greatest 
accuracy. The decision - ID3, TAN e BAN tree models presented 
solutions to the indicated problem, but those were not as much 
satisfactory as the Naïve Bayes.  However, the neural network 
did not promote a satisfactory solution. 
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I. INTRODUCTION  

This study includes processing knowledge concerning data 
storage and manipulation by the machine so as to be used for 
troubleshooting, specifically, as an adjuvant in cytogenetic 
diagnosis of genetic diseases. Furthermore, it aims to apply 
the knowledge of cytogenetic and informatics to improve the 
quality of genetic diagnosis. 

The study presents a numerical approach to treat 
uncertainty by the calculation of probabilities, the reasoning 
being based on probabilistic inferences, i.e, the calculation of 
the conditional probability of an event, given the available 
evidence and applying the Bayes Theorem. 

In general there are several evidences and direct 
application of this numerical approach which is questionable 
facing the problems of complexity for big-sized applications, 
as it requires a huge array of conditional probabilities are 
estimated and provided for the system, preventing the 
acquisition of knowledge and implying high time 
requirements, storage, capacity and computing power to 
process information of interest [6]. 

It is in the outlined context above that this study fits in, 
proposing the use of machine learning algorithms to extract 
knowledge models - probabilistic networks - from databases - 
so this new information may help the expert in the acquisition 
stage of knowledge that make up the process of building a 
supporting system to decision making [5].  

II. PROBABILISTIC DISTRIBUTION USING BAYESIAN 

NETWORK  

The Bayesian odds are often used in statistical inferences 
to specify a previous knowledge and combine this knowledge 
with the data available through Bayes Theorem [24]. Bayes's 
formula then provides a rule by updating previous 
probabilities, retrospectively when the data are known and 
analyzed. Given a set of data for evaluating the fitness, the 
best result (the fittest) is defined as the most likely model data, 
respecting previous knowledge of the problem understanding 
[3]. 

     The probabilistic distributions occurring in uncertain 
causal relationships within a problem domain. The 
probabilistic reasoning runs on these relationships using the 
Bayes theorem, which can be expressed as follows [7]: 
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Probabilistic inference are used in the propagation 
algorithms of beliefs in Bayesian networks, and can be either 
causal, that part from the causes for the purpose; diagnostic 
parting from the effects to causes; inter-cause  when 
discriminate between the causes of a common effect or mixed, 
characterized by the combination of two or more types 
previously mentioned [15].  

In probabilistic inferences, we calculate the probability of 
an event, given the evidence found on the network. 

III. STATE OF THE ART TECHNIQUE IN AI AND DATA 

MINING 

The primary objectives of the research are to develop 
efficient inference techniques for use in information system, 
for which it is necessary the availability of valid knowledge 
model [4]. As a result, rose up techniques of data mining and 
methods of knowledge based on Bayesian networks 
technology to extract valid knowledge models from the 
database. 

For [4], to generate knowledge Bayesian models, many 
algorithms found in the literature require the following 
information: a) the list of variables, b) the arrangement of 
these variables, and c) Independence and dependency relations 
between them, i.e., the causal relationships. With this 
information passed to the learning software, it is assumed that 



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 4, No.1, 2013 

48 | P a g e  
www.ijacsa.thesai.org 

the user has a deep knowledge of the network to be generated, 
an assumption that is not always true. 

A. Knowledge Discovery in Database - KDD 

The terminology knowledge discovery in databases was 
proposed in the first KDD workshop in 1989 to emphasize that 
the final product of the process of discovery in database was 
knowledge [25]. KDD has become, then, a specific 
interdisciplinary field that emerged in response to the need for 
new approaches and solutions to enable the analysis of large 
and complex databases [26]. 

The solution in data organization can be applied in the 
construction of Data Warehouse (DW), which allows for 
storing information, previously dispersed, through the 
identification, understanding, integrating and aggregating of 
the data in order to position them in the most appropriate 
location, to meet the organizational strategy of the company 
[13]. For the extraction of knowledge from the organized data 
are used mining tools known as data (MD), which may 
incorporate statistical techniques, probabilistic inferences and 
/ or of AI, capable of providing responses to discover new 
knowledge in large databases. 

B. Methodology CRISP-DM 

The Daimler Chrysler , SPSS and NCR industries created 
the CRISP-DM consortium - Cross Industry Standard Process 
for Data Mining and proposed a reference model for the 
process of data mining [19] non-proprietary and available free 
of charge [16]. Figure 1 describes the steps of the CRISP-DM 
methodology that are highly representative and used in the 
world market. 

 

Figure 1. The process model forseen by the consortium CRISP-DM can be 
summarized through the lifecycle of the data mining process. 

IV. TOOLS AND TECHNIQUES USED
 

A. UnBMiner® 

As [16], UnBMiner® is a visual and interactive 
environment, programmed in Java, platform independent, for 
carrying out the process of data mining. The framework 
automates much of the process CRISP-DM. More specifically, 
it covers part of the data preparation phase (pre-processing 
module UnBMiner®), Phase modeling (modeling formalisms 
based on Naïve Bayes, CNM, decision tree - algorithms ID3 
and C4.5 - and multilayer neural network with 

backpropagation) and evaluation phase (evaluation module of 
UnBMiner®). 

B. UnBBayes® 

As [14], the UnbBayes is a visual and interactive 
environment for editing and compilation of Bayesian networks 
(BN) 

UnBBayes is developed in Java and documented with 
Javadoc e JavaHelp. The system is distributed freely for non-
commercial use, under license GNU GPL1 

The software UnbBayes supports the learning of the 
topology and the probabilities of Bayesian networks with 
application of search algorithms and scoring or analysis of 
dependencies in large databases.  

C. Classifiers based on Bayesian Networks 

For [10] the network topology Naïve Bayes is represented 
by a tree where the root unit height is the class variable and 
the leaves are variable attributes. 

The learning algorithm of the classifier TAN [18] first 
builds a structure of a tree with the variables in X \ 
{“TURNER”}; running test where they propagated 
information of mutually conditioned "TURNER".  After add a 
link of class-node “TURNER” for each attribute-node, a 
structure similar to that of Naïve Bayes (i.e., the class-node is 
a father to all attribute-node). 

The classifier BAN is an extension of the classifier TAN 
allowing attributes give a form the arbitrary, acyclic graph and 
oriented [18].  

V. DATA COLLECTION 

Data collection was performed and the cases were treated 
in LaGene/SULEIDE/SES-GO and characterized a 
measurement of part of a population. The statistics calculated 
from the samples were used to predict various population 
parameters [20]. 

Data were collected and analyzed by the technical 
specialist on request of laboratory tests. Although the number 
of intense laboratory requests, we identified two realities that 
hamper data collection consistency.  

The first difficulty is in cases that were indicated as 
"clarify the case" because the attributes were not identified 
what determines their exclusion.  

The second difficulty was the case where the technical 
expert identified the attributes, thus, not formed a correlation 
between the attributes and their classes, in these cases there 
was also data deletion. Therefore, were identified 84 cases 
where the class is TURNER. 

A. Signs and Symptoms of Turner Syndrome 

The Turner Syndrome (TS) occurs in approximately 
1:2130 live births female [17; 11] and is due to the presence of 
one X chromosome and partial or total loss of the second sex 
chromosome. Despite the wide clinical polymorphism, it is 
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considered that currently short stature, sexual infantilism and 
peripheral lymphedema are the striking clinical findings in ST. 
Its clinical sign most obvious and easily observed is short 
stature [2], which ranges on average between 142 and 146.8 
cm [12; 8].  

The gonadal dysgenesis is also an important signal in the 
ST, leading to secondary signs as primary amenorrhea, 
delayed pubertal development and infertility [1].They may 
also be subject to some congenital anomalies, including 
cardiovascular and renal problems, hearing loss, osteoporosis, 
obesity trend, and hypertelorism nipples.  

Large variability of dysmorphic signs are also observed, as 
short neck and / or winged, broad chest and shield, cubitus 
valgus (from the Latin cubitus valgus), low implantation of the 
hair at the nape, prominent ears and low-set, fingernails 
hipoplástics, strabismus, epicanthal folds, among others [17; 
9; 22; 21]. 

When there is clinical suspicion of ST, the appropriate test 
to confirm the diagnosis is the G-band karyotype, which 
allows the identification and analysis of chromosome. For 
karyotyping runs were cultured lymphocytes, in short-term 
(72h) obtained from the peripheral blood of the patient. 
Approximately 50% of cases, the notation classical karyotype 
is 45, X, which includes monosomy X , as shown in Figure 2. 

 

 
Figure 2. Human karyotype showing monosomy X, the most common 
chromosomal abnormality observed in Turner syndrome. A: Metaphase 
chromosomes containing spread, which were obtained after culturing 
lymphocytes for 72 hours and stained by GTG (Giemsa Trypsin +) B: 
chromosome pairing indicating the absence of a sex chromosome, resulting in 
the notation karyotype 45, X, corresponding the cytogenetic diagnosis of 

Turner syndrome. Source. Cytogenetics Laboratory, Human Molecular 
Genetics (LaGene), photograph kindly provided by Dr. Claudio C. Silva. 

VI. RESULT AND DISCUSSION 

The proposed objective of the study was to follow the 
steps of the methodology CRISP-DM, therefore, it is 
necessary attention to the attributes for the scope of our study. 
Based on data collected by the technical expert, the attributes 
were identified (signs / symptoms) and class (syndrome) of 
the problem. 

Using UnBMiner® was possible to perform the steps 
defined by the CRISP-DM. The first step was made by 
preprocessing, where the attributes were identified. 

Both the class and attributes received values "YES" or 
"NO" and converted to "1" and "0" respectively. We used a 
class: "TURNER". The class TURNER was diagnosed by 9 
independent attributes, represented by: "female, short stature, 
chest shield, gonadal dysgenesis, hypoplastic nails, cubitus 
valgus, winged neck, hypertelorism nipples and a tendency to 
obesity." There were 84 patient records for cases of ST. 

It was necessary to clean the data, thus we also used a 
regression using the step-wise method to perform the selection 
of variables and identify attributes that are relevant to the 
class. As the number of cases was small, so it was necessary to 
apply methods to validate the data with consistent results, in 
this case the method of choice was 4-fold cross-validation 
[23]. 

     There has been chosen an algorithm and a tool – 
UnbBayes – able to propagate evidence and develop efficient 
inference techniques able to originate appropriate techniques 
to combine the expert knowledge with defined data in a 
databank.  

VII. CONCLUSIONS 

The present study demonstrated that the theory involving 
the Bayesian network has provided consistent results that 
allow the construction of knowledge-based systems. Thus, it 
was possible to integrate learning and propagation of 
evidence, yielding good results. 

The problem encountered in building the Bayesian 
network and the forming of an expert probabilistic system was 
to obtain knowledge, in that, most data which served as a 
parameter for obtaining the results contained incomplete 
information, making the number of cases useful for the 
experiment were reduced. 

A conclusion about the best solution to work out the 
shown problem in this study that was the Naïve Bayes model, 
because this one presented the greatest accuracy. The decision 
- ID3, TAN e BAN tree models presented solutions to the 
indicated problem, but those were not as much satisfactory as 
the Naïve Bayes.  However, the neural network did not 
promote a satisfactory solution. 
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