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Abstract—Nowadays, many applications have been appeared 

due to the rapid development in the term of telecommunication. 

One of these applications is the telemedicine where the patients' 

digital data can transfer between the doctors for farther 

diagnosis. Therefore, the protection of the exchanged medical 

data is essential especially when transferring these data in an 

insecure medium such as the cloud computing environment, 

where the security is considered a major issue.  In this paper, two 

security approaches were presented to guarantee a secure 

sharing of medical images over the cloud computing environment 

by providing the mean of trust management between the 

authorized parities of these data and also allows the privacy 

sharing of the Electronic Patients' Records string data between 

those parities while preserving the shared medical image from 

the distortion. The first approach apply spatial watermarking 

technique while the second approach implements a hybrid spatial 

and transform techniques in order to achieve the needed goal. 

The experimental results show the efficiency of the proposed 

approaches and the robustness against various types of attacks. 
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I. INTRODUCTION 

In recent years and as a result of the fast development in the 
technology and telecommunications, a lot of digital 
applications such as the telemedicine start to emerge. This 
application facilitates the transmission and sharing of the 
patient's medical data by the healthcare professionals for 
further diagnosis works [1]. 

Cloud computing, the environment that offers resources 
encapsulation on the Internet in the form of dynamic, scalable, 
and virtualized services [2], presents a variety of on demand 
services to the public such as the telemedicine services. Over 
this environment, the user can enjoy a lot of benefits offered by 
this computing paradigm like transmission, storage, and further 
processing needs on the user data. In spite of  the cloud 
computing advantages, it has a number of disadvantages such 
as the data security which considered a major problem that face 
the users of this technology since they outsource their data to 
distributed storage systems and not a local ones [3]. Therefore, 
when transferring user's data over the cloud environment, 
especially the medical data, this kind of data which contains 
crucial information about the patients, a high level of protection 

of the integrity and confidentiality [4] of these data have to be 
guaranteed to overcome any attacking attempts that may face 
these transmitted data. 

One of the solutions to achieve the required trust 
management between the cloud computing parities is to use 
any watermarking technique which in turn classifies into two 
main domains, spatial domain and transformed domain. In the 
spatial domain which is the most straightforward embedding 
method, the watermarks are embedded directly in the cover 
image pixels values [5]. While in the transform domain, the 
transform coefficients of the cover image are used to embed the 
watermarks in [1]. Despite the simplicity and the shorter 
required execution time benefits of the spatial domain, the main 
drawback of the implemented schemes in this domain is that 
they divide the cover image into fixed-size blocks of pixels so 
the hidden data are inserted in the LSB's of each pixel in every 
block and this can decrease the visibility of the resulted 
watermarked image which is not acceptable especially when 
dealing with medical images [6]. On the other hand, the 
transform domain methods can guarantee more robustness 
against attacks but needs more processing powers and 
computation times [7]. 

In recent years and in order to overcome this problem, 
medical image exchanging over cloud environments has gained 
a great interest. The medical images present in the cloud can 
provide the necessary details to the doctors and the patient can 
seek the treatment in different branch hospital, reduce the 
information and computational resource maintenance in the 
hospital. Furthermore, existing medical equipments can be 
rebuilt to be more efficient and low-cost as medical terminal 
units. Different proposals were introduced in [8, 9] to deal the 
exchanging, storing and sharing on medical images in the way 
that verifying data integrity, availability, and confidently. 

This paper introduces two approaches aims to provide the 
mean of trust management between data parties over the cloud 
computing environment. The two methods achieve the required 
goal through providing three levels of authentication, from data 
owner to the destinations, from the data owner to the cloud 
service provider and finally from the destination to data owner. 
For the first approach, the idea of the spatial watermarking 
techniques has been exploited. While in the second approach, a 
hybrid model based on the idea of the spatial and the transform 
techniques were implemented.  
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In addition to offering the trust management, the proposed 
approaches allow secure sharing of the Electronic Patients' 
Record (EPR), which is string data helps to speed up the 
clinical communication, reduce the diagnostic errors by 
providing more accurate and timely clinical information and 
also the EPR assist doctors in diagnosis and treatment [10]. So 
and since it is considered a sensitive data, the proposed 
approaches guarantee the protection of them while they are 
transferred. 

The reminder of this paper is organized as follows; Section 
2 describes the spatial embedding based approach. Section 3 
combine the first approach with discrete cosine Transform to 
provide hybrid spatial and transform embedding approach. 
Section 4 presents the experimental results while section 5 
shows the paper conclusion. 

II. SPATIAL SYNCHRONIZATION AND DYNAMIC 

EMBEDDING APPROACH 

The three main stages of this approach are shown in Fig. 1. 
The first stage dynamically embeds the EPR data into the 
original medical image. Then, the cloud model is applied to the 
medical image to extract the approximated version. Finally, the 
encryption process is done using a symmetric negotiated 
private key between the authorized parities of the data. 

A. Spatial domain dynamic embedding/extraction algorithm 

The purpose here is to hide the EPR data into the original 
shared medical image in an effective way that does not affect 
the visual quality of the medical image using Dynamic 
Embedding algorithm [6]. The main task is to exploit the 
overall capacity of the cover image in order to guarantee a high 
visibility which is a necessity especially when dealing with 
medical images. Moreover, this method provides a flexibility of 
cover images' size rather than restricting its size to be more 
than or equal the fourfold size of the embedded data as in static 
embedding techniques. 

In other words, this step gets the benefits of the shorter 
execution time associated with spatial watermarking 

algorithms. But in the same time and due to the usage of the 
dynamic embedding algorithm, it can overcome the drawback 
of inserting the hiding data in the LSB of the cover image block 
pixels that decrease the visibility of the resulting image. 

In addition to the dynamic embedding algorithm, 
symmetric secret key (  ) was applied to perform a spatial 
synchronization embedding/extraction processes through using 
this key as a seed in a pseudo random number generator 
(PRNG) in order to generate random arrangement of the used 
pixels for the embedding/extraction processes within the 
medical image. To accomplish this, the Mersenne Twister 
algorithm [11] was applied which is a pseudo random number 
generator (PRNG) that in turn uses some kind of mathematical 
formulas or pre-calculated tables to generate a sequence of 
numbers that appear random but it is not truly random. It is 
completely determined by an arbitrary initial state called seed 
state that can be represented by    in this work. The reason for 
using Mersenne Twister algorithm is because it has a huge 
period length of        – 1, very fast, has good 
equidistributional properties and passing most statistical tests 
[12]. 

Spatial synchronization dynamic embedding phase: The 
cover medical image (CMI) and the EPR string data (  ) are 
the inputs of this step where their sizes, |CMI| and l 
respectively, are used to dynamically determine the size of each 
block of which the cover image is divided in and for the LBS 
used for the embedding process. In addition, to the added 
security, changing the known static embedding ways and using 
secret key (   ) for rearranging the pixels used in the 
embedding process. Dynamic embedding process also 
improves the visibility by regulating the embedding steps 
according to the used inputs. This is required especially for the 
medical images where high quality is a major aspect that has to 
be guaranteed. Fig. 2 illustrates the steps of this phase and how 
the dynamic idea is applied for the required embedding 
process. 

 

Fig. 1. The proposed scheme framework 
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1) Spatial synchronization dynamic extraction phase: Fig.  

3 show the required steps for the extraction phase. It illustrates 

how the EPR data can be extracted in a dynamic manner using 

the same key used in the embedding phase. 

B. The 3D cloud generation 

The aim of this step is to generate approximated shared 
medical image after embedding the EPR data to form both the 
required image to be shared and at the same time represents 
one level of authentication that is used by the destination of the 
data in order to confirm the identity of data owner. To 
accomplish this, three dimension cloud model is applied, with 

six cloud characters   ,   ,   ,    ,    ,    ,    ,    ,     

used for the required confirmation step. This is an expansion 
form of one dimension cloud model [13] where the expected 
value (  ) is the point that is most representative of the 
qualitative concept,  the entropy (   ) is The uncertainty 
measurement of the qualitative concept which is determined by 
both the randomness and the fuzziness of the concept to 
represent the measurement of randomness and the value region 
in which the drop is acceptable by the concept, and the hyper-
entropy (  ) is the second-order entropy of the entropy. 

These values are the general concepts that are applicable in 
one-dimensional and can be extended to higher dimensional 
situations. According to these cloud characteristics, the next 
step is to perform a "forward cloud generator" that aims to 
generate cloud drops to express the concept quantitatively. 
Then, to extract the cloud characteristics, the "Backward cloud 
generators" is applied to the previously generated cloud drops. 

Therefore, by expanding the one-dimensional cloud model 
into a three-dimensional model, where  ,    and    are refers 

here to the components of the RGB colour format of the 
original image. Algorithm 3 and algorithm 4 represent the 
forward and backward cloud generators in the three-
dimensional model as shown in Fig. 4 and Fig. 5. 

 
Fig. 2. Spatial synchronization dynamic embedding algorithm [6] 

 
Fig. 3. Spatial synchronization dynamic extraction algorithm [6] 

 
Fig. 4. Three dimensional Forward Cloud Generators 

 
Fig. 5. Three dimensional Backward cloud Generator 

  
     

 

 
   

 

   
     

  
     

 

 
   

 

   
     

  
     

 

 
   

 

   
  

Algorithm 4: Three dimensional Backward Cloud Generator 
Input:  Approximated Shared Image (ASI) 

Output: (  ',   ',   ',    ',    ',    ',    ',    ',    '). 

Step 1) Calculate Ex', Ey' and Ez': 

Step 2) Calculate    ',    ' and    ': 
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Algorithm 3: Three dimensional Forward Cloud Generator 

Input:  (  ,   ,   ,    ,    ,    ,    ,    ,     ), WMI 

Output: the Approximated Shared Image (ASI) 
Step 1) Generates three-dimensional normally distributed 

random vector (                   where: 

                    
   

                    
   

                    
   

Step 2) Generates three-dimensional normally distributed 
random vector (          where   ,    and    are cloud 

drops in each of the images' dimensions.: 

                  
 
    

                  
 

      

                  
 
    

Step 3) Repeat Steps 1 to 3, in the entire WMI pixels to 

generate the required approximated shared image (ASI). 

Algorithm 2: Spatial synchronization dynamic extraction 
algorithm 
Input: The watermarked medical image WMI, l. 
Output: EPR data 
Step 1) Calculate BS, Nb and    values respectively through 

Fig.  2. 
Step 2) Apply     in each block pixel determined by   , 

which generates spatial schedule of the right sequence of 
the embedded pixels, to retrieve the embedded EPRs' bits. 

Step 3) Use the retrieved bits to finally reconstruct the 

required EPR data. 

   
    

  
 

     
                          

              
  

Algorithm 1: Spatial synchronization dynamic embedding 
algorithm  

Input: the cover medical image (CMI) and   . 

Output: The watermarked medical image WMI 
Step 1) Divide CMI into blocks (B) with sizes (BS) changes 

according to the size of the CMI and l. So, BS will be: 

BS= 
     

 
  

Where: |CMI| is the size of the CMI. 
Step 2) Determine the number of LSB where the hidden data 

will be replaced in each block pixel (   ), 1=<i<=BS 

through: 

Step 3) Since Nb may not be integer, the number of used bits 
in each pixel    of B is obtained as: 

Step 4) Use a pseudorandom generator with    to embed the 

   bits into the corresponding rearranged pixels bits inside 

  s' according to     until finally construct the WMI. 
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C. Encryption/Decryption Technique 

In this step, cryptographic algorithm [14] with 
pseudorandom number generator was applied for the 
encryption/decryption. The idea is that, the owner of the data 
uses a private key    to generate a spatial schedule, which is 
used to encrypt the required approximated shared image. The 
goal of the detector is to use    for the decryption process. For 
simplicity, symmetric technique is assumed, where the 
encrypting and corresponding detection key is identical [15]. 

   is used as a seed to a pseudo random number generator 
(PRNG) using the Mersenne Twister algorithm, for the reasons 
illustrated in subsection II.A, to provide random arrangement 
of the pixels for the encryption/decryption processes on the 
shared image. 

The resulting schedule rearranges the image pixels 
randomly, in spatial domain, to encrypt the approximated 
watermarked image. The used key is substantial to 
desynchronize the encrypted image at the destination. In other 
words, it helps the owner to be ensured about the identity of the 
data recipient. In other words the usage key provides a mean of 
authentication between the data owner and the service provider 
and also between the data owner and the destination of the 
shared data since they are the legal recipients of the data. 

III. SPATIAL SYNCHRONIZATION, DYNAMIC AND 

TRANSFORM EMBEDDING APPROACH 

In this approach, the same stages of Fig. 1 are performed 
but rather than using the dynamic embedding algorithm only to 
perform the embedding process, the second approach uses both 
dynamic embedding along with the Discrete Cosine Transform 
DCT algorithm and Inverse Discrete Cosine Transform IDCT 
that are widely used transform algorithms [16] to perform the 
embedding process. 

The purpose of the extra step here is to get the benefit of the 
DCT algorithm that provides more robustness against attacks 
than the spatial embedding algorithms so it can help to preserve 
the hidden data much better than the first approach. While the 
first approach guarantee more fast computations than this 
approach. 

The inserted steps were in the embedding/extraction stages. 
Therefore the new algorithms are as shown in Fig. 6 and Fig. 7. 

IV. EXPERIMENTAL RESULTS 

The results of the proposed schemes have been carried out 
inside MATLAB environment with a set of 350×350×3 MR 
images obtained from standard web portal for MRI images 
[17]. Moreover, MRI images from standard web portal [18] 
were used for further investigation of the proposed scheme 
efficiency. Then, in order to test the quality of the both 
schemes, numbers of quality metrics were applied. These 
metrics include Mean square Error (MSE) and peak signal to 
noise ratio that were calculated using (1) and (2) respectively. 
Structural similarity (SSIM) index address was also applied to 
measure the local images similarities and it was measured 
through (3). The number of changing pixel rate (NPCP) and the 
unified averaged changed intensity (UACI) metrics to test the 
number of changed pixels and the number of averaged changed 
intensity respectively between encrypted/decrypted images [19] 

 

Fig. 6. Spatial synchronization dynamic and transform embedding algorithm 

 
Fig. 7. Spatial synchronization dynamic and transform extraction algorithm 

were also calculated using (4), (5) and (6) respectively. Finally, 
to measure the rate of the bits error (BER), (7) was used in 
order to check the performance of the proposed schemes in the 
presence of the attacking attempts. 
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  (2) 

Where R is the maximum fluctuation in the input image 
data type, M, P are the sizes of the original medical image 
(   ) and the retrieved medical images (   ) respectively 
[20] 

Algorithm 6: Spatial synchronization dynamic extraction 
algorithm 
Input: The watermarked medical image WMI, l. 
Output: EPR data 
Steps:   
Step 4) Calculate BS, Nb and    values respectively through 

Fig.  2. 
Step 5) Apply     in each block pixel determined by   , which 

generates spatial schedule of the right sequence of the 
embedded pixels. 

Step 6) Transform the rearranged pixels using DCT. 
Step 7) Retrieve the embedded EPRs' bits from the transformed 

pixels values. 
Step 8) Use the retrieved bits to finally reconstruct the required 

EPR data. 

   
    

  
 

     
                          

              
  

Algorithm 5: Spatial synchronization dynamic and transform 
embedding algorithm  

Input: the cover medical image (CMI) and   . 
Output: The watermarked medical image WMI 

Step 5) Divide CMI into blocks (B) with sizes (BS) changes 
according to the size of the CMI and l. So, BS will be: 

BS= 
     

 
  

Where: |CMI| is the size of the CMI. 
Step 6) Determine the number of LSB where the hidden data 

will be replaced in each block pixel (   ), 1=<i<=BS 

through: 

Step 7) Since Nb may not be integer, the number of used bits in 
each pixel    of B is obtained as: 

Step 8) Use a pseudorandom generator with    to rearranged 

pixels bits inside   s'. 

Step 9) Transform the rearranged pixels using DCT. 
Step 10) Embed the    bits into the rearranged transformed 

pixels according to    . 

Step 11) Retransform the resulted pixels after the embedding 

process using IDCT. 
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(3) 

Where:         are the original and the reconstructed 
medical images respectively? LC is the luminance, CC is the 
contrast and SC is the structure of            .  ,  and   are 
≥ 1 and are used to weight the importance of each of the three 
components. [20] 

        
                      

                      
   (4) 

                 
      

           (5) 

                 
                   

       

      
(6) 

Where F denotes the largest supported pixel value of the 
image format and T represents the size of the OMI and RMI 
[19]. 

    
   

 
  

     
    

    
    

 
 

   

 (7) 

Where    and   
  are the     bit of the embedded and the 

recovered EPR data respectively and l is the length of the EPR 
data [21]. 

Before going through these measurements, the processing 
time of the both approaches were illustrated in Tables 1 and 2. 
These results were computed on a personal computer worked 
with Intel (R) Core (TM) i3 CPU, 2.53 GHz and installed 
memory (RAM) of 2.00GB (1.86 GB usable). 

The results in the tables shows that the first approach that 
apply only the dynamic embedding algorithm has less 
processing time since it performs the embedding/extraction 
processes in the spatial domain and dealing with the pixels bits 
directly. While in the second and because of converting the 
pixels to their DCT coefficients this consume some additional 
time to perform the embedding/extraction processes. 

TABLE I.  PERFORMANCE EVALUATION OF THE FIRST APPROACH 
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EPR spatial synchronization 

dynamic embedding step: 

0.23 4631 6 2298 

3D Forward Cloud Generator:  2.37 735000 735001 735000 

Encryption step: 0.84 367500 1 2 

Decryption step: 0.66 367500 1 2 

3D Backward Cloud 

Generator:  

1.35 10637 6 54 

EPR spatial synchronization 

dynamic extraction step: 

0.19 1249 6 2296 

TABLE II.  PERFORMANCE EVALUATION OF THE SECOND APPROACH 
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EPR Spatial synchronization, 

dynamic and transform 

embedding step: 

0.4 4631 6 5146 

3D Forward Cloud Generator:  2.28 735000 735001 735000 

Encryption step: 0.87 367500 1 2 

Decryption step: 0.66 367500 1 2 

3D Backward Cloud 

Generator:  

2.26 10637 6 54 

EPR Spatial synchronization, 

dynamic and transform 

extraction step: 

0.28 1249 6 3720 

Now, to evaluate the images quality, Table 3 and 4 were 
constructed. Tables 3 show that the first approach guarantees 
lossless reconstruction of the transferred medical images in the 
absence of the attacks. Table 4 shows some degree of distortion 
in the second approach due to the quantization operations 
performed during the embedding stage. But it still provides 
acceptable quality results as shown especially for the SSIM  
that considered as an ideal metric for testing similarities in 
medical images due to focusing on the local rather than global 
image similarity and placing more emphasis on the Human 
Visual System (HVS) than PSNR [20]. In general, the high 
results of the both approaches have been achieved due to the 
usage of the dynamic embedding algorithm that exploits the 
overall capacity of the cover image for the embedding process. 
In addition to that, applying Enx, Eny, Enz values less than or 
equal to 0.1 and Hex, Hey, Hez values equal to zero helps to 
generate an approximated images that most represents the 
original images.  

Fig. 8 and Fig. 9 shows the resulting images after each step 
of the both approaches respectively. Start with Fig. 8 (a) that 
represents the original images, then after adding the EPR data 
shown in Fig. 10(a) through using the dynamic embedding 
algorithm the results will be as shown in Fig. 8 (b). The 3D-CT 
approximation images are shown in Fig. 8 (c) where  ,    and 

   equals to colour channels pixels of the medical images,    , 
    and     values equal to 0.1, 0.01 and 0.02,    ,     and 

    equals to zero. The encrypted versions are then shown in 
Fig. 8 (d). These images can reside in the cloud service 
provider CSP where the first level of authentication can takes 
place between the data owner and the CSP through  . Then, 
after the arrival of these encrypted images to the destination, 
the destination uses    to decrypt the images which in turn 
provide the second level of authentication and obtain the results 
shown in Fig. 8 (e). Then the destination performs 3D 
backward cloud generator to retrieve the cloud characters (  ', 

  ',   ',    ',    ',    ',    ',    ' and    ') to accomplish the 

confirmation of the data owner identity that provides the third 
level of authentication. Finally the destination applies    to 
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finally get the hidden EPR data as shown in Fig. 10(b) and Fig. 
10(c) from the two approaches respectively. 

In Fig. 9 that refers to the second approach results, the same 
procedures were applied except for the embedding step which 
accomplished in the second approach through using dynamic 
embedding algorithm along with the DCT technique to provide 
more robustness against attacks.  

 

Fig. 8. The results of the first approach (a) The original medical images, (b) 

The images after embedding process, (c) The approximated images (d) The 

encrypted images, (e) The decrypted images, (f) The reconstructed lossless 

medical images  

 

Fig. 9. The results obtained from the second approach (a) The original 

medical images, (b) The images after embedding process, (c) The 

approximated images (d) The encrypted images, (e) The decrypted images, (f) 

The reconstructed medical images  

 

Fig. 10. The used EPR data, (a) Original EPR data, (b) Retrieved EPR data 
using first approach, (c) Retrieved EPR data using second approach 

The scheme presented in [22] also provides a lossless 
retrieval of the shared image while preserving the resulting 
images from pixels expansion. But it offers only one level of 
authentication. The presented approaches here preserve the 
images from pixels expansion; guarantee high level of visibility 
of the retrieved images and at the same time offers three levels 
of authentication between the all authorized parties of the 
shared data, the owner of the data, the cloud service provider 
and finally the destination of the shared data which consists of 
the shared image and the EPR data. 

Finally, the robustness of the proposed approaches has been 
evaluated through calculating the MSE and the PSNR for the 
attacked images as presenting in Tables 5 and 6 and calculating 
the BER for the hidden EPR data as shown in Tables 7 and 8. 

Tables 5 and 6 shows that the proposed schemes provide 
higher degree of robustness with respect to [23, 24, 25, 26]. 
This means that the both approaches help to deliver the shared 
data to the other side of the communication with an acceptable 
level of quality. 

For the BER results, the illustrated results in Tables 7 and 8 
shows that the proposed schemes provide higher degrees of 
robustness under salt and pepper noise than the other attacks 
types. This is because salt and pepper noise affects random 
pixels and so not the whole embedded data were be altered. For 
the other attacks that affect the entire image pixels, the effect 
on the embedded data would be larger and hence higher BER 
values. The tables also shows that the second approach 
provides higher robustness results than first approach in most 
types of attacks and this is due to applying discrete cosine 
transform in the embedding step that helps to achieve higher 
robustness results against attacks as compared with performing 
the embedding process using dynamic embedding that is a 
spatial embedding algorithm.  
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For the salt and pepper noise, the second approach shows 
less robustness results than the first approach since the salt and 
pepper noise in the first approach affects the pixels themselves 
and do not propagate the distortion leading to minimum BER 
values. While in the second approach the distortion propagates 
and causes modifications in the coefficients values that increase 
the effects on the BER results as compared with the first 
approach. Moreover, the second approach, that is a hybrid 
between the spatial and the transform embedding processes, 
shows acceptable results with respect to [27]. 

TABLE III.  QUALITY EVALUATION OF THE FIRST APPROACH 

Image MSE PSNR (db) SSIM NPCR UACI 

Image 1 0 Infinity 1.000 0 0 

Image 2 0 Infinity 1.000 0 0 

Image 3 0 Infinity 1.000 0 0 

Image 4 0 Infinity 1.000 0 0 

Image 5 0 Infinity 1.000 0 0 

Image 6 0 Infinity 1.000 0 0 

Image 7 0 Infinity 1.000 0 0 

TABLE IV.  QUALITY EVALUATION OF THE SECOND APPROACH 

Image MSE PSNR (db) SSIM NPCR UACI 

Image 1 0.0940 58.3988 0.9997 0.3461 0.0031 

Image 2 0.0239 64.3420 1.000 0.3306 0.0014 

Image 3 0.4962 51.1744 0.9987 0.6604 0.0140 

Image 4 0.1408 56.6460 0.9999 0.3412 0.0036 

Image 5 0.1337 56.8688 0.9999 0.3861 0.0035 

Image 6 0.1017 58.0587 0.9997 0.2612 0.0029 

Image 7 0.1350 56.8263 0.9998 0.2718 0.0034 

TABLE V.  PSNR VALUES UNDER DIFFERENT ATTACKS IN THE FIRST 

APPROACH 

Attack type MSE PSNR (db) 

Non attacked image 0 Infinite 

Salt and pepper noise (0.001) 11.2154 37.6326 

Salt and pepper noise (0.01) 115.8620 27.4914 

Salt and pepper noise (0.1) 1183.3 17.3999 

Speckle noise (0.001) 2.1763 44.7536 

Speckle noise (0.01) 19.9383 35.1339 

Speckle noise (0.1) 180.5496 25.5648 

Average Filter 3×3 2166.9 14.7725 

Motion (10,45) 2223.5 14.6603 

Rotation ( 25   ) 3777.7 12.3585 

Rotation ( 45   ) 3776 12.3605 

Bluring 2518.6 14.1192 

TABLE VI.  PSNR VALUES UNDER DIFFERENT ATTACKS IN THE SECOND 

APPROACH 

Attack type MSE PSNR (db) 

Non attacked image 0.0940 58.3988 

Salt and pepper noise (0.001) 11.3072 37.5973 

Salt and pepper noise (0.01) 114.0611 27.5594 

Salt and pepper noise (0.1) 1183.4 17.3994 

Speckle noise (0.001) 2.2749 44.5612 

Speckle noise (0.01) 20.1879 35.0799 

Speckle noise (0.1) 180.7737 25.5595 

Average Filter 3×3 2167 14.7722 

Motion (10,45) 2223.7 14.6601 

Rotation ( 25   ) 3777.1 12.3593 

Rotation ( 45   ) 3775.3 12.3613 

Bluring 2518.7 14.1191 

TABLE VII.  BER RESULTS FOR THE EPR DATA UNDER DIFFERENT 

ATTACKS IN THE FIRST APPROACH 

Attack type BER 

Non attacked image 0 

Salt and pepper noise (0.001) 0 

Salt and pepper noise (0.01) 0.2809 

Salt and pepper noise (0.1) 5.1966 

Speckle noise (0.001) 53.6517 

Speckle noise (0.01) 53.3708 

Speckle noise (0.1) 51.6854 

Average Filter 3×3 48.4551 

Motion (10,45) 53.6517 

Rotation ( 25   ) 50.5618 

Rotation ( 45   ) 49.6489 

Bluring 49.7893 

TABLE VIII.  BER RESULTS FOR THE EPR DATA UNDER DIFFERENT 

ATTACKS IN THE SECOND APPROACH 

Attack type BER 

Non attacked image 0 

Salt and pepper noise (0.001) 0 

Salt and pepper noise (0.01) 1.3343 

Salt and pepper noise (0.1) 8.3567 

Speckle noise (0.001) 45.1545 

Speckle noise (0.01) 48.5253 

Speckle noise (0.1) 48.8764 

Average Filter 3×3 48.7360 

Motion (10,45) 47.5421 

Rotation ( 25   ) 48.8062 

Rotation ( 45   ) 49.4382 

Bluring 48.7360 

CONCLUSION 

The presented paper introduces two approaches with aim of 
providing the mean of the trust management between the 
parties of the cloud computing environment that considered as 
unsecure environment to deal with. Both approaches provide 
three levels of authentication that are from the owner to the 
destination of the data. The second one is between the owner of 
the data and the cloud service provider. The third level is from 
the destination of the data to its owner. The first approach 
exploits the advantage of the spatial embedding techniques that 
considered fast and require less processing time. This approach 
uses dynamic embedding algorithm to increase the visibility of 
the shared images. The second approaches implements discrete 
cosine transform along with the dynamic embedding algorithm 
to get the advantage of the DCT in providing more robustness 
against attacks while preserving the fastness and the highest 
visibility results obtained from dealing with dynamic 
embedding algorithm. The future work has an aim of 
implementing the hybrid model using other transform domain 
embedding techniques and evaluates the results in order to 
maximize the robustness against the attacking attempts. Also it 
has an aim of applying the proposed approaches in other sorts 
of medical data and test the consequent performance. 
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