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Abstract—Edges characterize object boundaries in image and 

are therefore useful for segmentation, registration, feature 

extraction, and identification of objects in a scene. Edges 

detection is used to classify, interpret and analyze the digital 

images in a various fields of applications such as robots, the 

sensitive applications in military, optical character recognition, 

infrared gait recognition, automatic target recognition, detection 

of video changes, real-time video surveillance, medical images, 

and scientific research images. There are different methods of 

edges detection in digital image. Each one of these methods is 

suited to a particular type of images.  But most of these methods 

have some defects in the resulting quality. Decreasing of 

computation time is needed in most applications related to life 

time, especially with large size of images, which require more 

time for processing. Threshold is one of the powerful methods 

used for edge detection of image.  In this paper, We propose a 

new method based on different Multi-Threshold values using 

Shannon entropy to solve the problem of the traditional methods. 

It is minimize the computation time. In addition to the high 

quality of output of edge image. Another benefit comes from easy 
implementation of this method. 

Keywords—image processing; multi-threshold; edges detection; 

clustering 

I. INTRODUCTION  

In many applications of image processing, the gray levels 
of pixels belonging to the object are quite different from the 
gray levels of the pixels belonging to the background. 
Thresholding becomes then a simple but effective tool in edge 
detection to separate objects from the background. Edge 
detection using thresholding is significant importance in many 
research areas[1,2]. Since, the edge is a prominent feature of an 
image; it is the front-end processing stage in object recognition 
and image understanding system. The detection results benefit 
applications such as automatic target recognition [3], medical 
image applications [4], and detection of video changes [5]. 

Edge detection can be defined as the boundary between two 
regions separated by two relatively distinct gray level 
properties[6]. The causes of the region dissimilarity may be due 
to some factors such as the geometry of the scene, the radio 
metric characteristics of the surface, the illumination and so on 
[7]. An effective edge detector reduces a large amount of data 
but still keeps most of the important feature of the image. Edge 
detection refers to the process of locating sharp discontinuities 
in an image. These discontinuities originate from different 
scene features such as discontinuities in depth, discontinuities 

in surface orientation, and changes in material properties and 
variations in scene illumination [8,9].   

Most of the classical methods for edge detection based on 
the derivative of the pixels of the original image are Gradient 
operators, Laplacien and Laplacien of Gaussian (LOG) 
operators [7]. Many operators have been introduced in the 
literature, for example Roberts, Sobel and Prewitt [10-14]. 
Edges are mostly detected using either the first derivatives, 
called gradient, or the second derivatives, called Laplacien. 
Laplacien is more sensitive to noise since it uses more 
information because of the nature of the second derivatives. 

Gradient based edge detection methods, such as Roberts, 
Sobel and Prewitts, have used two linear filters to process 
vertical edges and horizontal edges separately to approximate 
first-order derivative of pixel values of the image. Marr and 
Hildreth achieved this by using the Laplacien of a Gaussian 
(LOG) function as a filter [15]. The paper [9] used 2-D gamma 
distribution, the experiment showed that the proposed method 
obtained very good results but with a big time complexity due 
to the big number of constructed masks. To solve these 
problems, the study proposed a novel approach based on 
information theory, which is entropy-based thresholding.  The 
proposed method is decrease the computation time. The results 
were very good compared with the well-known Sobel gradient 
[16] and Canny [17] gradient results. 

The outline of the paper is as follows. In section 2, we have  
presented the classical edge detection methods that related to 
the paper.  Image thresholding based on Shannon entropy is 
presented in section 3.  Section 4, describes the proposed 
algorithm of edge detection. In section 5,we have  presented the 
effectiveness of proposed algorithm in the case of real-world 
and synthetic images, is also, we compare the results of the 
algorithm against several leading edge detection methods. 
Conclusion and feature work are presented in Section 6. 

II. CLASSICAL EDGE DETECTION METHODS 

Five most frequently used edge detection methods are used 
for comparison. These are: Gradient operators (Roberts, 
Prewitt, Sobel), Laplacian of Gaussian (LoG or Marr-Hildreth) 
and Gradient of Gaussian (Canny) edge detections [17, 18]. 
People which would like to read about this subject are referred 
to [19,20,21] evaluation studies of edge detection algorithms 
according to different criteria. The details of methods as 
follows: 
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A. Roberts edge detector:  

It was one of the first edge detectors and was initially 
proposed by Lawrence Roberts in 1963. It performs a simple, 
quick to compute, 2-D spatial gradient measurement on an 
image. It thus highlights regions of high spatial frequency 
which often correspond to edges [18]. The input to the operator 
is a grayscale image the same as to the output is the most 
common usage for this technique. Pixel values in every point in 
the output represent the estimated complete magnitude of the 
spatial gradient of the input image at that point, as shown in 
Figure 1.  

1 0  0 -1 

0 -1  1 0 

Gx  Gy 

Fig. 1. Roberts gradient estimation operator. 

B.  Prewitt edge detector:  

It based on the idea of central difference. It measures two 
components. The Prewitt edge detector is an appropriate way to 
estimate the magnitude and orientation of an edge. Although 
differential gradient edge detection needs a rather time 
consuming calculation to estimate the orientation from the 
magnitudes in the x and y-directions, the compass edge 
detection obtains the orientation directly from the kernel with 
the maximum response. The operator is limited to 8 possible 
orientations, however experience shows that most direct 
orientation estimates are not much more accurate. This gradient 
based edge detector is estimated in the 3×3 neighbourhood for 
eight directions as shown in Figure 2. All the eight convolution 
masks are calculated. One convolution mask is then selected, 
namely that with the largest module [18].  

-1 +1 +1 

 

+1 +1 +1 

-1 -2 +1 -1 -2 +1 

-1 +1 +1 -1 -1 +1 

0°  45° 

Fig. 2. Prewitt gradient estimation operator. 

C.  Sobel edge detector:  

The Sobel operators are named after Erwin Sobel. The 
Sobel operator relies on central difference, but gives greater 
weight to the central pixels when averaging. The Sobel 
operator can be thought of as 3×3  approximations to first 
derivative of Gaussian kernels. Sobel operators which are 
shown in the masks below (rotated by 90°):[18]. 
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Fig. 3. Sobel gradient estimation operator. 

D. Laplacian of Gaussian Edge detection (LOG) 

This LOG operator smoothes the image through 
convolution with Gaussian-shaped kernel followed by applying 
the Laplacian operator. Laplacian of Gaussian edge detection 
mask is: 

0 -1 0 
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Fig. 4.  LOG gradient estimation operator. 

E. Canny edge detector:  

The Canny edge detector is an edge detection operator that 
uses a multi-stage algorithm to detect a wide range of edges in 
images. It was developed by John F. Canny in 1986. Canny's 
aim was to discover the optimal edge detection algorithm. In 
this situation, an "optimal" edge detector means: 

 Good detection – the algorithm should mark as many 
real edges in the image as possible. 

 Good localization – edges marked should be as close as 
possible to the edge in the real image. 

 Minimal response – a given edge in the image should 
only be marked once, and where possible, image noise 
should not create false edges. 

The method can be summarized below:[22] 

1) The image is smoothed using a Gaussian filter with a 

specified standard deviation, to reduce noise. 

2) The local gradient and edge direction are computed at 

each point using different operator. 

3) Apply non-maximal or critical suppression to the 

gradient magnitude. 

4) Apply threshold to the non-maximal suppression image. 

III. SHANNON ENTROPY AND IMAGE THRESHOLDING 

Entropy is a concept in information theory. It is used to 
measure the amount of information [23]. It is defined in terms 
of the probabilistic behavior of a source of information. In 
accordance with this definition, a random event E that occurs 
with probability P(E) : 

))(())(/1()( EPlogEPlogEI   (1) 

The amount I(E) is called information content of E. The 
amount of self information of the event is inversely related to 
its probability. If P(E)=1, then I(E) = 0 and no information is 
attributed to it. In this case, uncertainty associated with the 
event is zero. Thus, if the event always occurs, then no 
information would be transferred by communicating that the 
event has occurred. If P(E) = 0.8, then some information would 
be transferred by communicating that the event has occurred. 
The base of the logarithm determines the unit which is used to 
measure the information.  
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If the base of the logarithm is 2, then unit of information is 
bit. If P(E)= ½, then I(E)= -log

2
(½) = 1 bit. That is, 1 bit is the 

amount of information conveyed when one of two possible 
equally likely events occurs. An example of such a situation is 
flipping a coin and communicating the result (Head or Tail) 
[24, 25] 

The basic concept of entropy in information theory has to 
do with how much randomness is in a signal or in a random 
event. An alternative way to look at this is to talk about how 
much information is carried by the signal. Entropy is a measure 
of randomness. Consider a probabilistic experiment in which 
the output of a discrete source is observed during every unit of 
time (signaling interval). The source output is modeled as a 
discrete random variable Z. Z is referred as a set of source 
symbols [26]. The set Z of source symbols is referred to as the 
source alphabet,  Z= {z1, z2, z3, ..., zk }.   

The source symbol probabilities is P= {p1, p2, p3, ..., pk }.  
This set of probabilities must satisfy the condition sum(pi)=1,  0 
≤ pi ≤ 1. The average information per source output, denoted 
S(Z) [26], Shannon entropy may be described as: 





k

i

ii plogpZS
1

)()(  (2) 

k is the total number of symbols. If we consider that a 
system can be decomposed in two statistical independent 
subsystems A and B, the Shannon entropy has the extensive 
property (additivity): 

)()()( BSASBAS 
 (3) 

this formalism has been shown to be restricted to the 
Boltzmann-Gibbs-Shannon (BGS) statistics.  

Let f(x, y) be the gray value of the pixel located at the point 

(x, y). In a digital image  ,,...,,|),( { Mxyxf  

 Ny ,...,, of size M×N, let the histogram be h(a) for 

 255,...,,,0a  with f as the amplitude (brightness) of 

the image at the real coordinate position (x, y). For the sake of 
convenience, we denote the set of all gray levels 

 255,...,,,0 as G. Global threshold selection methods 

usually use the gray level histogram of the image. The optimal 
threshold t* is determined by optimizing a suitable criterion 
function obtained from the gray level distribution of the image 
and some other features of the image. 

Let t be a threshold value and B = {b0, b1} be a pair of 

binary gray levels with  . } ,{ 10 Gbb Typically b0 and b1 are 

taken to be 0 and 1, respectively. The result of thresholding an 
image function f(x, y) at gray level t is a binary function ft(x, y) 

such that 
0),( byxf t   if tyxf t ),(  otherwise, 

1),( byxf t  . 

In general, a thresholding method determines the value t* of t 
based on a certain criterion function. If t* is determined solely 
from the gray level of each pixel, the thresholding method is 
point dependent [24, 25]. 

Let pi = p1, p2. . . pk be the probability distribution for an 
image with k gray-levels. From this distribution, we derive two 
probability distributions, one for the object (class A) and the 
other for the background (class B), given by: 
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The Shannon entropy for each distribution is defined as: 
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(6) 

We try to maximize the information measure between the 
two classes (object and background). When S(t) is maximized, 
the luminance level t that maximizes the function is considered 
to be the optimum threshold value . 

)].()([max* tStSArgt BA

Gt




 (7) 

In the proposed scheme, first create a binary image by 
choosing a suitable threshold value using Shannon entropy. The 

Threshold procedure find the suitable threshold value 
*t  for 

grayscale image f . It can now be described as follows: 

 

Procedure Threshold, 

Input: A grayscale image  f  of size  m × n with histogram H. 

Output:  
*t  of  f . 

Begin 

Step 1:  Let f(x, y) be the original gray value of the pixel at 
the point (x, y), x=1..m,  y=1..n . 

Step 2: Calculate the probability distribution 0≤ pi ≤ 255 . 

Step 3:  For all t{0,1,…,255},  

i. Calculate 
Ap , 

Bp , 
AP , and 

BP , using Eq.s (4 and 5).  

ii. Find optimum threshold value *t , where 

)].()([max* tStSArgt BA

Gt




 

End. 
 

IV. THE PROPOSED MULTI-THRESHOLD ALGORITHM 

This section presents the concept of object connectivity.  It 
introduces a technique of edge detection based on entropy and 
geometric properties of the object. Geometric properties such 
as connectivity, projection, area, and perimeter are important 
components in binary image processing. An object in a binary 
image is a connected set of pixels.  In what follows, we present 
some definitions related to connectivity of pixels in a binary 
image [25]. 
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Connected Pixels: A pixel f0 at (i0,j0) is connected to 
another pixel fn, at (in ,jn) if and only if there exists a path from 
f0 to fn, which is a sequence of points (i0,j0), (i1,j1),…, (in ,jn), 
such that the pixel at (ik ,jk) is a neighbor of the pixel at (ik+1 
,jk+1) and fk = fk+1 for all, 0< k < n -1. 

4-connected: When a pixel at location (i, j) has four 
immediate neighbors at (i +1, j), (i-1, j), (i, j+l), and (i, j-1), or 
four immediate neighbors at (i +1, j+1), (i-1, j+1), (i+1, j-
1),and (i-1, j-1) they are known as,4-connected. Two four 
connected pixels share a common boundary as shown in Figure 
(5-a,5-b). 

8-connected: When the pixel a t location (i, j) has. in 
addition to above two types of  four immediate neighbors, 
together,  they are known as 8-connected. Thus two pixels are 
eight neighbors if they share a common corner. This is shown 
in Figure (5-c). 

Connected component: A set of connected pixels (4 or 8 
connected) forms a connected component. Such a connected 
component represents an object in a scene as shown in Figure  
(5-d). 

 

Fig. 5. (a) 4-connected, (b) Diagonal 4-connected, (c) 8-connected, and (d) 

Connected component. 

In order to obtain edge detection, we find classification of 
all pixels that satisfy the criterion of homogeneousness, and 
detection of all pixels on the borders between different 
homogeneous areas. In the proposed scheme, first create a 
binary image by create a threshold value using Shannon 
entropy, using of the Threshold procedure. Region labeling in 
this system is done using 4-neighbor or 8-neighbor 
connectivity. A common alternative would be to use 4-
neighbor connectivity instead (Figure 5). 

The Edge Detection Procedure can be described as follows 
(using the 4-connected or diagonal 4-connected): 

 
Procedure Edge Detection; 

Input: A grayscale image f of size m×n and  
*t . 

Output: The edge detection image g of f. 

Begin 

Step 1: Create a binary image: For all x, y,  If
*),( tyxf   

then  0),( yxA  Else 1),( yxA . 

Step 2: Initialization of the output edge image of size m×n, 
g(x, y) = 0 and for all x and y. 

Step 3: Checking for edge pixels: 

      For all 1< j< m, and 1< i< n do 

  
1,,1,,1   ijijijij AAAA ,

ijijijij AAAA ,1,,1,2   , 

  
1,1,1,1,1   ijijijij AAAA ,  

1,1,1,1,2   ijijijij AAAA , 

   If  021    or   021   then 1, ijg . 

  End For 

End Procedure. 

 

 
(a) single threshold  value . 

 
(b) Multi-threshold  values . 

Fig. 6. Histogram of test image and its multi-thresholds (t1,  t2 and t3). 
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The proposed Multi-Threshold Algorithm consists of the 
following steps: 

 
 Algorithm Multi-Threshold; 

1) Find the threshold value (t1) using Threshold procedure 

based on Shannon entropy.  

2) The histogram H of image with pixel values 

(0,1,2,…,255)  is split by t1 into two parts, H1 pixel values 

(0,1,2,…, t1) and H2 with (t1+1,…,255). See Figure 6-a. 

3) Apply  Threshold  procedure with H1 to find the 

threshold values (t2) . then apply it with H2 to find the 

threshold values (t3). See Figure 6-b. 

4) Create binary matrix A, using the three threshold 

values t1,  t2 and t3 according to the condition, For all 1< j< m, 

and 1< i< n do: IF ((f(i,j)>= t2) and (f(i,j)< t1)) or f(i,j)>= t3)  

Then A(i,j)=1 else A(i,j) = 0. 

5) Applying EdgeDetection procedure with A matrix to 

obtain the edge detection image g.  
End Algorithm. 

 

V. EXPERIMENTAL RESULTS AND DISCUSSION 

In order to test the method proposed in this paper and 
compare with the other edge detectors, common gray level test 

images with different resolutions and sizes are detected by the 
proposed method, Gradient of Gaussian (Canny),  Laplacian of 
Gaussian (LoG or Marr-Hildreth), Prewitt, Roberts and Sobel 
methods respectively.  

The performance of the proposed scheme is evaluated 
through the simulation results using MATLAB. Prior to the 
application of this algorithm, no pre-processing was done on 
the tested images. 

As the algorithm has two main phases – global and local 
enhancement phase of the threshold values and detection phase, 
we present the results of implementation on these images 
separately. Here, we have used in addition to the original gray 
level function f(x, y), a function g(x, y) that is the average gray 
level value in a 3×3 neighborhood around the pixel (x, y).  

Though the performance of the proposed entropic edge 
detector excels as a shape and detail detector, it is fraught with 
some drawbacks. It fails to provide all thinned edges. The weak 
edges are not eliminated but for some applications, these may 
be required.  

This detector has another distinctive feature, i.e. it retains 
the texture of the original image. This feature can be utilized 
for the identification of fingerprints, where the ridges may have 
different intensities. We are experimenting on several images 
to come up with a useful selection guideline. 

 

Fig. 7. CPU time with 256×256 pixel test images or less 
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Fig. 8. CPU time with 512×512 pixel test images 

 

Fig. 9. CPU time with 1024×1024 pixel test images 

We run the previous methods and the proposed algorithm 
10 times for each image with different sizes. As shown in 
Figures 7-10, the charts of the test images and the average of 
run time for the classical methods and proposed scheme. It has 
been observed that the proposed edge detector works 
effectively for different gray scale digital images as compare to 
the run time of Canny and LOG methods.  

Image quality is a characteristic of an image that measures 
the perceived image degradation (typically, compared to an 
ideal or perfect image). Two parameters are there:   

First, MSE, it is defined as the squared difference between the 
original image and estimated image. 

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

db
2_

ex
_b

x-
ra

yH
an

d

_p
et

er
fly

2_
1_

02

ba
bo

n

B
ac

te
ria

's
2

gi
rl4

2_
1_

06

db
1_

ex
_a

2_
1_

11

G
ra

m
-n

eg
B

ac
te

ria
l

LC
or

on
ar

yA
rt

er
ia

l

5_
2_

08

2_
1_

12

M
yc

ob
ac

te
ria

l C
el

l

2_
1_

10

le
na

2_
1_

07

te
st

4

7_
1_

01

te
xm

os

m
oo

n

ha
nd

2

_N
eu

ro
n0

3

ho
us

e2

Proposed Alg.

canny

log

prewitt

roberts

sobel

Average time/sec

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

2
_
2
_
0
3

2
_
2
_
1
7

2
_
2
_
0
4

2
_
2
_
1
4

5
_
3
_
0
1

2
_
2
_
1
2

2
_
2
_
2
2

2
_
2
_
1
6

2
_
2
_
1
9

2
_
2
_
2
1

2
_
2
_
2
0

2
_
2
_
2
4

2
_
2
_
2
3

2
_
2
_
11

Proposed Alg.

canny

log

prewitt

roberts

sobel

Average time/sec



(IJACSA) International Journal of Advanced Computer Science and Applications, 
Vol. 5, No. 2, 2014 

96 | P a g e  
www.ijacsa.thesai.org 

 
2

1

ˆ1
MSE 




N

i

XX
N

 

where X  = original value, X̂ = stego value and N = number 
of samples. 

Second, PSNR, Peak Signal-to-Noise Ratio, often 
abbreviated PSNR, is an engineering term for the ratio between 
the maximum possible power of a signal and the power of 
corrupting noise that affects the fidelity of its representation 
[26]. Because many signals have a very wide dynamic range, 
PSNR is usually expressed in terms of the logarithmic decibel 
scale. 

 

Fig. 10. The average of run time of proposed method ,Canny, log, Prewitt, 

Roberts and Sobel with different size test images 

TABLE I.  AVERAGE MSE AND PSNR VALUES OF DIFFERENT EDGE 

DETECTION  METHODS ON TESTED IMAGES 

Method 
Proposed 

Alg. 
Canny LOG Prewitt Roberts Sobel 

MSE 0.0238 0.0200 0.1975 0.3086 0.3244 0.0278 

PSNR 64.3448 68.1308 55.1745 53.2363 58.1951 63.6938 

 

PSNR is most easily defined via the mean squared error (MSE): 

MSE

L

MSE

L
10

2

10 log20)(log10PSNR   

where L= maximum value, MSE = Mean Square Error. See the 
Table 1. 

Some selected results of edge detections for these test 
images using the classical methods and proposed scheme are 
shown in Figures 11-20.  

From the results; it has again been observed that the 
proposed method works well as compare to the previous 
methods, LOG, Prewitt, Roberts and Sobel (with default 
parameters in MATLAB). 

  

 Original image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=( 149, 97, 191) 

Fig. 11. Animal Port folio  Image 

 

  

 Original image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=( 171, 60, 220) 

Fig. 12. Bacteria-Pili Image 
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 Original image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=( 114, 60, 175) 

Fig. 13. Boat Image 

 

   

 Original Image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=( 67, 30, 133) 

Fig. 14. Backbone Image 

 

  

 Original Image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=( 115, 54, 175) 

Fig. 15. Gram-negative Bacterial Image 

 

  

 Original Image  log 

  
Roberts Sobel 

  

Prewitt Proposed Alg. T=(155, 91, 214) 

Fig. 16. Zebra Image 
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Prewitt Proposed Alg. T=( 103, 38, 180) 

Fig. 17. Rose Image 
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Prewitt Proposed Alg. T=( 97, 49, 173) 

Fig. 18. Girl Image 
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Prewitt Proposed Alg. T=(110, 42, 174) 

Fig. 19. tire Image 
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Prewitt Proposed Alg. T=(180, 112, 213) 

Fig. 20. things Image 
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VI. CONCLUSION AND FEATURE WORK 

This paper shows the new algorithm based on the Shannon 
entropy for edge detection using histogram of the image. The 
objective is to find the best edge representation and minimize 
the computation time. A set of experiments in the domain of 
edge detection are presented. An edge detection performance is 
compared to the previous classic methods, such as, LOG, 
Prewitt, Roberts and Sobel.  Analysis show that the effect of 
the proposed method is better than those methods in execution 
time, also is considered as easy implementation. The 
significance of this study lies in decreasing the computation 
time with generate suitable quality of edge detection. In this 
way entropic edge detector presented in this paper uses 
Shannon entropy with multi threshold values. It is already 
pointed out in the introduction that the traditional methods 
give rise to the exponential increment of computational time. 

Experiment results have demonstrated that the proposed 
scheme for edge detection can be used for different gray 
level digital images. Another benefit comes from easy 
implementation of this method. An important future 
investigation will be the study of edge detection in the case 
of automatic target recognition, medical image applications and 
detection of video changes. 

REFERENCES 

[1]  Mohamed A. El-Sayed , “Study of Edge Detection Based On 2D 
Entropy”, International Journal of Computer Science Issues (IJCSI) 

ISSN : 1694-0814 , Vol. 10, Issue 3, No 1, pp. 1-8, 2013. 

[2]  Mohamed A. El-Sayed , S. F.Bahgat , and S. Abdel-Khalek “Novel 
Approach of Edges Detection for Digital Images Based On Hybrid 

Types of Entropy”, International Applied Mathematics & Information 
Sciences, Vol. 7, No. 5,  pp.1809-1817, 2013. 

[3]  G.C. Anagnostopoulos,  SVM-based target recognition from synthetic 

aperture radar images using target region outline descriptors. Nonlinear 
Anal.-Theor. Meth. App. 71, 12, e2934–e2939, 2009. 

[4]  M.T. Doelken, H. Stefan, E. Pauli, A. Stadlbauer, T. Struffert, T. 

Engelhorn, G. Richter, O. Ganslandt, A. Doerfler, T. Hammen, 1H-MRS 
profile in MRI positive- versus MRI negative patients with temporal 

lobe epilepsy. Seizure 17, 6, 490–497, 2008. 

[5]  Y.-T. Hsiao, C.-L. Chuang, Y.-L. Lu, J.-A. Jiang, Robust multiple 
objects tracking using image segmentation and trajectory estimation 

scheme in video frames. Image Vision Comput. 24,10, 1123–1136, 
2006. 

[6]  S. Kresic-Juric, , D. Madej and S. Fadil.  Applications of Hidden 
Markov Models in Bar Code Decoding. Intl. J. Patt. Recog.  letters, 27, 

1665-1672, 2006. 

[7]  G. Markus, , Essam A. EI-Kwae and R.K. Mansur. Edge detection in 
medical images using a genetic algorithm. IEEE Trans. on Medical 

Imaging, 17, 469-474, 1998. 

[8]  M. Wang and Y. Shuyuan, "A Hybrid Genetic Algorithm Based Edge 

Detection Method for SAR Image", In: IEEE Proceedings of the Radar 
Conference’05, pp. 1503-506, May 9-12, 2005.  

[9]  A. El-Zaart, "A Novel Method for Edge Detection Using 2 Dimensional 
Gamma Distribution", J. of Comput. Sc. 6, 2, pp. 199-204, 2010 . 

[10]  V. Aurich, and J. Weule, "Nonlinear Gaussian filters performing edge 

preserving diffusion. ",  Proceeding of the 17th Deutsche 
Arbeitsgemeinschaft für Mustererkennung (DAGM) Symposium, Sept. 

13-15, Bielefeld, Germany, Springer-Verlag, pp. 538-545, 1995.  

[11]  M. Basu, "A Gaussian derivative model for edge enhancement.",  Patt. 
Recog., 27:1451-1461, 1994. 

[12]  G. Deng, and L.W. Cahill, "An adaptive Gaussian filter for noise 

reduction and edge detection.", Proceeding of the IEEE Nuclear Science 
Symposium and Medical Imaging Conference, Oct. 31-Nov. 6, IEEE 

Xplore Press, San Francisco, CA., USA, pp. 1615-1619, 1993. 

[13]  C. Kang, and W. Wang, "A novel edge detection method based on the 
maximizing objective function.",  Patt. Recog., 40, pp. 609-618, 2007. 

[14]  Q. Zhu, "Efficient evaluations of edge connectivity and width 

uniformity.", Image Vis. Comput., 14, pp.21-34,1996. 

[15]  B. Mitra,  "Gaussian Based Edge Detection Methods- A Survey ". IEEE 

Trans. on Systems, Manand Cybernetics , 32,  pp. 252-260, 2002. 

[16]  R. C. Gonzalez, and R.E. Woods, "Digital Image Processing.",  3rd Edn., 
Prentice Hall, New Jersey, USA. ISBN: 9780131687288, pp. 954, 2008. 

[17]  J.F. Canny, "A computational approach to edge detection", IEEE 

Transactions on Pattern Analysis and Machine Intelligence (IEEE 
TPAMI), Vol. 8(6), pp. 769-798, 1986. 

[18]  N. Senthilkumaran and R. Rajesh, “Edge Detection Techniques for 

Image Segmentation - A Survey”, Proceedings of the International 
Conference on Managing Next Generation Software Applications 

(MNGSA-08), 2008, pp.749-760. 

[19]  Bowyer K.W., Kranenburg C., Dougherty S. "Edge Detector Evaluation 
Using Empirical ROC Curves" IEEE Conference on Computer Vision 

and Pattern Recognition (CVPR), pp. 354-359, 1999. 

[20]  Heath M., Sarkar S., Sanocki T., Bowyer K.W. "A Robust Visual 
Method for Assessing the Relative Performance of Edge Detection 

Algorithms", IEEE Transactions on Pattern Analysis and Machine 
Intelligence (TPAMI), Vol.19(12), pp.1338-1359, 1997. 

[21]  M. Shin, D. Goldgof, K.W. Bowyer, "An Objective Comparison 
Methodology of Edge Detection Algorithms for Structure from Motion 

Task", IEEE Conference on Computer Vision and Pattern Recognition 
(CVPR), pp. 190-195, 1998. 

[22]  R. Deriche, " Using canny's criteria to derive a recursively implemented 

optimal edge detector", International Journal of Computer Vision 
(IJCV), Vol. 1(2), pp. 167-187, 1987. 

[23]  C.E. Shannon, A mathematical theory of  communication. Int. J. Bell. 

Syst. Technical, 27, 379-423, 1948. 

[24]  B. Singh and A. P. Singh, " Edge Detection in Gray Level Images Based 
on the Shannon Entropy",  J. Comput. Sci.,  4 , 3, 186-191, 2008. 

[25]  Mohamed A. El-Sayed, Edges Detection Based On Renyi Entropy With 

Split/Merge. Computer Engineering And Intelligent Systems (CEIS) 
ISSN: 2222-2863. Vol. 3, No. 9, pp. 32-41 ,2012. 

[26]  S Jayaraman, S Esakkirajan and T Veerakumar, “Digital Image 

Processing,” Tata McGraw Hill Education ptd. Ltd, New Delhi, 7th ed., 
2012, pp.368-393. 

 

http://cit.tu.edu.sa/web/ccs/?q=node/56&guid=142
http://www.iiste.org/

