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Abstract—All over the process of treating data on HPC 

Systems, parallel file systems play a significant role. With more 

and more applications, the need for high performance Input-

Output is rising. Different possibilities exist: General Parallel 

File System, cluster file systems and virtual parallel file system 

(PVFS) are the most important ones. However, these parallel file 

systems use pattern and model access less effective such as 

POSIX semantics (A family of technical standards emerged from 

a project to standardize programming interfaces software 

designed to operate on variant UNIX operating system.), which 

forces the MPI-IO implementations to use inefficient techniques 

based on locks. To avoid this synchronization in these techniques, 

we ensure that the use of a versioning-based file system is much 

more effective. 
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I. INTRODUCTION 

Industrial research and development on parallel file systems 
that can provide outstanding performance is prompted by the 
need to treat raising volume of data in technological and 
business applications that usually require high Input/output 
throughput [1]. Among these, we can cite Physical Simulation, 
processing a big volume of data sets to extract knowledge and 
business email services. In this article, we will present two 
important parallel file systems while addressing their major 
limitations and propose a new File System based on versioning 
and inspired from PVFS and Lustre File systems. Our choice of 
these parallel file systems is mainly due to their extensive use. 
Although both systems have many differences in their design 

such as Locking, Semantics, Caching and Striping Pattern, they 
have the same fundamentals of Striping Width and metadata 
management. The main purpose of this document is to 
emphasize the strengths of the two systems and present a 
prototype of a new file system based on the BlobSeer storage 
system that provides high Input/output throughput while 
ensuring simultaneous access data for distributed file systems. 

II. MAIN PROBLEM AND APPROACH 

HPC is traditionally defined by parallel scientific 
applications that are becoming more and more intensive on 
data and whose I/O (input-output) performances become 
quickly a problem, causing a bottleneck that has a negative 
impact on the overall application performance [2]. 

It has been found that most software components of parallel 
computing systems are in place such as operating systems, 
local storage systems, and message passing systems. However, 
one area is devoid of components to the production level for 
clusters, it is the one of systems parallel I/O [3]. 

The HPC system architecture is divided into several 
support layers (Figure 1) that provide much functionality: 

- Abstractions to data structure, cell (eg netCDF parallel, 
Adios) 

- Manage the organization of the data access 

- Sustain a logical space (eg Lustre and PVFS); it manages 
the storage hardware and provides a single view, while 
focusing on simultaneous and independent access. 

 

 

Fig. 1. High Performance Computing Architecture 
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A. PVFS and LUSTRE 

PVFS is a scalable high performance parallel file system 
for HPC systems. Distributing data through several nodes 
named Input/Output nodes is the main method used to offer a 
high access to data kept in the file system by numerous users. 
The expansion of data that way enable applications to use 
many directions to access data and thus eliminate bottlenecks 
while the total throughput is also improved [4]. Although the 
traditional mechanism of access to the file is convenient and 
allows all applications to access stored files on many different 
types of file systems, there is an overload in access through the 
core [5]. 

B. LUSTRE 

Lustre is an open source project (GPL) distributed file 
system based on objects. Its name is the mixture of the words 
"Linux" and "cluster". The system architecture consists of 
metadata server (MDS), the target object storage servers (OST) 
and customers. The metadata servers maintain data about all 
files in Lustre [6]. 

In fact, to guarantee the atomicity of access to non-
contiguous and overlapping areas, parallel file systems use 
access patterns less powerful and less effective such as POSIX 
semantics that forces MPI-IO Implementations (Message 
Passing Interface) to use inefficient techniques based on locks 
[7]. To avoid this synchronization in these techniques, we 
ensure that the use of a versioning-based file system is much 
more effective. Our prototype will be greatly inspired from 
PVFS and Lustre and It will be mainly an evolution of PVFS, it 
will re-take the same principles of operation (cell, volume, 
persistent caching, replication,). Its first goal is to provide high 
Input/output throughput while providing simultaneous data 
access. 

C. Blobseer Architecture 

BlobSeer is a large-range distributed storage service that 
meets the advanced management data from a large mass of 
data requirements [8]. It is based on the use of versions to 
manipulate simultaneously a large binary objects (BLOBs) in 
order to effectively exploit parallelism in data and sustain a 
high throughput despite the massively data access parallel [9] . 

The client controlled and handled the Versioning in the 
system where Each BLOB (Binary large object) has its own 
unique key. When writing or adding, the data to be written is 
divided into a number of small pieces and are written in the 
data providers listed by the provider vendor manager [10]. 
New versions are then produced in each write or append, 
however storage space is conserved because what is kept is just 
the dissimilar patch. During a read operation, the latest version 
number is first obtained from the manager version. All pieces 
that match this version are identified by the client and then 
perform parallel read operation [11]. BSFS does not have 
master-slave architecture and thus released from the single 
point of failure. The biggest benefit is that metadata are highly 
distributed between metadata providers. So there is no fear of 
point failures that will stop the availability of metadata and 
slow down all operations that depend on it. Another feature 
that adds to the attraction of this architecture is the versioning 
technique. Indeed, the amount of treatments accomplished in 

the parallel file system is optimized because the concurrency 
control algorithm [12]. 

D. Approach: 

The principal point where Lustre and PVFS have 
differences is in the method they use to split the metadata. In 
fact the metadata management is an important element in 
offering scalability and performance, and in this context PVFS 
does not give any assurance that quality will be fulfilled since 
all the tasks related to that are distributed across the servers’ 
without taking in consideration that factor. Whereas on the 
other side, Lustre reach an elevated availability but it does not 
enhance performance. To attain this, two servers are used in a 
consolidation plan. 

When concurrent requests occurred, constancy and stability 
are provided by Lustre, whereas PVFS does not bear that 
implementation plan, this possible only if we have non 
overlapping areas to access. PVFS does not provide POSIX 
semantics [14]. The atomicity of writes is guaranteed in non-
overlapping areas and even in non-overlapping, non-
contiguous regions. It does not implement a lock infrastructure 
[15]. 

The atomic mode ensures that data written to a process is 
immediately visible to another process (like POSIX semantics 
by default). ROMIO currently uses file locking to implement 
the functionality of the atomic mode MPI-IO [16]. Locks in 
PVFS are not supported and therefore the atomic mode is not 
supported too [17, 18, 19]. 

The implementation of PVFS does not include all the 
features of MPI-IO specification. Eventually we reached a 
point where it was obvious to us that a new design is required. 
Our conception embodies the principles of MPI-IO 
components missing for PVFS that we consider key to an 
efficient, robust and high performance parallel file system. 

The efficient design oriented version of BlobSeer enables a 
lock-free data access, and thus promotes scalability under high 
concurrency. A high I/O debit data is offered by Blobseer 
because of his particular characteristics and decentralized data 
and metadata management. This realization aim to come up 
with a new vision that demonstrate the way Blobseer can be 
employed as effective backend storage by expanding it to a 
distributed file system for HPC systems. 

We will configure our new file system and evaluate its 
performance against the PVFS performance and Lustre on a set 
of Data-intensive computing benchmarks and real systems. 

III. COMPARISON WITH RELATED WORK 

There have been many works aiming to develop and 
enhance the performance of parallel systems but until now they 
cannot bring the results sought by this kind of systems. 
Hadoop, an open source framework designed to carry out 
processing on massive data volumes, on the order of several 
petabytes (or several thousand TB) and written in Java has 
been improved with PVFS. PVFS is a widely used parallel file 
system that allows a high performance data access for the 
operations I / O that are adjacent and non-contiguous without 
guaranteeing atomicity. 
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Continuing with Hadoop, another experiment has been 
done to enhance it. It was integrated with Blobseer to allow a 
high access data and avoid synchronization but it is still not 
enough to take over all the requirements. 

In another work, the authors propose a lock pattern for a 
non-contiguous access strictly aimed at reducing the scope of 
the locked region to areas that are really accessed. However, 
this approach does not prevent the serialization for the 
overlapping and simultaneous Input/Output. 

IV. CONCLUSION 

Our work confirm that using a new layer created with  the 
different principles of conception cited above is apt to improve 
the efficiency of data storage layer and thus that of the whole 
HPC applications. With the new layer of the file system 
BlobSeer (BSFS), we will propose a new file system inspired 
from the two principal distributed file systems Lustre and 
PVFS. The next step is the implementation of this new file 
system on the Grid’5000 infrastructure and evaluates its 
performance. 
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