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Abstract—Trying to make sense and gain deeper insight from
large sets of data is becoming a task very central to computer sci-
ence in general. Topic models, capable of uncovering the semantic
themes pervading through large collections of documents, have
seen a surge in popularity in recent years. However, topic models
are high level statistical tools; their output is given in terms of
probability distributions, suited neither for simple interpretation
nor deep analysis. Interpreting the fitted topic models in an
intuitive manner requires visual and interactive tools. Addition-
ally, some measure of human interaction is typically required
for refining the output offered by such models. In the research,
this area remains relatively unexplored – only recently has this
aspect been receiving more attention. In this paper, the literature
is surveyed as it pertains to interactivity and visualisation within
the context of topic models, with the goal of finding current
research trends in this area.

Keywords—topic model; latent dirichlet allocation; LDA; inter-
active; visualisation; IVA; survey; review

I. INTRODUCTION

With the advent of the Internet, a fundamental change has
been experienced in the way we access and use information.
For instance, a scientist of today wishing to research some
subject may be faced with thousands of relevant articles
retrieved from journals spanning numerous decades.

With this in mind, it is of increasing importance to be
able to extract useful information and make sense of large
collections of documents by the means of computation, a task
that has come to be very central to computer science in general.
Topic models have in recent years emerged as a powerful set
of techniques for discovering the underlying semantic structure
of large, unstructured collections of documents [1].

Topic models are typically Bayesian or linear algebraic
models able to extract abstract topics pervading through large
corpora. Through the results of such analysis, the individual
documents can then in turn be organised in accordance with
the themes.

Powerful as they are, topic models do suffer from some
problems that may deter some users, or at the very least prevent
them from reaping the full benefits of the methods. Often, the
models are treated as ”black box” approaches without regard
for the underlying assumptions they are based on. Parameter
tuning can prove difficult without a full understanding of
the specific technique to be employed [2]. Additionally, the
emerging topics are by no means guaranteed to be sensible to
a human reader – motivating the use of human knowledge and
user interaction as an additional step toward more coherent
and sensible results [3].

Furthermore, the raw, numerical output of topic models
may not always lend itself to easy interpretation. Interactive
visual analysis in general has proven a useful tool for interpret-
ing and gaining insight from the results of topic models in an
intuitive manner. Despite the fact that topic models in general
have been subject to a great deal of research in recent years,
the visualisation of topic models is still a relatively unexplored
area [4].

The objective of this paper is to survey the use of visual
and interactive data analysis in conjunction with topic models
in the literature. In particular, the author is interested in
finding out when, how, and for what purposes interactive visual
analysis have been used to enhance topic models, and in which
ways visualisation can be used to interpret its results.

In Section II and III, respectively, we provide the survey
methodology employed and a brief background on topic mod-
eling techniques and interactive visual analysis. In Section IV,
a survey of the literature related to interactivity and interactive
visual analysis within the context of topic modeling is pre-
sented. Finally, in Section V, we conclude the survey with what
we perceive to be future work in the integration of visualisation
and interaction in the context of topic models.

II. SURVEY METHODOLOGY

Here we describe the methodology for finding and selecting
papers for review, and the reasoning behind it.

Visualisation of fitted topic models is a relatively young
field; while many topic model papers include some degree of
output visualisation, it is rarely the main focus of the paper.
Papers purely dealing with the subject are somewhat sparse,
and to the knowledge of the author, no summarised overview of
such papers exist. Additionally, we are interested in techniques
and methods that not only visualise topic models, but also
provide the user with some degree of interactivity.

Papers candidate for review have been found primarily
through common search engines (i.e., Google) and the digital
libraries of ACM and IEEE. Search terms used are various
mixtures of {topic, model, IR, interactive, visualisation, visual,
IVA}. Papers have then been selected based on their relevancy,
as deemed by the author upon glancing over the contents. As
a basic criteria for relevancy, the papers must be focused on
topic modeling, while also including some aspect related to in-
teractive visualisation, possibly incorporating human algorithm
supervision.

This survey does not attempt to compare the methods
surveyed against other methods of visualisation that do not
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include much of an interactive component, as no such papers
are reviewed. It simply attempts to create an overview of cur-
rent research trends within this specific subset of visualisation
techniques, as they relate to topic models.

III. BACKGROUND

Here we provide some brief descriptions of topic modeling
techniques and interactive visual analysis in general. For a
more in-depth, comprehensive view of these topics, we refer
to relevant papers.

A. Topic Models in Brief

In information retrieval (IR), the general term topic model
refers to a suite of algorithmic approaches to discovering the
latent topics present in a collection of documents. Some basic
vocabulary is necessary for describing the general concept of
topic models. Formally,

• A word w is a basic unit of data (for instance, a string
of alphanumerical characters, but topic modeling can
also be applied to other domains than natural language
processing)

• A document d is an ordered sequence of N words,
w1, w2, . . . , wN .

• A corpus is an unordered set of M documents, denoted
by D = {d1, d2, . . . , dM}.

Topic modeling then consists of taking a corpus D as input
and computing K topics (typically in terms of multinomial
distributions over the words in the vocabulary), and associating
each document with the relevant topic (again, in terms of a
multinomial distribution over the different emerging topics).

Early attempts at tackling this problem were however
largely concerned with creating a term-document matrix, de-
scribing the relative frequency of words in each document
d ∈ D. This method is useful for many applications, but
insufficient in terms of topic modeling, as such a matrix
provides little size reduction w.r.t the original corpus, and does
not take into account the relationships between words within
a document or documents within a corpus [5].

Further research resulted in the strictly linear algebraic
approach Latent Semantic Indexing (LSI), which uses singular-
value decomposition in order to significantly minimise the
term-document matrix [6]. This was later on extended by Prob-
abilistic LSI (PLSI) [7], an early generative model attempting
to correct some of the statistically unsound aspects of LSI.

1) Latent Dirichlet Allocation: Latent Dirichlet Allocation
(LDA) is a generative statistical model loosely based on earlier
work on LSI and probabilistic variations thereof. LDA attempts
to address some perceived shortcomings found in the previous
generative model pLSI.

Namely, in pLSI, parameters to be estimated grow linearly
with the size of the corpus. It also has a strong tendency
for overfitting, and of even greater consequence, the model
is unable to generalize topic mixtures onto previously unseen
documents (not part of the training data) [2], [5]. Through
correcting these problems with a truly generative model, LDA

has seen a surge in popularity and has acted like a springboard
for numerous other advancements in IR.

In LDA, documents are regarded as mixtures of a finite
set of K underlying topics, where the parameter K must be
specified either by the user or determined through computa-
tional inference on the corpus to be analysed. Topics, in turn,
are seen as multinomial distributions over the words of the
vocabulary.

Inherent to LDA is the assumption that each document w ∈
D is generated accordingly [5];

N ∼ Poisson(ξ) (1)

θ ∼ Dir(α) (2)

∀n ∈ {1, 2, . . . , N} : (3)

(a) Choose a topic zn ∼Multinomial(θ)

(b) Choose a word wn from p(wnzn, β),

a multinomial probability conditioned
on the topic zn.

Here, α and β are smoothing factors for document-topic and
topic-term distributions, respectively. LDA is then concerned
with inferring the relevant posterior distribution (i.e., given the
terms present in the corpus, what are the topics) through a
latent variable model (the latent variables being the topics).

Further details on the inner workings of LDA is not
necessary for this paper, and is therefore omitted. For a more
in depth description of LDA, see [5], for instance.

B. Interactive Visual Analysis

Interactive visual analysis (IVA) is a set of techniques
incorporating visual analytics (VA) and user interaction in
computational or statistical analysis.

Typically, IVA is employed in the task of analysing and
attempting to obtain deeper insights from large and possibly
complex sets of data, where certain information may not easily
be extracted from looking at the data set alone.

It is particularly useful for hypotheses generation and
validation, since it equips the user with tools enabling them to
look at data sets in a variety of different ways and perspectives
[8].

IV. TOPIC MODELS AND INTERACTIVITY

In the surveyed articles, interactivity was most commonly
incorporated for addressing one of two concerns:

1) Human knowledge injection. The first use case con-
cerns integrating human knowledge in topic models in
some manner. Parameter tuning and model constraints
through user interactions can enhance models in vari-
ous ways. Topic models like LDA rely on parameters
that, while there are methods for doing so, can not
easily be estimated through computation alone. Often,
some emerging topics will be nonsensical to a human
user [9]. Through interactivity, a topic model can be
guided towards achieving more meaningful results.
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2) Topic visualisation. Visualisation of the emerging
topics generated by a topic model appeared in many
of the surveyed articles. Graphical tools of many
varieties have proved helpful in the task of exploring
and attempting to make sense of the results of topic
modelling, in order to get an overarching grasp of the
various topics spanning some literary corpus. IVA, in
the form of allowing users to navigate the corpus
and discover the relationships between topics and
documents, has been shown to allow users to gain
deeper insight in studies [10].

Apart from this, many different task specific measures are to
be found in topic model related papers. For instance, topic
modeling for the purpose of source code analysis may benefit
from visual interactive analysis for displaying the relationships
between actual code, requirements documents, and change
logs. Here, we focus on general-purpose methods.

A. Human Knowledge Injection in Topic Models

Some researchers have attempted to improve on the results
offered by topic models by correcting some of its common
shortcomings through incorporating human knowledge in the
process. Shortcomings of topic models identified in previous
research include non-sensible and incoherent topics [11], cer-
tain terms wrongfully belonging to a topic, terms not belonging
to a specific topic when they sensibly should [12], et cetera.
At its heart, the problem is due to the fact that the objective
function subject to optimisation in LDA does not necessarily
reflect the expectations on topic quality felt on behalf of a
human [13].

Many different extensions to the normal methods (LDA,
in particular) have been proposed for improving the results
offered by different models. One such approach is by directly
incorporating domain knowledge into the model, typically in
an a priori fashion, thereby introducing a degree of supervision
to an otherwise unsupervised model.

In [3], the authors describe constrained LDA (cLDA), a
framework for allowing users to add constraints to a model
in order to improve it iteratively. Here, constraints are defined
on the documents in terms of must link, indicating that two
documents semantically belong to the same topic, or cannot
link, representing the opposite.

The general process of this semi-supervised learning, out-
lined in Figure 1, consists of first performing LDA analysis,
then presenting selected documents to the user who adds
constraints based on the output, upon which a specialised con-
strained LDA is computed. The constraints are here encoded
as soft constraints, which is to say they will be satisfied to
some specified degree, but not necessarily fully satisfied.

Similarly, in [12] the authors implement user interaction
through allowing users to add constraints to the model formu-
lated in first-order logic (FOL). Here, the FOL constraints are
similar to the must link and cannot link constraints of [3], but
defined on word-pairs rather than documents. In some cases,
real-time interactive knowledge injection has been applied,
such as in [9], where the authors have used similar concepts
as in [12] to create a framework allowing users to iteratively
and interactively improve topic modeling results.

Fig. 1: Diagram from [3], outlining the general process of
user-guided constrained topic models.

While the work in [12] and [9] are general-purpose solu-
tions, many of the specialised variations of LDA which in-
corporate domain knowledge are custom-built, single-purpose
methods. All the methods described here for semi-supervised,
user guided LDA use only limited visualisation, in the form
of matrices or word clouds.

B. Interactive Visualisation of Topic Models

Topic models are high level statistical tools; the raw
numerical distributions produced alone are not particularly
well suited for intuitive analysis [10]. The visualisation of
topic models is an area previously relatively unexplored, which
has come under more scrutiny in recent times. Here, some
of the concepts and techniques found in the literature (sum-
marised in Table I) are described in terms of their respective
unique contributions. There are many ways of visualising topic
models, however in this survey of interactive visualisations,
the most common representations were found to be either
graph based or matrix and text based, along with a few other
novel visualisation techniques. The following subsections are
organised accordingly.

1) Matrix & Text Based: Matrix or tabular representations
are generally easily understood from a user perspective [19].
In Termite, the authors present a visual analysis system for
quickly assessing fitted topic models computed with LDA, for
the specific purpose of user-guided, iterative topic modeling.
A corpus is here represented in matrix form, wherein rows
correspond to words, and columns to topics. While, in its
current state, Termite is merely a visual tool, the authors
outline future work consisting of expanding it into a complete
framework for user-guided, iterative topic modeling with the
addition of user interaction (in terms of topic deletion and
merging, model parameter adjustments, et cetera) [14].

As mentioned, LDA requires several input parameters, the
smoothing variables β, α and the number of topics K. There
are no strict guidelines for setting these parameters; tuning

TABLE I: Summary of Surveyed Papers

Type Papers

Matrix & text based Termite [14], A. Chaney, et al. [10], The Topic
Browser [15], H. Yuening, et al. [9], Y. Yang, et
al. [3], D. Andrzejewski, et al. [12]

Graph based Topicnets [16], ParallelTopics [17], LDAVis
[18], LDAexplore [19], TopicPanorama [20], S.
Rönnqvist, et al. [4], Hierarchie [21]

Time Visualisation TextFlow [22], TIARA [23], ThemeRiver [24],
RoseRiver [25]

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 4, 2016 

458 | P a g e
www.ijacsa.thesai.org 



Fig. 2: Sunburst chart from Hierarchie [21].

Fig. 3: River-flow representation from TIARA [23].

is usually done through experimentation. This emphasizes the
need for good visualisation, allowing users to quickly evaluate
the results of their model and tuning parameters accordingly,
as is the ambition presented in [14].

In [15], an interactive tool The Topic Browser is introduced,
with the addition of incorporating document attributes (such
as date and authors). Additionally, in their method, a variety
of different topic and document metrics are computed and
displayed – ranging from simple word counts to pairwise
topic and document correlations. Visualisation is done through
a mixture of word clouds (i.e., terms listed with font sizes
determined by their respective probability within a topic) and
other text-based views, which may be filtered.

Though many of the existing approaches serve to give a
good overview of topics, they seldom capture the relationships
between individual documents present in the data. In [10], a
topic navigation method for fitted topic models is presented
where, in comparison with other methods, greater emphasis is
put on individual documents, rather than just topics. Moreover,
contrary to previous similar methods, the authors attempt to
use visuals rather than numerical data to convey meaning.

Here, the authors provide not only a summarised overview
of the corpus as a whole, but also an interactive method for
uncovering the discovered structure of the corpus in more
detail; in terms of document-document and document-topic re-
lationships. Visualisation is here done entirely through several

tabular, text-based views. The technique is validated through a
(small) user survey, indicating that the interactive visualisation
gives rise to additional insight and discovery.

2) Graph Based: In the topic browser TopicNets [16],
among other things, a novel visualisation approach is presented
allowing users to navigate the corpus through a high-level
graph-based representation of topics, wherein semantically
similar topics are positionally clustered. Another interesting
addition seen in TopicNets is the ability of users to perform
additional topic modeling on subsets of the corpus for more
fine-grained analysis.

In [4], a corpus is similarly organized and explored through
a graph-based visual approach; topics are displayed along with
relevant terms, and are linked together with similar topics
through shared keywords. In [4], the authors note that topic
models are imperfect; review by domain experts is often nec-
essary for perfecting the fitted models – a fact that should be
accounted for in further research on topic model visualisation.

ParallelTopics [17] presents several novel representations
of fitted topic models generated through LDA. The main
distinguishing feature of ParallelTopics is that it displays
documents in terms of the number of topics pervading through
them; documents are plotted in accordance with the number of
associated topics, and a document’s distribution over different
topics can be viewed in more detail. An additional interactive
view exists in ParallelTopics, which presents topics in terms
of their evolution over time. Here, users gain an overview of
the pervasiveness of each topic at some particular moment in
time, and are able to ”zoom in” on specific periods and topics,
thereby accessing documents of that time period that have a
high probability of containing said topic.

Not uncommonly, the resulting topics are displayed simply
by listing the n most probable terms from each topic, and
analogously, listing the m most common topics present in each
document. This method often leaves a lot to be desired, as
it does not comprehensively capture the document and topic
relationships discovered in a way that is easily interpreted.
In [18], a user study suggests that measuring word relevance
purely on the basis of word probability is suboptimal for topic
interpretation, as common terms may then appear at the top of
several topics. The authors present LDAvis, wherein new ideas
are introduced on defining term relevancy in a more useful
way. The topic browser of [18] allows users to visually explore
a corpus using such relevancy scores.

TopicPanorama [20] differs from previous graph-based
approaches in that it visualises not just one, but several corpus.
Here, a topic graph is generated for each corpus through a topic
model algorithm Correlated Topic Models (CTM). These are
then combined through graph-matching. The authors wish to
address the concern that many topic model visualisation tools
are unfit to scale for growing data sets.

Hierarchical LDA (hLDA) is a variation of LDA which,
contrary to LDA, captures the relationships between different
topics [26]. Effectively, the method results in topic trees
allowing for simpler analysis and greater scalability for large
data sets. Recently, some studies have proposed new visual
and interactive tools specifically based on such models. For
instance, Hierarchie [21] uses a sunburst chart (see Figure 2)
for displaying the hierarchical topic trees in a compact and
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simple fashion. Users may explore the topics of the sunburst
chart in terms of keywords, through selecting individual slices.

3) Changes Over Time: Beyond simply visualising fit-
ted topic models statically, recently, plenty of research has
been conducted on the visualisation of topics changing over
time [22]. Examples of early such methods include The-
meRiver [24], where topic evolution over time is displayed in
terms of a metaphorical river (see Figure 3 for example) made
up of smaller streams (topics). Set against a time line, the river
provides users with an intuitive overview of how a corpus has
changed and at which point specific topics are more or less
pervasive in the associated documents. In TIARA [23], a tool
that resembled the work of [24] in terms of visuals, a river
is similarly used as metaphor for the changing of topics over
time. However, TIARA also includes a rich set of interactive
tools for further analysis; users may zoom in on selected
topics or topic segments for further analysis. Additionally, by
selecting some keyword in the river view, a user can retrieve
relevant documents for further examination.

In [22], TextFlow was introduced using a novel approach
for LDA output analysis. Here, in contrast to previous research,
topics are not only displayed as they progress over time (again,
in terms of a river), but the splitting and merging of topics is
also captured in the visualisation. It is also highly interactive,
allowing users to discover what causes the birth, death, split-
ting and merging of topics throughout the time period of the
associated corpus. Roseriver [25] further builds upon the work
in [22], using a similar river-flow visual representation, but
employs a hierarchical topic model in order to better describe
large corpus, and for providing users with different overview
levels as desired.

V. CONCLUSION & FUTURE WORK

Topic models have seen a surge in popularity in recent
years and have provided a new way of discerning useful
information from big, complex sets of data, with applications
in several different fields.

Recently, much of the effort put into researching topic
models, as has been summarised in this survey, is focused on
providing users with tools for interacting with and visualising
topic models, both in order to improve results in terms of topic
coherence and sensibility, and also for allowing users to fully
comprehend and benefit from the model outputs.

Many of the attempts at visualising the results of topic
models are not limited to simple visualisation, they also
provide varying degrees of user interaction with demonstrably
improved results [15], suggesting that IVA may play a central
role in making these models more available and intuitive to
end users.

Research suggests that different representations may aid in
different tasks and lead to discovery at different levels [14].
Whereas an overarching graph or matrix based topic overview
may provide a deeper understanding of the corpus as a whole,
other visuals displaying word relatedness and topic-topic or
topic-document relationships may aid in providing other forms
of insight or discovery. Currently, most studies focus on a
specific level or representation. In future work, several of
the proposed representations could be integrated for a more
comprehensive view.

Future work in this area may also include more com-
prehensive frameworks in terms of combining the interactive
elements of semi-supervised LDA described in Section IV-A
with interactive visual aids for output analysis – both have
demonstrable value in terms of increased usability.
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