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Abstract—The aim of this study is to build a tool for Part of
Speech (POS) tagging and Name Entity Recognition for Arabic
Language, the approach used to build this tool is a rule base
technique. The POS Tagger contains two phases: The first phase
is to pass word into a lexicon phase, the second level is the
morphological phase, and the tagset are (Noun, Verb and
Determine). The Named-Entity detector will apply rules on the
text and give the correct Labels for each word, the labels are
Person(PERS), Location (LOC) and Organization (ORG).
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. INTRODUCTION

Natural Language Processing (NLP) is a field of computer
science, artificial intelligence, and linguistics concerned with
the interactions between computers and human (natural)
languages. NLP is related to the area of human—computer
interaction. Many challenges in NLP involve natural language
understanding; that is, enabling computers to derive meaning
from human or natural language input, while others involve
natural language generation [1].

The objective of this study is to contributetothe existing
literature body of building atoolfor POS and Name Entity
Recognition for Arabic language.

1) Part of speech

Part of speech tagging (POST) is also known as POS
tagging, word classes, morphological classes,lexical tags or just
tagging as a process that aims to assign a specific tag to each
word of a sentence to indicate the function of that word in a
specific context ,the suitable tag is chosen from a set of tags
based on some rules, examples of part of speech are: nouns
,verbs, pronouns, prepositions ,adverbs and other tags, the
results of part of speech are for many applications such as
speech recognition, natural language parsing,information
retrieval, information extraction, question answering, text to-
speech conversion, machine translation, grammar correction
and many more [2].

POS tagging is one of the tools and the components for
infrastructure to Natural Language Processing of a given
language. POS tagging is necessary in many fields such as: text
phrase, syntax, semantic analysis and translation [3].

2) POS-tagging techniques
There are many techniques that may be used separately or
with each other for tagging words to its classes ,the most
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famous methods are Rule-based, stochastic and transformation
(hybrid) method:

Rule-Based Tagging: Algorithm for assigning part of
speech based on two stages, the first stage uses a lexicon
(dictionary) to assign each word a list of potential parts of
speech, the second stage uses a huge list of hand-written
disambiguation rules to winnow down this list to a single part
of speech for each word [2].

Stochastic Tagging: The idea behind this approach is to
pick the most likely tag for this word, in this method we need a
tagged corpus to get probabilities about the ambiguous word,
hidden Markov model algorithm is an example of the this
technique [2].

Transformation-Based Tagging: The is an approach
which combines Rule-based and Stochastic technique ,like the
Rule-based, TB is based on rules to specify the tag for each
ambiguous word but like Stochastic Tagger, in which rules are
automatically induced for data [2].

3) Name Entity Recognition

Named Entity Recognition (NER) is a sub problem of
information extraction and involves processing structured and
unstructured documents and identifying expressions that refer
to peoples, places, organizations and companies. NER is a
fundamental task and it is the core of natural language
processing (NLP) system. NER involves two tasks, which are:
firstly the identification of proper names in text, and secondly
the classification of these names into a set of predefined
categories of interest, such as: persons,organizations, locations,
date and time expressions [4].

a) Name Entity Recognition techniques

Hand-made Rule-based: focuses on extracting names using
lots of human-made rules set. Generally the systems consist of
a set of patterns using grammatical syntactic and Orthographic
features in combination with dictionaries [4].

Machine Learning-based: NER system, the purpose of
Named Entity Recognition approach is converting
identification problem into a classification problem and
employs a classification statistical model to solve it. In this
type of approach, the systems look for patterns and
relationships into text to make a model using statistical models
and machine learning algorithms. The systems identify and
classify nouns into particular classes using machine learning
algorithms [4].
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Hybrid Based: this technique is combined the rule based
and machine learning-based and make new methods using
strongest points from each method[4].

1. LITERATURE REVIEW

Mohamed and Kubler (2010) presented a method for POS
tagging for Arabic language without segmentation which
would be unrealistic for naturally occurring Arabic. Developed
approach which used the full POS tagset. the resultsfor
experiments suggest that the segmentation isn’t very important
in POS tagging, reached the best results in tagging for known
and unknown word, the worst result of the segmentation-based
approach is its low accuracy on unknown words [5].

Hadni et al (2013) proposed an efficient and accurate POS
Tagging technique for Arabic language by using hybrid
approach. Due to the ambiguity issue, Arabic Rule-Based
method suffers from misclassified and unanalyzed words. To
overcome these two problems, they presented a Hidden
Markov Model (HMM) matched with Arabic Rule-Based
method. The proposed technique used different contextual
information for the words, this method tested with two corpora:
the Holy Quran Corpus and Kalimat Corpus for undiacritized
Classical Arabic language [6].

Elhadj(2009) presented the development of an Arabic part-
of-speech tagger that can be used for analyzing and annotating
traditional Arabic texts, especially the Quran text. His project
related to the computerization of the Holy Quran which was to
build a textual corpus of the Holy Quran, he focused in this
work on its annotation by developing and using an appropriate
tagger. The developed tagger employed an approach that
combines morphological analysis with Hidden Markov Models
(HMMs) based-on the Arabic sentence structure. The
morphological analysis is used to reduce the size of the tags
lexicon by segmenting Arabic words in their prefixes, stems
and suffixes. Each tag in this system is used to give all possible
state of the HMM and the transitions between tags are
governed by the syntax of the sentence. A corpus of some
traditional texts, extracted from Books of third century (Hijri),
is manually morphologically analyzed and tagged using their
developed tag set [7].

Umansky (2010) presented a web-based algorithm for the
task of POS tagging of unknown words (words appearing only
a small number of times in the training data of a supervised
POS tagger). If a sentence is containing an unknown word that
tagged by a trained POS tagger, this algorithm collects from
the web contexts that are partially similar to the context of an
unknown word in sentence, which are then used to compute
new tag assignment for unknown word, this algorithm enables
fast multi-domain unknown word tagging [8].

Aboaoga and Ab Aziz (2013) presented a rule-based
approach for recognition Arabic Named Entity. The goal of
this paper is to use the rule based approach for recognizing the
named entities that include person names in economic, politic
and sport domain. The method consists of three main steps:
pre-processing, automatic named entity tagged and applying
the rules. The method had been applied on Arabic corpus of
three domains (politic, economic and sport) to recognize the
named entity (person name) in the text. Then, the evaluation
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method has been used to compute the performance measure for
each domain [9].

Oudah and Shaalan (2013) presented a hybrid approach
for name entity recognition, and this technique contains two
levels: The first level is the rule base which used to produce
name entity labels based on lists of name entity keywords and
contextual rules.The second level is the Machine Learning
based intended to make use of rule-based component’s name
entity decisions as features aiming at enhancing the overall
performance of the name entity recognition  task [10].

Elsebai et,al (2009) presented a rule based approach for
name entity recognition, the system consists of two
components the first is GATE (General Architecture for Text
Engineering) and the second is BAMA (Buckwalter Arabic
Morphological Analyzer) the GATE used to perform
tokenization and then annotate the text by highlighting those
words that belong to the Introductory Verb List and
Introductory word List lists [11].

Then the BAMA used to perform the input word and
returns the stem rather than the root then they used a set of
keywords to guide them to the phrases that probably include
person names [11].

1. SYSTEM ARCHITECTURE

1) POS Tagger

In this project we have used the rule base to tagging the
Arabic text, the proposed system(as shown below) consists of
two phases : The first phase is the lexicon analyzer which
contains all Arabic particles including prepositions, adverbs,
conjunctions, interrogative  Particles, exceptions, and
interjections. The second phase is a morphological phase which
uses morphological information such as the patterns of the
word and its affixes (such as prefixes, suffixes and infixes) to
presume the class of the words.

Input
Arabic
Text

Split text
into words

TWord

Lexicon phase

Fig. 1. The Architecture of the Tagging System
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As shown in figure 1 the tagging system reads an Arabic
text then splits it into words after that it takes every word and
put it into the first level (Lexicon phase), in this case if it exists
we return the corresponding tag, if not; the word is transferred
to the second phase (Morphological phase). When completing
processing the word, if it either matches, it returns the
presumed tag; otherwise the tag is Unknown.

a) Lexicon phase

In this phase and after the text is split into words,the
lexicon holds all Arabic fixed words and particles
(prepositions, adverbs, conjunctions, interrogative particles,
exceptions, questions and interjections), and every word is
searched in the lexicon if it is found, the corresponding tag is
returned, if it is not found in the lexicon; then it moves to the
next phase (Morphological phase).

b) 1.2 The Morphological Phase
As we know, the Arabic language is more complicated
because it has the largest number of possible affixes (especially
prefixes and suffixes), Arabic possesses, and a large number of
derivational.

In the Arabic language there are many signs that indicate if
the word is a noun or a verb, some patterns in words are used
with verbs and others are used with nouns, and some patterns
are used for both verbs and nouns.

The information from affixesdoesn not help us to determine
the exact word classification within the two major categories
nouns and verbs. Certain prefixes, suffixes or infixes come
with certain classes of words, the followings are some of hand-
written rules to classify a word into a noun or a verb or
Particles:

Rule 1: the following prefixes "dw", "Ju", "J&", "Jis" if it
comes in the beginning of a word map it refers to Noun class.

Rule 2: the following suffixes
"LAS","\AA","D&‘","&‘ﬂG‘lI,lij\","k‘ﬂj\","ﬁ‘","h‘ﬂ:\‘"’"‘;3‘" if It ComeS In
the end of a word map itrefers to Noun Class.

Rule 3 the following prefixes
"‘g","d",udl""y","y"'"\.u"’"\.u","&a"’"m","‘;m" if it Comes in
the end of a word map itrefers toVerb class.

Rule 4: the following suffixes "", """, ", " o 5" if it
comes in the end of a word map itrefers to Verb class.

Rule 5: if the word has the pattern (sl=3 ,J 528, 128) map it to
Noun class.

Rule 6: if the word ends with "<" map it to Noun class.

Rule 7: if the word end with "oz ,05"but starts with "¢" or
"o" map the word to Verb class.

Rule 8: if the word ends with "¢ 05" and doesn’t start with
"&" or "¢" map the word to Noun class.

Rule 9: if the word has the
pattern(Jizis,Jadie J gia Jriia Jaiie, Jiade Jizda Jelia) map it to
Noun class.

Rule 10: if the word has the pattern ( el Jeldl Jullad
Jiel 58) map it to Noun class.
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Rule 11: if the word has the pattern (Je 53 ,J=&iul) map it to
Verb class.

2) The Name Entity Detector

The second subsystem in our project is the Name Entity
Recognition, we have used the rule base approach to label the
Arabic text, each word is labeled with any of the three labels
Person (PERS), Location (LOC) and Organization (ORG).

The data set is three lists, the first is for person names and
contain 4030 word, the second is for location names and
contain 2193 words, the third is for organization names and
contain 268 words, thearchitecture of the name entity system is
shown in the figure below:

Input the
Arabic Text
Split Text
into words
Tes @ No

Unknown Label

Fig. 2. The Architecture of the Name Entity System.

First the system reads the data sets that contain the person,
location, organization names and stores these names, then the
system reads the Arabic text and splits it into words

After that the system will apply the rules on the words and
if they match then the label will be assigned to that word, if
not, the label will be Unknown.

Here are some examples how the name entity detector
works:

If we take the country name "dwedledl Zua Y1 2Ll this
country name consists of three words so the system takes this
name as one word give it LOC label.

Another example is the "4, &l 4,0 A" this
organization name consists of four words, the system will take
this name as one word and give it ORG Label.

If we take the person name "(fis e this person name
consists of two words the system take this name as one words
and give it PERS Label.

If we take the person name "l ¢ Ai"this person name
consists of two name and separate them with the word "¢ so
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the system checks if two person name separate between them
with " ¢»" and give it the PERS Label.

V. EXPERIMENTAL RESULTS

First the POS tagger was tested on a file that contains 793
word; the result shows that the tagger successfully tagged 679
words. However, the name entity detector was tested on a file
that contains 490 words and successfully tagged 480 word.

Here som examples of the POS Tagger and name entity
detector :

TABLE II.
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SOME OF RESULT BY NAME ENTITY DETECTOR

o Js& PERS-Jie ila
@ Cusalll o chauldll ) sl
S Al P8 ORG-cxY s

LOC-hidl

Ohaidl g Al GlS )

Aiday il ORG-gl )l ddmia
Lubdl 2015 <le)l o) w8
Ayl yie OsSie Al 5 4y
Al e b Llad oS Vs

Calaill

O g Ayl gl el ddsa
LYl oAbl 2015 <)
Y_j ;\Ja.\\‘)lo u_,S_u :\:MLA:\BY\_,
gl pae & Lot (S

cblal)

e 3 L) BV oy
LOC-Luse Jwi  LOC-
a5 Jleall

Aias b Gyl BV oy
Ay Jleall ) s Jladi

il eVl b uknddl )
plaaiDl 445 5 023 ailus X5 ORG
O dsbis Adsall dpliall deSadl
sl LAl L] OC- (ks

LOC-dsl sl dpuladl

sanidl eVl 3 il Ll
plaaidll dddy o2Bb sl Xy
O Jsiyy Adsall dplall daSaall
A Al el cplau
) Uil ) Apdaal

-0 & ORG-3_ 3l dul ye Ul
Cia malie e 4336 Jia LOC
Jiall asia e 25 ORG-4
b paill dgaa ae Clgal 50 A (5 suall
Adlaall Ay sl Adasld Baly Jasne (B

gl a0

Jiay Gl (8 5 5al Jul e Sl
Clealse A ol Gl 25
;l.k:\lé Bﬂ:\ L:\M ‘5 E‘).;aﬂ\ 4.@.\; &

ALl a0 Al &y gl

V. CONCLUSIONS AND FUTURE WORK
In this paper the Rule Based Approach used for the Part Of

TABLE I. SOME OF RESULT BY POS TAGGER

Vs N_Osshall | Yzl dals Juaall (sum ¢ subl)

N g5 IN_dals N Jead Ll
N_WsI,IDET ¥

N AV Gad [ of A d bd el of Al

N_Lsd V__»&DET ¢ ligeaza Caall
N _ M\DET_df
N LV aaiDET ¢

N_ces N ale Yl plariillien jllabe
N_OsdaN_cpl
N o= VIDET e

N__ad V_JEDET O sanlaal sdiicia il il
N Lea V 1 @8DET (As
V_Osad

N_L;sml V_g_am; hdallic )ésisit;mgm;
V_seiDET ¢
N LaDET e

Speech Tagging and Name Entity Recognition were tested. The
POS Tagger contains two phases first the lexicon phase and the
second Morphological phase, the name entity applies rules on
Arabic text to extract person names, location and organization
and give for each of them their labels. Future work will focus
in increasing the tag set of the tagger and increasing the labels
of the name entity detector, as well as the rules of tagger and
Name Entity detector.
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