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Abstract—Cloud computing, often referred to as simply the
cloud, appears as an emerging computing paradigm which
promises to radically change the way computer applications
and services are constructed, delivered, managed and finally
guaranteed as dynamic computing environments for end users.
The cloud is the delivery of on-demand computing resources -
everything from applications to data centers - over the Internet
on a pay-for-use basis. The revolution of cloud computing has
provided opportunities for research in all aspects of cloud com-
puting. Despite the big progress in cloud computing technologies,
funding concerns in cloud, security may limit a broader adoption.
This paper presents a technique to tolerate both accidental and
intentional faults, which is fragmentation-redundancy-scattering
(FRS). The possibility to use the FRS technique as an intrusion
tolerance one is investigated for providing secure and dependable
storage in the cloud environment. Also a cloud computing security
(CCS) based on the FRS technique is proposed to explore how this
proposal can then be used via several scenarios. To demonstrate
the robustness of the proposal, we formalize our design and we
carry out a security as well as performance evaluations of the
approach and we compare it with the classical model. The paper
concludes by strongly suggesting future research proposals for
the CCS framework.

Keywords—Cloud Computing; Data Security; Data Encryption;
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I. INTRODUCTION

The cloud is a style of computing in which dynamically
scalable and often virtualized resources are provided as a ser-
vice over the Internet. While many organizations are looking to
take advantage of the cloud, data security remains a top matter.
Nevertheless, effective data protection and strong encryption
in the cloud is possible and available through several of cloud
solutions. For a small and medium size business (SMB), the
benefits of cloud is currently driving adoption. In the SMB
sector, there is often a lack of time and financial resources
to purchase, deploy and maintain an infrastructure (e.g. the
software, server and storage). Then, SMBs can easily add or
remove services and typically will only pay for what its do
use.

For cloud computing, there are numerous security issues.
Indeed, open systems and shared resources increased security
challenges, and made security one of the barriers that face

cloud computing technology adoption. Cloud computing is
now the hot spot of computer business and research, and
its use has grown rapidly in many businesses, especially
SMB because it provides many benefits in terms of low
cost and data accessibility. Cloud computing adoption leads
to gain efficiency development, effectiveness deployment and
cost saving in purchasing and maintaining infrastructure. This
indicates that the cloud industry is promising, except that
existing vulnerabilities in this technology will increase the
threat of pirates particularly for data security in the cloud
computing.

First, two important terms are defined as indicated in [1]
and that can merge on cloud:

• Cloud computing: An information technology (IT)
model or computing environment composed of IT
components (hardware, software, networking, and ser-
vices) as well as the processes around the deployment
of these elements that, together enable us to develop
and deliver cloud services via the Internet or a private
network.

• Cloud services: Those are expressed by a cloud and
delivered over the Internet or a private network.
Services range from infrastructure-as-a-service (IaaS),
to platform-as-a-service (PaaS), and software-as-a-
service (SaaS), and include other services that are
layered on these basic service models.

Data security is a common concern for IT, but it becomes
a major challenge when users must rely on their suppliers for
adequate security [2]. Indeed, the data present the head of
computer networking and all the responsible parts in IT try to
protect it from certain attacks. In general, the data are treated
and stored clearly in the cloud. However, when data flow in
the network from their source to their destination through a
series of routers, and across multiple networks, they could
be intercepted and falsified. Furthermore, the SaaS provider,
for example, is solely responsible for data security (storage,
transmission, and processing). Moreover, data backup is a
critical aspect to facilitate recovery in the event of a disaster,
but it has some security problems [2].

Cloud Service Provider (CSP), who is responsible for
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providing a secure service, must address issues related to data
and network security in terms of data locality, data integrity,
web applications security, data segregation, data access, au-
thentication, authorization, data privacy, as well as issues of
data breaches, and various other factors [2].

CSP must also ensure data security, and that customers are
able to run queries on the data and the results must be protected
and not visible to the provider [2][3]. Data encryption, Secret
Sharing algorithms and Private Information Retrieval (PIR) are
the techniques widely used for securing outsourcing data [3].

CSPs should be able to manage their infrastructure without
exposing internal details to their customers or partners. The
goal is allowing customers to run their everyday IT infrastruc-
ture in the cloud. In fact, many questions that have been raised,
on the client side, in terms of:

• Trust on the CSP,

• Capabilities and limitations of the centers administra-
tion to access client data,

• Data isolation achieved between Cloud Computing
Customers (CCC).

Finally, the most important and strategic question to ask,
especially with the PRISM event of the National Security
Agency (NSA) [4][5], is the following: can the administrative
authorities request a full or partial access to customer data
without his knowledge?

Several studies have addressed the problems and challenges
of cloud computing [6]. This proves that the provision and
search for solutions and improvements of other security prac-
tices are an area of active research.

Security in cloud computing is a shared responsibility
between the IT department of an enterprise and the cloud
service provider. Therefore, even when IT infrastructure can
be moved into the cloud, the responsibility for information
security cannot be entirely outsourced to the CSP [7].

Today, a static storage system is unreliable because the data
will not be available if the storage location is not available
for any reason. To avoid such problems, distributed storage
networks are used, which consist of several different locations
in computers interconnected via the Internet or a private
network. However, in such systems, there is no forced data
replication. Thus, if one machine is disconnected, data will
not be then available [8].

This paper presents the hypothesis that the FRS technique
adoption in the cloud computing is more beneficial than the
classic model of data storage. In fact, our proposed framework
considers these security challenges and seeks to improve data
security in the three known aspects of security (confidentiality,
integrity and availability). It presents the solution design for
handling communications between entities in a single one that
will be mainly installed, for example, at the client’s terminal.
The experiments show more robustness in our proposal, espe-
cially in terms of time to recover data.

Our contribution and targets for CCS are :

• To use FRS technique as a principal security mecha-
nism for data storage in cloud computing.

• To create two communication channels between user
and cloud computing; each channel transfers a part
of data. Consequently, it is difficult for attackers to
understand the relations between the two channels and
then to reconstruct the original data.

• To propose new scenarios for data storage in cloud
computing.

• To protect data not just from the extern hacker but
also from CSP.

• To obtain a good security level without contradicting
the quality of service (QoS).

• To possibly expand our proposal application to multi-
cloud.

The other part of the paper is organized as follows: Section
2 gives a background about cloud computing architecture,
discusses about few security issues, threats and challenges
of CC, identifies a security technique to protect data from
intrusion attacks and poor storage strategies, which is IDA,
and discusses current state of data encryption in the cloud. In
section 3, the overall design of the proposal is presented. In
particular, an interesting security technique FRS is presented as
core of the proposal, then a brief comparison is gived between
FRS and IDA. Next, we demonstrate how the proposal can be
applied via some scenarios. Section 4 presents details of the
simulation and the results of our enquiry are then discussed.
Finally, section 5 concludes the paper and proposes possible
extensions of this work.

II. BACKGROUND

A. CC architecture

Cloud architecture refers to the various components in
terms of databases, software capabilities, applications, etc.
engineered to leverage the power of cloud resources and to
solve business problems of companies.

According to the National Institute of Standards and Tech-
nology (NIST), cloud computing is a model for enabling
convenient, on-demand network access to shared pool of con-
figurable computing resources (e.g., networks, servers, storage,
applications and services) that can be rapidly provisioned and
released with minimal management effort or service provider
interaction [9]. As specified in the NIST definition, cloud
architectures can be analyzed from two different perspectives:
an organizational (the deployment models) or a technical (the
service models) point of view [9]. It specifies five essential
characteristics of cloud computing, three different service mod-
els, and four different deployment models. Figure 1 illustrates
this architecture. Cloud computing has some advantages like
scalability, resilience, flexibility, efficiency and outsourcing
non-core activities. Likewise, the cloud model cannot work
for the client without reliable network connectivity and the
right bandwidth. Cloud computing helps a company with an
advanced business model to accept the IT service without any
investment [10].

This is why an existence of SLAs (Service Level Agree-
ments), which include QoS requirements, must be ideally
set up between customers and CSP to act as warranty [11].
The CSP offers storage and treatment services in one sever

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 7, 2016 

527| P a g e
www.ijacsa.thesai.org 



Fig. 1: NIST cloud architecture

among others, and via redundancy, in other servers to keep the
adequate availability level for the end user. The data, as one
file, can be encrypted at rest and in transit, using encryption
algorithms and are then placed on a storage cloud [12]. In
these cases, the CSP’s administrator has access to entire data in
encrypted form, and this entails a real risk for a triad security.
Cloud computing, then, offers a multitude of opportunities and
services, but also entails some risks.

B. CCS challenges and issues

Having sensitive applications and critical data in a company
presents an impediment that avoids the migration to the cloud.
Indeed, cloud service providers are more or less transpar-
ent about their practices and customer support for incident
resolutions. Security threats present an obstacle to the rapid
adoption of cloud computing paradigm [13]. The more and
more information that are placed in the cloud by users, the
more and more they become vulnerable to attacks and threats
via the Internet. Therefore, the users need to understand the
risk of security in cloud computing. The paper [14] proposes
a survey of threats that present various cloud security risks,
and presents the service delivery of cloud computing system
and security issues. Important efforts have been devoted by
research organizations and universities to build a secure cloud
computing environment. Despite these efforts, there are a num-
ber of gaps and challenges that still exist in this environment
[13][15].

In cloud computing, applications and data users are stored
in some specific providers’ platforms called data centers.
This will make users concerned about the security of their
data, and, in particular, their privacy. In addition, security
threats can occur during deployment. The environment of
cloud computing will preserve data integrity and privacy of
users and will improve the interoperability between several
providers of cloud computing [15]. Indeed, the active data
security should be provided on several levels. At each level,
it is necessary to satisfy the security requirements in order to
preserve data security in the cloud (confidentiality, integrity,

availability and non-repudiation). Also, at each level, there
must be an insurance of the effectiveness of the measures,
their strength, their resistance to attacks and their relevance to
customer expectations and cloud administrators.

Resource virtualization is at the heart of most cloud ar-
chitectures. The concept of virtualization allows an abstract,
logical view on the physical resources and includes servers,
data stores, networks, and software. This introduces a number
of risks which are identified below [16]:

• Complex configuration: adding several layers of net-
works and systems, which increases the possibility
of creating security vulnerabilities through improper
configuration of virtual machines.

• Privilege escalation: It is possible for a hacker to
access a virtual machine with a lower level of access
rights and then attacks a machine, using a hypervisor.

• Inactive virtual machines: they store sensitive data,
which creates security risks if these machines are
incorrectly accessed.

• Poor access controls: A hypervisor facilitates access to
all virtual machines and it may expose all the network
systems.

Some of the important typical risks associated with cloud
computing are [17][18][19]:

• Loss of governance: customers do not have security
and administrative controls in cloud computing, which
comprises transferring data to the cloud, and refers
to losing control over location, redundancy and file
system.

• Vendor lock-in problem: This process will require
terming the requirements for the cloud providers to
certify that they are able to assure that data migrate
from the legacy provider.

• Data Loss or Leakage: It happens when data may be
logically or physically detached from the organization
or user either unintentionally or intentionally.

• Insecure or ineffective deletion of data: Deleting data
from cloud storage does not entail data total removal
from the storage or eventual backup media. The data
might still be accessed at later time by another user.

• Malicious insider: Cloud architectures necessitate cer-
tain roles which are extremely high-risk. Examples
include CP system administrators and managed se-
curity service providers. In fact, CSP personnel with
privileged access can have access to customer data or
even, dump the memory for extracting the bitlocker
and/or the encryption/decryption keys.

Specifically, common safety issues around cloud computing
are divided through four categories [13]:

• Access: it comprehends the concern over access to
cloud control (authentication, authorization and access
AAA), encrypting the communication (data), and the
management of user identity.
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• Cloud infrastructure: includes concerns about virtual-
ization, storage and network vulnerabilities that may
be inherent in the code and hosted in the cloud com-
puting software. It can also include physical security
aspects of the data center.

• Data: refer to the concerns about the integrity, con-
servation, availability, confidentiality and privacy of
users.

• Compliance: because of its size and its disruptive
influence, the cloud must address some issues related
to the regulation like the safety audit, location data,
non-repudiation and traceability.

Cloud computing is an outsourcing concept and a remote
applications and data processing that is growing increasingly.
Nevertheless, there are still challenges in terms of administra-
tion, interoperability and security tools. These challenges must
be addressed before users can enjoy all the benefits of cloud
computing and place their trust [7][13].

These CCS issues and challenges require some efficient
mechanisms of data redundancy to protect them.

C. Related works

Security and reliability issues in distributed systems have
been enquired for several years using some techniques. In this
section, a technique is presented and that aims to tolerate
both accidental and intentional faults, and also have others
advantages to increase the system performance, especially the
current statement of cloud computing security storage.

1) Information Dispersal Algorithm technique: The IDA
is a technique applied to ensure reliable and secure storage
and transmission of data in distributed systems [20]. Rabin
describes the IDA as a tool for cutting a file into several parts
based on some parameters according to the desired complexity
[21]. Among the IDA applications:

• Secure and reliable storage of information in computer
networks and simple hard drives,

• Fault tolerance,

• Transmission of information in computer networks,

• Communications between processors in computers
working in parallel mode.

This allows the load balancing on the storage and trans-
mission.

IDA presents a replication protocol or a theoretical coding
technique, it allows reducing the cost of replication storage and
the bandwidth size, but it is not able to update small portions
of data files efficiently [22][23].

The IDA technique dispatches a file F of length L = |F |
into n pieces (segments or parts) F1, F2... Fn, each of size
L/m with (m < n). It is therefore a more efficient method
compared to the traditional operation of transmitting or storing
the data [21]. The Rabin’s IDA is a technique ensuring high
confidentiality [20]. To protect the file against the illegal
modification, it is recommended to encrypt the file before
the dispersing operation [21]. The algorithm IDA (n,m) is

considered as a tool for converting a file into multiple files
and any m files of n files are sufficient to recover the original
file [24].

In [20], the author stated that there are two levels of
confidentiality when applying IDA:

• Weak confidentiality: possibility of reconstructing the
original file from fewer than m files; in the case of
adoption of an arbitrary non-systematic erasure code,

• Strong confidentiality: it is necessary to have m files
to form the original file.

The work presented in [24] proposes an efficient algorithm
IDA (n, k) for the case n/2k < n over Fermat field GF(2r +
1) for applications correction codes. IDA has proposed fewer
operations than the algorithms based on FNT. In the context
of better processing performance in a distributed system, the
work [25] mentioned the interest of the IDA technique used
in both iStore and FusionFS systems. Also, this technique
was introduced into the fundamental management layer in the
structural model of the integration information platform of high
quality teaching resources in universities based on the cloud
storage [26].

The concept of IDA is like Shamir’s work who designed
the first system of sharing in 1979. He published a regime
based on polynomial interpolation. His goal with the plan
is to take t points on the coordinate plane, and with these
points, a polynomial q(x) such that y = q(x) for each of
the given points. As an application, he showed how to divide
data D into n pieces such that D was easily rebuild with the
knowledge of k pieces, provided that knowledge of (k − 1)
pieces does not reveal any information about D. This technique
allows the construction of robust key management schemes
for cryptographic systems that can operate safely and reliably
[27][28][29].

The work [3] implemented the IDA technique in an IaaS
Cloud OpenStack. The environment of this experiment is
composed of Linux machines as nodes (client and controller).
The working file was a database of four million records. The
IDA technique (n, k) is applied to this database file in the
client side. The generated files were placed randomly on the
storage server using SCP (Secure Copy Protocol) so that no
server had k files. This implementation shows that Rabin’s
IDA is able to successfully rebuild the entire data even when
(n − k) files are unavailable. It was observed a considerable
decrease in the dispersion time when the congestion decreases
(k increases and therefore the file size decreases). The recovery
time remains roughly constant with a maximum variation of
0.4 seconds with a best time of recovery at the threshold value
of eight (expense at this time is 25%).

a) Example: Let F be a file, the IDA (8; 4) approach
is applied which involves the generation of 8 pieces of size
|F |/4. The total size is 8/4|F | (see Figure 2). These parts are
then distributed across three data centers so that such of them
cannot receive more than three pieces (< m−1 = 4−1 = 3).
Even more, it allows preventing the rebuild the original file by
the data center administrator. Figure 2 shows the distribution of
different parts generated from the file F on three data centers.

Figure 3 shows the possibility of reconstructing the original

(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 7, No. 7, 2016 

529| P a g e
www.ijacsa.thesai.org 



Fig. 2: IDA application in data centers

Fig. 3: Retrieving the original file F from the Cloud

file from four parts. It seems advantageous in the case where
there is a loss of some parts in the data centers.

In this scheme, the four files are lost (or unavailable) for
some reasons and there are four other files available and in
good condition. In this case the user can download these four
pieces from three data centers to build the original file. This
shows that the IDA technique offers significant flexibility in
the case of intrusion attacks or denial of service.

2) Data encryption in the cloud: Cloud computing is one
of the enormous platform which provides storage of data
in very low cost and with availability for all time over the
internet. Encryption is considered the baseline technology that
IT experts agree is the cornerstone of security. The risks to
data security in the cloud are presented in two states: data
that is at rest (or stored in the cloud) and the data is moving
(or moving in or out of the cloud). Many clouds propose to
use secure web connections, such as transport layer security
(TLS) or HTTPS encryption, to transfer data from the user’s
terminal to the web application [30][31]. Some cloud storage
applications, such as Barracuda’s Copy.com, allow the user to
create a secure link between their corporate network or mobile
systems and the cloud storage application [32]. Once the data
reaches the cloud providers’ servers, the application provider
generally encrypts it to secure the data at rest.

However, there is another challenge in this case. In the
past, one of the most important tasks the IT manager was
managing encryption keys [33]. In order to keep data secure,
the recommendation is to separate the encryption key from the
encrypted data.

For cloud computing provider, there is some issue about the
management of encryption keys location. Normally, encryption
keys should be kept on a separate server. A backup of all keys
should also be kept in an offsite location in case of disaster. By
the way, encryption keys also need to be refreshed regularly
to keep a high level of data security [33].

In the beginning, many companies felt comfortable allow-
ing the cloud provider to manage encryption keys, believing
that security risks could be managed through contracts, con-
trols and audits. Over time, it has become apparent, however,
that cloud providers cannot honor such commitments when
responding to government requests for information [34].

A lot of cloud providers do not just store client data,
they do things with that data especially with the NSA Prism
event [4]. By the way, the cloud does not allow storing the
data encrpyted by user depending on the type of service.
For example, Gmail as a SaaS, do not allow the mailing an
encrpyted file as attachment for an unkown reason.

It is important for companies to create rules to identify what
information rises to the need of encryption and what data can
be stored safely in plain text [35]. User could have indeed role
with attached key for accessing the confidential data.

In fact, protecting data at rest is essential. The best choice
is to encrypt sensitive data when it is created so that when it
is stored in a data center, be it locally or in the cloud, it will
be protected. This is why, encryptions should be considered a
standard business practice.

By the way, the Cloud Security Alliance, in its Security
Guidance for Critical Areas of Focus in Cloud Computing,
recommends that sensitive data should be [36]:

• Encrypted for data privacy with approved algorithms
and long, random keys

• Encrypted before it passes from the enterprise to the
cloud provider; should remain encrypted in transit, at
rest, and in use

• The cloud provider and its staff should never have
access to decryption keys.

Besides, another type of encryption technique exists: An
homomorphic encryption scheme. It is a mathematical tech-
nique that allows operating over encrypted data, without ever
needing to decrypt it. It is considered as the ultimate cryp-
tographic tool to build more secure cloud computing services
that respect the user’s privacy. It allows to confidentialy share
data, and the encrypted data can then be processed without
ever needing to decrypt or reveal it [37][38].

The first fully homomorphic encryption system, built by
Craig Gentry (now an IBM Research cryptographer), was
incredibly slow, taking 100 trillion times as long to perform
calculations of encrypted data than plaintext analysis [39].

The paper’s abstract [40] explains how this technology
could be used in the cloud to process encrypted data without
needing the decryption keys: ”The encryption ensures that the
data remains confidential since the cloud does not have access
to the keys needed to decrypt it. Nevertheless, we will show
that the cloud service is capable of applying the neural network
to the encrypted data to make encrypted predictions, and also
return them in encrypted form.”

As confirmed by Professor Kristin Lauter, principal re-
search manager at Microsoft, there is still a lot of work to
be done, but the initial results look very promising and could
be used for a kind of secure machine learning-as-a-service
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concept, or on specialist devices for medical or financial pre-
dictions: information sent over to the neural network remains
encrypted all the way through the processing [39].

Therefore, the encryption technique is essential for data
security but not sufficient. It needs to be modified, developped
or to modify the way of how use it in the Cloud. The
encryption assures that the data reside confidential since the
cloud does not have the keys needed to decrypt it. Finally, the
data are in a danger not from only the extern attack but also
from the intern attack especially the data’s confidentiality can
easily be lost by the CCP administrators.

III. OUR PROPOSAL

A. Introduction

Based on a distributed system, our proposal defines a new
approach in cloud computing. It mainly gives guarantees to
the CSP and especially to users who require their data to be
more secured.

The idea of creating a decentralized system is not new.
Indeed, the integrity, confidentiality and availability of data
with scalability in a distributed system probably requires a
fragmentation and dispersion process in different nodes of the
system [21][41]. The main idea of our approach is to dispatch
the data into parts. Each of them is sent via a different link to
gain in terms of processing speed (parallelism) and security.

The basic objective is to make the attack process very
difficult when data transfered to cloud computing since it
requires two steps:

• Knowing the communication parameters of the two
channels (or more) between client and CSP.

• Establishing a relation between different fragments
in both communication channels (and more), which
requires a lot of treatments and time.

The cloud computing contains two types of servers: pro-
cessing server and storage server. Therefore, our model’s
objective is to treat certain scenarios involving just storage
servers. At the same time, the FRS technique will be adopted
as the main key to the framework because it offers a minimum
processing time compared with the IDA technique.

Three cases are differentiated in the framework when there
is a need for the CCS:

• Backup data: the data will be sent to storage servers
based on the FRS technique.

• Internal treatment: the treatment is local. For example,
the middleware can easily collect data based on the
FRS technique (data recovery), and then the user’s
terminal can handle the treatment.

• External treatment: the processing is delegated to the
cloud because the cloud capacity is much higher than
the terminal one.

However, in this paper, the target is to evaluate just our
framework for the storage data in the cloud computing. The
results of this study also highlight the crucial role of FRS in
the CCS.

B. Fragmentation-Redundancy-Scattering technqiue

The problem of data availability in a traditional backup
strategy was one of the motivations of the work discussed in
[42]. The FRS technique consists in fragmenting confidential
information in order to produce insignificant fragments and
then scatter the fragments so obtained in a redundant fashion
across a distributed system like data centers according to a
particular algorithm [41][43]. The paper [8] described the
principle of FRS and gave another name that best described
the main steps of this technique: Encryption-Fragmentation-
Replication- Scattering (EFRS).

First, the FRS was applied to the persistent file storage,
and it used to implement distributed management system
security in terms of authentication and authorization. It was
then applied to processes that handled sensitive information,
by using a design approach by object [43][44].

All fragments may never be on a single storage node. Thus,
if some hackers manage to recover some of the fragments, the
attack will probably be useless. Even if the intruder manages
to get all the fragments, the task of fragments assembly in
the correct order and decryption will be an almost impossible
mission [44][45]. Thus, the system tolerates a passive intru-
sion. The problem of active intrusion was treated by using
the hash verification. The system verifies the hash value of
each fragment as it is recovered. If the hash value is incorrect,
the fragment will be discarded and the system will try to
find another replica in another site [45]. A forced replication
fragment in multiple servers allows the continuation of the
system even in case of the failure of some storage nodes [46].

The security level of data while they are processed, trans-
ferred, and stored depends on the service provider. Therefore,
data leakage happens when they get into the wrong hands while
they are being transferred, stored, audited or processed. The
main benefits of FRS are [46]:

• When FRS is used without encryption, but the frag-
ments are stored on n secure servers, the attacker must
interfere into all n servers instead of one.

• FRS is more effective against the denial of service
(DoS) or destruction of data.

• When the data are encrypted and then follow the
process of FRS to generate n fragments, the intruder
must cryptanalyze combinations of (n!) fragments.

• Redundancy in FRS provides a mechanism for fault
tolerance, and thus a mechanism to tolerate intrusions.

• Data replication, while using FRS, introduces fault
tolerance without the risk of further exposure.

In [47], the developed idea is based on the object fragmen-
tation at design time to reduce data processing in confidential
objects. Non-confidential objects can be produced at design
time, and then be traded in untrusted shared computers. Clas-
sified material should be treated in positions of trust unshared
ones.

The FRS technique aims to avoid successful intrusions in
one or more non-reputable sites [48]. This approach does not
presuppose a particular type of security policy.
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Different types of policies can be implemented by security
sites that control access to the servers for processing and
storage. A distributed approach to managing security policy
can be applied in this context [49][50].

The FRS allows strengthening the data confidentiality,
integrity and availability [24][41][46]:

• Confidentiality: an intruder will have to collect all
the fragments in the correct order before attempting
cryptanalysis.

• Integrity and availability: an intruder should alter or
destroy consistently all replicas of a fragment to be
able to modify or destroy data.

The application of the FRS technique involves the follow-
ing operations:

• Encryption before fragmentation;

• Secure management of the encryption key;

• Fragmentation of encrypted fragments of fixed size
data;

• Secure naming of fragments;

• Fragments diffusion from the user site to all storage
sites;

• Implementation of storage sites in a distributed algo-
rithm to select which sites will actually store each
fragment.

The fragmentation and scattering technique, when applied
to file storage, involves cutting every sensitive file into several
fragments in such a way that one or several fragments (but
not all) are insufficient to reconstitute the original file [48].
The number of copies depends on the file criticality defined
by the user [44][48]. The user site displays in random order
all the fragments of each page to all storage sites. Then, the
fragments are stored in several copies on different distributed
sites, which can be viewed as fragment server machines [51].
Figure 4 illustrates this processing. The name of each fragment
is generated by a hash function from the encryption key,
file name, index of page and the index of the fragment. It
prevents knowledge of the correct order of fragments of a given
page by an intruder [44][48][52]. Figure 5 shows the cycle of
file processing during the fragmentation operation. Thus, no
information about a fragment can be derived from its name.

At this stage, the question that arises is how to build a
map of effective dispersion of minimum computer resources
used during the reconstruction of the file. In [53], the article
proposed a scattering technique based on a tree structure. The
dispersion map proposed the use of a Huffman encoding pro-
cess based on the use of the frequency of the file. In the same
direction, another study proposed two algorithms developed to
maintain a constant number of replicated fragments: one based
on the game of life, and the other based on roaming ants [54].
Each of them respects the following criteria:

• To maintain an acceptable number of copies of frag-
ments;

• To resist the malicious attacks and multiple node
failures;

Fig. 4: FRS applied to persistent file storage

Fig. 5: Transformation cycle of data in the FRS

• To preserve the anonymity of data holders.

This study remarks that the number of replicas fragments
generated by the game of life algorithm was higher than the
ant swarm algorithm.

During the read operation, the user site reconstructs the
names of all the fragments of pages that must be recovered
(using a hash function), and diffuses in random read requests
to all storage sites that possess a copy of the fragment. If all
copies of each fragment are identical, the user site can easily
restore encrypted pages, decrypt and verify the checksum. If
different copies exist for a fragment, the user site recreates
several encrypted pages and tries to decipher until it gets a
correct checksum. Only the name of the fragments allows to
find their location and this information is calculated during
fragmentation operation (based on information as the key
to fragmentation, file name, etc.) and dynamically recalcu-
lated using the same information at reassembly operation
[41][43][44].

In [42], an approach was described, based on FRS in the
context of a peer-to-peer architecture where each agent (client
and/or server) has the ability to request data storage service
from other agents to store elsewhere. The inconvenience here
is that nodes (agents) constituting this system have a dynamic
behavior (connectivity). The node can have all the fragments
associated with a file without problem because the node cannot
tell the difference between fragments belonging to a given file.

The effectiveness of FRS appears when the attacker is
incompetent to differentiate between fragments of the same
file across the transited network flow. This requires that the
sending of fragments exchanged between archive sites and
user sites should not be sequential in their normal order.
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Fig. 6: FRS vs. IDA

The fragments should be transmitted at intervals sufficiently
spaced. If necessary, this rate must be increased artificially
[45]. The FRS performance depends on the fragmentation
granularity. The FRS approach is a method to take advantage
of the division file and distributed system to implement reliable
applications that handle confidential data.

1) Comparison with Information Dispersal Algorithm tech-
nique: The IDA (n;m) algorithm is a tool for converting a file
into multiple files and any m files from n files are sufficient
to recover the original file. As a performance advantage, this
technique provides an adequate level of security. Figure 6
illustrates in brief the comparison between the two techniques
IDA and FRS. Based on the conclusions of various scientific
research papers, it is argued that the IDA approach does not
need the important disk space. With regard to the additional
treatment, the FRS processing complexity is less than the IDA
one. The fragmentation of a file (including encryption, distri-
bution of bytes in fragments, naming) is faster than encrypting
a file with conventional techniques [44]. The IDA technique
necessitates high computation on large matrices especially
if these calculations are made on traditional workstations.
Finally, both techniques have the same access time to file by
parallelization of access to different fragments on the storage
sites [44][47][48].

C. Applying FRS for data storage and recovery

In cloud computing environment, the user needs some ser-
vices related to data storage. Before using this service, the user
needs some security mechanisms to data access (authentication
and authorization). In fact, in this section, several required
scenarios related to mono cloud are pesented in order to benefit
from storage service.

1) User authentication and authorization: In order to en-
able security functions to tolerate faults and intrusions, despite
the fact that these intrusions are made by security admin-
istrators, these functions are implemented as a distributed
security system that contains several security sites managed
by different administrators. The implementation is based on
majority vote and threshold scheme algorithms. Therefore,
any k of the n parts are sufficient to reconstruct the original
secret [28][55][56][57]. As a majority of these sites are neither
defective nor penetrated by an intruder, the security functions
will be performed correctly, and no confidential data will be
revealed.

The proposed framework is based on the use of two backup
sites at least, belonging to a one or more of the clouds. It
requires authentication and user authorization from cloud(s)
contributing to serve the customer. This registration should be

Fig. 7: Authentication scenario in our CCS framework

done separately in each cloud or each entity of the cloud. Au-
thentication is perhaps the single, most common requirement
of any application. First, the user must authenticate by the CSP
to access the services. Then, he must be logged separately on
the various security sites, and a user’s authenticator is stored on
each security site. This authenticator can be a secret shared by
the user and site security (password) or biometric information
characterizing the user (a fingerprint), or public information
corresponding to a secret known only by the user. On the
user side, the shared secrets should be stored in a specific
device like smart cards or usb flash driver. Our framework
requires a seperate registration for each security site, which
significantly increases the level of security in our system; since
a malicious security administrator cannot, without the help of
other administrators, pass for a user, and he cannot create a new
user (it would not be recognized by the other security sites).
His authority is limited to his own security site and he has no
power over other security sites. This approach provides some
separation of powers. Figure 7 shows the process followed
during authentication in our framework.

The user sends a request to an entity named Profile
Manager to find the security sites to be able to authenticate
(1). Certainly, there are many profile managers to ensure this
security mission. Thereafter, the user sends authentication to
multiple security sites (2, 3 and 4). Next, each site runs
an independent security authentication protocol according to
the local authentication scheme (5, 6 and 7) to verify the
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Fig. 8: Authorization scenario in our CCS framework

identity disclosed (password, biometrics, etc.). Then, these
local decisions are shared to obtain an overall decision (8, 9, 10
and 11). Once the global decision is made, a response is sent to
the user (12). Finally, the user can send queries to access other
servers or objects of cloud computing. Thus, the user obtains
session keys, one of them for site security for future accesses
to every site security. All other requests will be encrypted by
the session key. When there is a need to access an object, the
authenticated user sends a request to the security server that
allows or denies access. Figure 8 illustrates the protocol for
authorization.

2) Storage and data recovery: In this scenario, two in-
gresses are used for access to cloud computing. The concept
of the framework is to create two groups of data centers. Each
group is built and assigned to ingress of the cloud (E1 or
E2). To do this, during the authorization phase, the middleware
(client side) must select two ingresses from the entry proposals
of cloud (It is assumed that the cloud contains more than two
entry points to its IT infrastructure). This can be done in a
random or alternative manner in every time the user wants
to establish a connection to a data center; he can choose a
different entrance to his previous connection to a data center.
Each data center is connected to the client via the two chosen
entries (1 or 2) and each of them presents a group in our
Framework. Figure 9 illustrates the proposed approach.

Therefore, any possible transaction (backup or data re-
covery) between the client and the cloud passes through the

Fig. 9: Backup and data recovery scenario in our CCS frame-
work

Fig. 10: Logical process of our proposal

two communication channels between the client and the two
chosen entries of cloud that serves as a bridge to the data
center. These channels should be secured by establishing VPN
(Virtual Private Network) connections. The figure 10 illustrates
the process of data storage in our proposal.

Certainly, with many servers that present container of user’s
data, the confidentiality and availability are guaranteed and
then security level rises relatively to actual strategy of clouds.

Let’s suppose the probability p(< 1) where an object is
affected by an attack (integrity and/or confidentiality and/or
availability) in a server. In fact, in the case when an entire file is
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hosted in a server and is duplicated in another server, then the
probability that this file is affected is (p.p = p2). However, in
our proposal, a file is converted to n fragments that are stored
in servers with duplication. Therefore, in this case, the proba-
bility that this file is affected is (

∏n
i=1 p )(

∏n
i=1 p )=

∏n
i=1 p

2 .
Consequently, our proposal offers more security than the
traditional case because

∏n
i=1 p

2 < p2 .

D. The proposal in multi-clouds

This approach can be applied for the multi-clouds. Thus,
several clouds can be used depending on the capacity and de-
sign of the overall architecture of the clouds. The multi-clouds
architecture is the environment where there is cooperation
between CSP (see Figure 11). The cooperation between clouds
carries more benefits for the customer in terms of security
and performance and this is achievable according to the SLA
established between the client and the clouds.

Fig. 11: Multi-clouds architecture in our CCS framework

Our projection of the Framework on the multi-cloud re-
quires the addition of a new entity called cloud Manager
(CM) that manages the communications between the client
and the clouds. When constructing a communication context
with clouds, the user must provide the list of clouds to the CM
when he wants to communicate. Then, the scenario of creating
a communication context with clouds begins between the user
and the clouds selected, using the CM and then, it follows the
same procedure as in the case of a single cloud. By the way,
many possibilities of CM placement can be proposed:

• CM is implemented in user terminal. In this case, if the
CM crashes, the user can restart, re-install or update
the CM if there is a need.

• CM is a role that can be assigned in any cloud
computing based on SLA (Service Level Agreement).
In this case, if the CM crashes in one CC, another
cloud computing can be chosen to operate as CM.
The choice between cloud computing and CM can be
based on priorities, service type oroperation’s time,
etc.

• CM can be implemented in a company’s proxy. In this
case, if the CM crashes, the IT department switches
to another proxy as backup for the first one.

Independently of previous choices in CM’s places, the
CM should be available to orchestrate the communications
between user and clouds. Certainly, policy manager for access
to different clouds is required. The work in [49] treated a
framework called Policy Management as a Service (PMaaS)

that offers customers the ability to manage access policies to
services running on a cloud infrastructure that can be accessed
via user interfaces. The framework consists of four main
components: cloud user, Policy Management Service Provider
(PMSP), CSP and requester.

Other solutions can be integrated to increase the security
level discussed in [58]. One consists of establishing a col-
laborative access control framework called PolyOrBAC. This
approach provides each organization belonging to the CII
(Critical Information Infrastructure) the ability to collaborate
with others while maintaining control on its resources and
its internal security policy. A contract is signed between the
service provider and the service user to clarify certain degree
of interaction and performance. The contract describes the
parameters, functions of Web Service (WS), responsibility of
each party and the security rules to control interactions. When
running, respect for all interactions with these security rules is
verified.

Another interesting point to discuss in the multi-cloud is
about the impact of this framework on latency. This paper
does not cover all QoS problem. However, a brief discuss
about latency for this proposal in multi-clouds is necessary.
The papers [59][60][61][62] analyzed some of the problems
and challenges for achieving real-time cloud computing. QoS
management in the cloud computing is linked to the problem
of allocating resources to the application to guarantee a service
level along dimensions such as performance and reliability
[59].

QoS is considered in every side of the network - the
user, the backbone network access, and the IP core network.
In fact, the QoS depends on both cloud computing and the
operator network. The paper [60] investigated if it is possible
to use latency as an indicator for the other QoS parameters
as throughput and jitter. It concluded that it was not possible
to find a consistent relationship between latency and the other
parameters. Also, the paper [61] presented PriorityMeister as
a system that combines priorities and rate limits to provide
tail latency QoS for shared networked storage in CC, even
with bursty workloads. The paper [62] presented RT-VMs
as a technology allowing virtualized applications to meet
QoS constraints as stated in contractual agreements among
customers and providers, formalized in proper SLAs.

In our framework, the requests for fragments increase
compared to the case where the requests are for one file.
However, the overall size of the received user will be the
same for the case of one single file. The reconstitution of the
original file is faster given the great performance of terminal
processing. The problem is the amount of queries to request
the fragments. In this case, a compromise is:

• File size,

• Fragments number,

• Number of storage servers,

• Location of servers.

By the way, the impact of the proposal can be decrease
by reducing the fragments number and requests number. Nor-
mally, when the fragments number increases, the security level
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raises. Certainly, this parameter depends on data security de-
gree. Also, the requests number can be reduced by aggregation
of fragments’ names in few requests in each channel, and this
entails a reduction of network traffic.

Finally, before the multi-cloud can offer a service to cus-
tomer, it should verify everything about the QoS management
via monitoring of some parameters that include latency, jitter,
packet loss, and bandwidth.

IV. SIMULATIONS AND EVALUATIONS OF OUR
PROPOSAL

A. Introduction

In this section, The simulation of the proposed CCS
framework is presented for evaluating the performance of
the EFRS technique as a dependable and secure solution for
cloud storage. To evaluate the robustness, security (availability)
and performance of the proposal during data exchange in
cloud computing, Netlogo has been chosen as a modeling tool
[63][64]. This allowed us to investigate the performance of our
framework under various operational conditions.

Basically, during the simulation, some parameters are
changed to evaluate the robustness of the framework and make
a comparison with a classic model of storage data in the cloud
computing. The Classic model is the case where the total file is
transferred and saved in one place without cutting in fragments.
Likewise, the other copies of this file are transferred and saved
in other servers. In the proposal, the classic model is obtained
if the fragments number is equal to 1. The figure 12 illustrates
the general rule during simulation.

Subsequently, the target is to prove the strength of our
framework in difficult conditions (increasing loss percentage
of fragments) and have a performance’s cartography of all
simulations. Also, some conditions are made in automatic
routine to evaluate the proposal.

In the simulation, there are:

• Five hundred files, each of them has a size of 150 Mo.

• One hundred servers, each of them has as maximum
size of 1 To.

• The replicas number of fragments (or files for Classic
model) is equal two.

The AES (Advanced Encryption Standard) is utilized as
the symmetric cryptography algorithm before fragmentation.
Because the length of plaintext and ciphertext are the same
for AES, the advantages of the scheme are evaluated without
adding any constraints about encryption operation complexity
during the simulation.

Fig. 12: The general schema of simulation

Some parameters are proposed and that can be changed in
the simulation to have a result in output file. The parameters
are:

• Number of servers: the number of storage server.

• Server size: the maximum size in the storage server.

• File size: the size file; to simplify, all created files have
the same size (150 Mo).

• Fragments number: presents the number of fragments
generated by the EFRS technique from the file can be
imposed.

• Replicas requisite: the number of replicas fragments
that should be normally kept in the cloud computing.

• Maximum buffer: the total size of the treatment data
by second.

• Maximum buffer reference: the rest of the buffer
during time unit of treatment (here, it is one second).

• FRS (OnOff): switches between our proposal and the
classic model.

Here in the simulation, a tick is a time unit, so in this case,
one tick is considered as one second.

Firstly, the tests adopted for the evaluation of the Frame-
work are:

• One for classic storage strategy in the cloud comput-
ing.

• Second for new storage strategy in our CCS frame-
work. In this case, five simulations are made. In each
one, the fragments number is changed: 5, 10, 15, 20
and 25.

Next, the results and synthesis of these tests are presented
to valorize the framework. Three options exist in all these
simulation studies and that concern the number of servers
failed in each trigger event of server failure.

B. Scenarios and results

Under the same experimental conditions, the global target
of these scenarios is to show the difference between our
proposal and the classic model by measuring some indicators
for performance and security of cloud computing under some
difficulties. Here, some events are made in automatic routine.
Each 60 seconds, a failure server event is simulated. In fact,
after each 60 seconds, a number of servers is shut down. The
target is to evaluate the behavior of our framework and classic
model. Thus, the Mean Time Between Failures (MTBF) for
the simulation is 60 seconds.

There are three cases:

• Each 60 seconds, a server is shut down.

• Each 60 seconds, two servers are shut down.

• Each 60 seconds, three servers are shut down.

In each case, six simulations are made:

• Simulation 1: classic model (Sim1).
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Fig. 13: MTTR comparaison between classic model and our
proposal

• Simulation 2: our proposal with fragments number
equal to 5 (Sim2).

• Simulation 3: our proposal with fragments number
equal to 10 (Sim3).

• Simulation 4: our proposal with fragments number
equal to 15 (Sim4).

• Simulation 5: our proposal with fragments number
equal to 20 (Sim5).

• Simulation 6: our proposal with fragments number
equal to 25 (Sim6).

Then, eighteen simulations are made in order to describe
more the behavior of the model. So the simulations period is
between thirty three and one hundred minutes. A radar chart
is utilized to compare the aggregation values of multiple data
of simulations for three cases.

When the failure event of a server is triggered, immediately
the recovery processing of data tries to recover data from other
servers that contain a copy of loss data. The target of this
processing is to return to initial state before the server failure
event. Also, Recovery Efficiency (RE) is defined as Maximum
Data Size (MDS), that can be recovered, during Mean Time
To Repair (MTTR) of the system. Then:

RE =
MDS

MTTR

Figure 13 illustrates the variation of MTTR for all simu-
lations. Here, the proposal reacts faster than the classic model
to stabilize the global situation of the environment. Also,
independently of fragments number, the proposal (sim2, sim3,
sim4, sim5 and sim6), for three cases, has a stable behavior and
approximately the same MTTR during all simulation. Finally,
it is remarked that the maximum delay of reaction of the
proposal is 20s whereas 45s for the classic model.

Figure 14 illustrates the variation of RE for all simulations.
The RE of our proposal is higher than the classic model. Also,
independently of fragments number, the proposal has a stable
behavior and approximately the same RE during all simulation.
As previous metric of MTTR, the RE of the proposal is
always more than the classic model. Then, this proposal can
be beneficial for the critical applications.

Fig. 14: RE comparaison between classic model and our
proposal

In the proposal, the confidentiality is guaranteed contrary
to classic model. In fact, this proposal forbids storing all
fragments of a file in one place. Indeed, the storage cloud
security is based on encryption. The encryption and decryption
keys are saved in memory in some places like USB flash
drive. Some attacks, against the computer’s memory, provide
full access to protected (encrypted) information stored in the
most popular types of crypto containers. The encryption keys
can be derived from hibernation files or memory dump files.
For example, while BitLocker may indeed protect against
opportunistic stealing of a computer that is turned off at the
time, there are several plausible scenarios for targeted attacks
[65][66]. There are many ways available to acquire the original
encryption keys. Then, the recovery of keys is easy and then
the data are in danger of being lost or falsified for classic
model.

In this respect, it is worth nothing that it seems difficult to
break our proposal model, many obstacles exist:

• Knowing and access to different servers that contain
the fragments.

• Search and collect fragments of file among existent
fragments in the cloud; for example find ten fragments
of a file among billions of fragments.

• Knowing the order of fragments; if n fragments are
need it to generate the original file, so (n!) operations
are necessary to find the correct order of fragments.

• Knowing the encryption keys.

In conclusion, the proposal shows superiority in these
comparisons. Also, it is remarked that the classic model needs
more time than the proposal to stabilize the system situation.
The synthesis is:

• Confidentiality in our proposal is higher than the
classical model.

• Availability is approximately same in the two models.

• Consummation of memory is generally the same in
the both models.

• Recovery efficiency of our proposal is more important
than the classic model.
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Furthermore, these results also indicate the important role
of fragmentation operation, because when there are more
fragments, the risk of loss data decreases.

V. CONCLUSION

In this paper, some issues related to data security have been
discussed, also some concepts related to intrusion tolerance
have been quoted. A technique IDA and the encryption data in
the cloud have been discussed. Furthermore, the proposed CCS
Framework based on the FRS technique have been presented in
several situations to satisfy most user needs in terms of cloud
computing operating, describing some scenarios (Authentica-
tion, Authorization, data backup and recovery). Furthermore,
the robustness of the proposal have been evaluated by making
a comparison with existing classical scheme. According to
the results, our CCS framework presents an advantage over
the classic model in terms of robustness. This study sheds
some light on some advances in terms of data security and
performance of cloud environment. The results demonstrate
that this architecture can thus optimistically withstand a series
of multiple failures.

Currently, other scenarios are being implemented in the real
environment to assess the CCS framework in terms of security
and performance compared to the current state of CCS. Con-
sequently, as an extension of this work, a middleware will be
developped and will be deployed in user terminals to handle
all communications easily between the infrastructure provider
and the final user. Future works should also examine other
potential factors that might influence the global performance
of cloud computing like the fragments number and dispersion
algorithms. Also, It is planned to develop a dynamic approach
in multi-cloud to increase performance especially QoS, based
on the CCS framework.
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et sécurité par fragmentationredondance-dissémination. Rapport de
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