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Abstract—Being a global language, English has attracted a
majority of researchers and academia to work on several Natural
Language Processing (NLP) applications. The rest of the
languages are not focused as much as English. Part-of-speech
(POS) Tagging is a necessary component for several NLP
applications. An accurate POS Tagger for a particular language
is not easy to construct due to the diversity of that language. The
global language English, POS Taggers are more focused and
widely used by the researchers and academia for NLP
processing. In this paper, an idea of reusing English POS Taggers
for tagging non-English sentences is proposed. On exemplary
basis, Urdu sentences are processed to tagged from 11 famous
English POS Taggers. State-of-the-art English POS Taggers were
explored from the literature, however, 11 famous POS Taggers
were being input to Urdu sentences for tagging. A famous Google
translator is used to translate the sentences across the languages.
Data from twitter.com is extracted for evaluation perspective.
Confusion matrix with kappa statistic is used to measure the
accuracy of actual Vs predicted tagging. The two best English
POS Taggers which tagged Urdu sentences were Stanford POS
Tagger and MBSP POS Tagger with an accuracy of 96.4% and
95.7%, respectively. The system can be generalized for multi-
lingual sentence tagging.

Keywords—Standford part-of-speech (POS) tagger; Google
translator; Urdu POS tagging; kappa statistic

I.  INTRODUCTION

One of the most fundamental parts of the linguistic pipeline
is part-of-speech (POS) tagging. POS tagging is the process of
assigning grammatical tags (nouns, verbs, adjectives, adverbs)
to each word in a text. This is a basic form of syntactic analysis
of the language which has many applications in NLP. Most
POS taggers are trained from treebanks in the Newswire
domain, such as the Wall Street Journal corpus of the Penn
Treebank. However, Stanford POS Tagger is widely used by
the researchers due to its multi-lingual (computer language)
support packages. Such as, Docker, F#/C#/.NET, GATE, Go,
Javascript (node.js), PHP, Python, Ruby, XML-RPC and
Matlab. Therefore, Stanford POS Tagger is considered as an
example in this paper. Output from the rest of the POS Taggers
is not discussed due to the page limitations. Challenges
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encountered due to the termination of tagging out of domain
data, and nature of Twitter text conversations, lack of
traditional orthography, and 140-character length limit for each
message (“Tweet”).

Since, the Internet has become a major medium of social
interaction and communication. Whereas, the medium of
communication is English, therefore, a rich source of
information pool is growing with a very fast pace comprising
some useful information. However, it is a tight and hard
practice to filter out the useful information from such a massive
stuff. Majority of contribution regarding to developing tools
took place regarding to the English based communication. In
case of POS tagging a rich literature is available regarding to
English POS Taggers as compared to other languages. Each
POS Tagger is working decently inside its domain and within
its limitations. A lot of researchers natively other than English,
are also contributing in English literature. However, the
valuable information other than in English language is also as
important as others. Apart to bring a decent amount of
researchers to take part in non-English text, an idea of reusing
English tools, techniques, methodology is proposed. More
specifically, English POS taggers are to be reused for tagging
non English language text.

In this research, after an extensive literature review of
English POS Taggers, the Stanford POS Tagger, written
specifically for English sentences is reused to tag Urdu
sentences as an example. Twitter API is used to extract the
Urdu sentences (tweets) on a specific topic from the Twitter.
After the refinement process, sample of Urdu sentences is
randomly selected for further processing. Google Translator is
used to translate the sampled Urdu sentences into English, for
tagging from Stanford POS Taggers. The state-of-the-art
English POS Taggers were extracted and included in this
exercise. However, their detailed result will be included in the
extended version of this study. Such English sentences were
injected into the Stanford POS Tagger to yield tagged-English
sentences. These tagged-English sentences are translated back
to their original language with the help of Google translator.
Two human annotators tagged the original sample of Urdu
sentences as benchmark tagged sentences. Kappa statistic
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along with confusion matrix is applied to measure the accuracy
of each tagger for Urdu tagging.

The rest of the paper is structured as follows: Section Il
comprises extensive background knowledge. Section 11l
discusses the methodology of the research. Results and Future
Implications are discussed in Section IV. Conclusion,
limitations and future work are placed as final sections.

Il. BACKGROUND KNOWLEDGE

In this section, an extensive background knowledge is
presented as shown in Tables 1(a) and (b). A decent amount of
literature has been carried out till date, however, current
research is different in case of re-usability of benchmark POS
Taggers, and generalizability of the idea. Additionally, State-
of-the-Art English POS Taggers are also the part of this
section.

TABLE I. (a). BACKGROUND KNOWLEDGE
,i:)' ’F\’l(:rigagger Technique Result eR:gSSr
CLE Urdu
1 CLE Urdu Parts Digest Tagged 96.8 [1]
of Speech c
orpus
N-gram based
part of speech N-gram Markov
2 tagger for the Model 9.0 2]
Urdu language
Improving part- Humayoun's
of-speech morphological
3 | (PoS) tagging i”a'lyzer' SVM | g7.08 (3]
for Urdu ool tagger
trained
Solve the parts
of speech .
4 tagging I\H/Ilggeeln Markov [4]
problem of
urdu language
Tnt tagger,
5 grc;uprrf)?;?)icl)ifstic treetagger, RF 95.66% by [5]
tagger and SVM | SVM tool
taggers
tool
Creating one of
First the necessary
6 computational resources for the [6]
part of speech development of
tagset for Urdu a POS tagging
system for Urdu
A rule-based
methodology is Unita
! used here to . architgcture (7]
perform tagging
in Urdu
Hindi,
Bengali,
Oriya, Telugu,
NER systems gnst;;gti’nNER
for the Urdu, Language Y
Hindi, Bengali, | specific rules ;erms of
8 Telugu, and and Maximum measure were | [8]
Oriya Entropy (ME) 65.13%,
languages 65.96%,
44.65%,
18.74%, and
35.47%
respectively

A design
schema and
9 details of a new w:eﬁzzﬂ ?60 %L;/racy of [9]
Urdu POS o7
tagset
Named Entity
Recognition
10 | (NER) system ;”S‘:‘e‘mNER [10]
for Urdu Y
language
. Rule-based
11 gamed Entity 1 gy NER [11]
ecognition -
algorithm
Problems of
12 NER in the IJCNLP-08 and | Twelve NE [12]
context of Urdu | lzaafats proposed
Language
63.72%,
NER on 62.30%, and
e -, 63.00% as
13 Conditional Precision, recall, values for [13]
Random Field and f-measure precision
(CRF) recall, and
fmeasure
Developing a
wordnet for
14 | Urdu on the Wordnet [14]
basis of Hindi
wordnet.
To develop T:]ourlsulﬁjti?aliion Takes textual
models which pma be input and
map textual y converts it into
15 | . modelled from [15]
input onto Urdu text by an annotated
phonetic defining fairly phpnetlc
content string.
regular rules
With
dev_elopmg a Computational
lexical semantics
knowledge :
16 resource for Transliterators llJJaneud o:r tt:;m [16]
Urdu on the ramnﬁarg
basis of Hindi Y
wordnet
UZzT 1.01 .
17 standard Unicode [17]
Vowel insertion | Building speech
18 | grammar for synthesis for [18]
Urdu language Urdu language
Maximum Proposed
Entropy (ME) diffzrent
Of automated modelling
models ME,
19 | Part-of-speech system , [19]
. . ME+Suf,
tagging Morphological
analyser(MA) ME+MA,
y ME+Suf+MA
and stemmer
Release of a
sizeable
monolingual Monolingual
Urdu corpus corpus and 0
20 automatically release the 88.74% [20]
tagged with tagged corpus
part-of-speech
tags
Anz_il_yzmg the Heuristic based
political News sali
Corpus for alience
21 findi Analysis of 85.5 [21]
inding
Important Urdu News
Entities, Corpus
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Saliences in the
Urdu language
Tnt tagger,
Efficient Maximum .tnt tagger
22 methods of Entropy tagger manages to [22]
computational and CRF obtain 93.56
linguistics. (Conditional for Urdu
Random Field)
Urdu-to-
23 | English Bootstrap 84.1% [23]
transliteration
The
experiments
results show
URDU.KON-
TB treebank is
Evaluation of Qfacl)tr??r:rs:z;szze not suitable
URDU.KON- togtrain andtest | forthe
24 | TBinthe N dependency [24]
data is Nivre .
dependency parsing as
- . arc-agear
parsing domain. : dependency
algorithm. .
relation
because Head
information
was missing in
the treebank.
Statistical
model used in
this work is 0
25 HMM along Tnt Tagger 97.52% [25]
with 10B chunk
annotation
Noun phrase
chunker for
2% Urdu which is HMM based 97.61 [26]
based on a approach
statistical
approach
TABLE I. (b). STATE OF THE ART ENGLISH POS TAGGERS
. Supported
Sr. Name of POS Available -
No Tagger online? Programming Results
Languages
1 CRF tagger No Java 97.00%
Citar - Trigram .
2 |HMM part-of- No g\;‘;lg’slr;'on
speech tagger
3 JsPOS No Javascript
4 Term Extractor No Python package
Stanford Log-linear .
5 Part-Of-Speech No N_Iult'lple language
bindings
Tagger
6 MorphAdorner Yes Generic 96-97%
7 spaCy Yes Python/Cython
8 SMILE Text Yes Java API
analyzer
9 LingPipe No multiple

10 Apache OpenNLP | No Java
11 RDRPOSTagger No Python
12 Brill’s Tagger Yes 95-97%
13 TnT No Multiple 95.99%
14 HunPOS No Multiple 95.97%
15 dTagger No 95.1%
16 MaxEnt No Python, java 97.23%
17 Curran & Clark No 97%
18 Tree Tagger Yes multiple
Rosette based Commercial
19 S No
linguistic Product
20 |Memory based Yes TiIMBL, C++
tagger
Yes but not o
21 SVM Tool working SVM based 97.2%
22 ACOPOS tagger No C
23 MXPOS tagger No Java
C++
24 fnTBL No transformation
based
PHP+mysql
25 GPOSTTL No enhanced version
of brill’s tagger
26 muTBL No Transformation
based learner
SVM based C/C++
27 YamCha No open source
28 QTag No HMM Java based
29 Lingua-EN-Tagger |No Perl
30 CLAWS Yes 96-97%
96-98% for
known
. words and
31 Infogistics Yes 88-92% for
unknown
words
32 AMALGAM tagger | No
33 TATOO No Perl
233|Page

www.ijacsa.thesai.org




(IJACSA) International Journal of Advanced Computer Science and Applications,

I1l. RESEARCH METHODOLOGY

This section comprises the methodology of the current
research. Twitter APIs are used to extract the data on a specific
topic. Data from Twitter for a novice topic PANAMA CASE is
extracted with the help of Twitter API. Raw data are refined
and ten sample sentences are randomly picked for further
processing. Google Translator was used to translate the
sampled Urdu sentences into English, for tagging from famous
English POS Taggers, which were extensively explored from
the literature. Such English sentences were injected into each
tagger to yield tagged-English sentences. These tagged-English
sentences were translated back to their original language with
the help of Google translator. Two human annotators tagged
the original sample of Urdu sentences as benchmark tagged
sentences. Kappa statistic along with confusion matrix was
applied to measure the accuracy of each tagger for Urdu
tagging. Best two POS Tagger for Urdu sentences is hence
prioritized. The whole process from step, selecting sample to
find the accuracy was repeated three times to get the best
results. On exemplary basis only Stanford POS Tagger is
considered at this stage. The reason behind the consideration

D = U0y, U, Ugsee . U 3

Vol. 8, No. 10, 2017

of Stanford POS Tagger here is, it outperformed the rest of the
POS Taggers with 96.4% kappa statistics. The detailed results
of the rest of the POS Taggers can be provided on demand.
Below is the research methodology of current study in Fig. 1.

Twitter! is a social networking platform where millions of
users communicate each day, billions of short text messages
(up to 140 characters) tweets. Tweets on specific political
issues were used to get tweets related to the keyword (Panama,
PMLN and TTP). However, we make sure filter the unique
tweets written in Urdu while we review the mesh by Twitter
API% To avoid re-tweets, the same check in the API is placed.
The Hash functions were used to eliminate duplicate tweets.
All non-Urdu characters were filtered out at the very first stage
of the refinement, i.e. URLs, twitter connector (@username)
and hashtags (#PTI, #PMLN) from tweets and then put them as
a key in HashMap. Original tweets were used as the value of
these keys. After running this procedure on all tweets, the
number of tweets was reduced by approximately 40%. This
remaining tweets can be safely said as unique tweets. Every
Tweet was treated as a new sentence.

Twitter Data on a Specific Topic

Data Refinement

D = {Us. Ugz. Uyg.n . Usy }

Translats

[ Google Translator ]

Rondomily Picked
Urdu Sentences
into English

/

W W

~

w

Output Tagged English
Sentences by C;

Output Tagged English
Sentences by Cz

Output Tagged English
Sentences by C,

™~

/

Translate back

Google Translator ]

English Sentences
into Urdu

/

S~

Cutput Tageged Urdu
Sentences by C;

COutput Tagged Urdu
Sentences by Cz

I\

Kappa Statitics

Cutput Tageed Urdu
Sentences by C,

< Benchmark Urdu
Tagged DataSet

Best POS Tagger For Urdu Sentences

Fig. 1. Research methodology.

A random sample of 10 sentences/tweets was considered
for further processing as shown in Table 2. A decent amount of
literature claims different types of English POS Taggers.
However, Stanford POS Tagger was used at this stage for
further processing. Yet, all other state-of-the-art famous POS
Taggers will be discussed extended version of current study.
Moreover, these taggers can be re-useable to tag multi-lingual
sentences. Additionally, the overall result of all POS Taggers is
provided in Fig. 2. In order to translate sampled Urdu

http://twitter.com/
nttp://twitterdj.org/en/index.html
*https://translate.google.com/

sentences into English sentences, an Urdu-to-English translator
namely, Google Translator® was used.

These translated English sentences were injected into a
Stanford POS tagger. The output of this step was tagged
translated English sentences as resulted in Table 3.

Google translator was used again to translate back the
Tagged translated English sentences into the original form, i.e.
Urdu as shown in Table 4.
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TABLE II. SAMPLE TWITTER SENTENCES
Sampled Urdu sentences From Twitter S. No.
Lis s gaS s WLl s 5 DK ile a
TS e oS Lad K Gy e @
S § s B g8 S Sapd S 558 1 e sl gl A el (3
0 o S S (S K8 Salse S Lad (€ il il 5 (4
e S 1S ) s S gy ) g8 e S GLIL (e S Ly .5
8 g o s S S .(6
B U o B Sl s (7
RIS e el a8 B S gyl 18 ke 555 G (8
S e (B3l el S Glgiagdl 5 e S caual 5l jaiea 3 RS .9
b Sl Sle o il i B g leal 50 ISyl .(10
TABLE Ill.  SAMPLE TWITTER SENTENCES
Tagged English Sentences by Stanford POS Tagger S.No
Aisha|[NNP GulalailNNP blamed|VBD the|DT leadership|NN ,|, something|NN must|MD have|VB happened|VBN .|. (1
People|NNS has|VBZ not|RB recongnized|VVBN panama|NN case[NN 's|POS decision|NN .|. (2
Today|NN ,|, there]EX are[VBP 1|CD million|CD people|NNS participating|VBG in|IN the|DT rally|NN .|. See|VB if|IN you|PRP can|MD see|VB .|. (3
Nawaz|NNP sharif[NN after|IN verdict|NN of{IN panama|NN case|NN is|VBZ trying|VBG to|TO mislead|VB people|NNS .|. (4
Nawaz|NNP Sharif[NNP 's|POS first|JJ visit|NN to|TO Lahore|NNP after|IN disqualification|NN in|IN the|DT Panama/NNP case|NN .|. .5
Parents|NNS became|VVBD unconscious|JJ at|IN death|NN of{IN baby|NN .|. .(6
Child|NN dies|VBZ in|IN carvan|NN of|IN nawaz|NN sharif|[NN .]. (7
Former|JJ PM|NNP nawaz|NN sharif|NN 's|POS carvan|NN entered|VBD gujrat|JJ city|NN .|. .(8
Captain|NN retired|VBD safdar|[NN and|CC asif|[NN kirmani|[NNS submit|VVBP nomination|NN papers|NNS of|IN kulsoom|NN nawaz|NN .|. .9
Dictatorship|NN was|VB good|JJ soviets|NN destroyed|VB country|NN .[PUNCT |X .(10
TABLE IV.  TAGGED URDU SENTENCES BY STANFORD POS TAGGER
Tagged Urdu Sentences by Stanford POS Tagger S.No
~iile[NNP = GDEINNP CalgNN WY a0 VBD s xa (MD «2S|NN 15{VBN K 5VB !
alse ZINNS WULNN G+SINN SJPOS ~ALaiNN VBN wx|RB WS|VBZ @
! @ 2alRB GLNN 1 04|CD 355/CD SSNNS =i a4 VBGeSe2 [VB =5|MD s 5{IN 5152 VB .3
31593 <o 8NN ~<UYNN GaS NN adNN 22 S|IN 2152 [NNS =S o158 SIVB =) 8 Uil S S|VBG usVBZ (4
LULINNP G+SINN 0xIN BIUNN 222 S|IN 31 5NNP < »5NNP SIPOS s Y[NNP 24 SINN- w/NN .5
2NN S|IN <S3UNN 4 IN o NNS i =[] =S5VBD .(6
DI SINN 24NN S|IN BENN 0x|IN ~2[NNP G~ Js|VBZ (7
G| NNP alae! 5 5INNP 31NN <2 5NN SIPOS ABENN <1aSVBG 3NN Jals (4 VBD (8
CASSINNP 3535 5)VBD s VBG Usl|CC —al|NN e SINNS 58S NN NN S|IN 2 SINNS (B2 35NN S 5S aaa|VB .9
| i ASGS NN oo [ 3] odissw [ NN 2 ol S| VB S [NN | [PUNCT [ X | .(10
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Fig. 2. Confusion matrix.

IV. RESULTS AND FUTURE IMPLICATIONS

In order to check the accuracy of the subjected POS tagger
with respect to Urdu language, Kappa Statistic with confusion
matrix was considered. Manually annotations were applied
with the help of two annotators to consider the best possible
tags for original sampled Urdu data. Furthermore, Kappa
Statistic with confusion matrix was applied to each tag used in
Stanford POS Tagger for Urdu perspective as shown in
Table 5. There were total 15 unique tags. The confusion matrix
for actual tag (best possible) vs. predicted tag (tag assigned by

Vol. 8, No. 10, 2017

Stanford POS Tagger) was synthesized for each of the
following fifteen tags. Moreover, total accuracy and random
accuracy were also calculated with the help of the following
formula. Additionally, Kappa statistic was computed with the
help of extracted values. The average value extracted by
adding the individual kappa values of all the computed tags to
the number of all tags. Accuracy of Urdu tagged sentences
with the reuse of Stanford English POS Tagger was 96.4 on
average, which is more than any of the existing Urdu POS
Tagger. The process of randomly taking sample sentences was
performed three times to remove the ambiguity of bias ness of
sample selection.

Kappa Statistic

kappa= (Total accuracy - random accuracy)/ (1-random accuracy)
Total accuracy= (TP + TN)/ (TP + TN+ FP+FN)

Random Accuracy= (TN + FP)* (TN + FN) + (TP + FN)* (TP + FP)/ Total*Total

Predicted Class

Not-NN NN |
Not-NN TN FN
Actual Clas NN Ep ™

Fig. 3. Confusion matrix.

In Fig. 3, TN is True Negative, FN is False Negative, FP is
False Positive and TP is True Positive.

TABLE V. KAPPA STATISTIC
Predicted To@l | qoouracy | Acouracy Kap2 | psctraey
Tags Not NN NN
Not NN 52 0 83 0.975904 | 0.538104 0.947832 0.963088018

NN Actual | NN 2 29
NNP Not NNP 74 0 83 1 0.806648 1

Actual | NNP 0 9
VB Not VB 79 0 83 1 0.90826 1

Actual | VB 0 4
VBN Not VBN 81 0 83 1 0.952969 1

Actual | VBN 0 2
VBD Not VBD | 79 1 83 0.987952 | 0.919146 0.850987

Actual | VBD 0 3
MD Not MD 81 0 83 1 0.952969 1

Actual | MD 0 2
VBG Not VBG 81 0 83 1 0.952969 1

Actual | VBG 0 2
CD Not CD 81 0 83 1 0.952969 1

Actual | CD 0 2
POS Not POS 80 0 83 1 0.930324 1

Actual | POS 0 3
NNS Not NNS 77 0 83 1 0.865873 1

Actual | NNS 0 6
RB Not RB 82 0 83 1 0.976194 1

Actual | RB 0 1
IN Not IN 73 0 83 1 0.788068 1

Actual | IN 0 10

236|Page

www.ijacsa.thesai.org



(IJACSA) International Journal of Advanced Computer Science and Applications,

Vol. 8, No. 10, 2017

VBZ NotVBZ | 80 0 83 1 0.930324 1
Actual | VBZ 0 3
VBP Not VBP | 82 0 83 1 0.976194 1
Actual | VBP 0 1
NN Not JJ 77 2 83 0.963415 | 0.896211 0.647501
Actual | JJ 1 2
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