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Abstract—Millions of users share opinions on various topics 

using micro-blogging every day. Twitter is a very popular micro-

blogging site where users are allowed a limit of 140 characters; 

this kind of restriction makes the users be concise as well as 

expressive at the same time. For that reason, it becomes a rich 

source for sentiment analysis and belief mining. The aim of this 

paper is to develop such a functional classifier which can 

correctly and automatically classify the sentiment of an unknown 

tweet. In our work, we propose techniques to classify the 

sentiment label accurately. We introduce two methods: one of the 

methods is known as sentiment classification algorithm (SCA) 

based on k-nearest neighbor (KNN) and the other one is based on 

support vector machine (SVM). We also evaluate their 

performance based on real tweets. 

Keywords—Support Vector Machine (SVM); k-nearest 
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I. INTRODUCTION 

These days social networks, blogs, and other media 
produce a huge amount of data on the World Wide Web. This 
huge amount of data contains crucial opinion related 
information that can be used to benefit for businesses and 
other aspects of commercial and scientific industries. Manual 
tracking and extracting this useful information from this 
massive amount of data is almost impossible. Sentiment 
analysis of user posts is required to help taking business 
decisions. It is a process which extracts sentiments or opinions 
from reviews which are given by users over a particular 
subject, area or product in online. We can categorize the 
sentiment into two types: 1) positive or 2) negative that 
determine the general attitude of the people to a particular 
topic. Our principal goal is to correctly detect sentiment of 
tweets as more as possible. This paper has two main parts: the 
first one is to classify sentiment of tweets by using some 
feature and in the second one we use machine learning 
algorithm SVM [1]. In both the cases, we use five-fold cross 
validation method to determine the accuracy. We propose two 
approaches for sentiment analysis. One of the technique 
facilitates KNN and the other uses SVM. Both techniques 
work with same dataset and same features. For both SCA and 
SVM we calculate weights based on different features. Then 
in SCA, we build a pair of tweets by using different features. 
From that pair, we measure the Euclidian distance for every 
tweet with its counterpart. From those distance we only 
consider nearest eight tweets label to classify that tweet. On 

the other hand in SVM, build a matrix from the calculated 
weights based on different features and by applying PCA 
(principal component analysis) [2], we try to find k 
eigenvector with the largest Eigen values. From this 
transformed sample dataset we try to find the best c and best 
gamma by using grid search technique [3] to use in SVM. 
Finally, we apply SVM to assign the sentiment label of each 
tweet in the test dataset. In both algorithms, we use confusion 
matrix [4] to calculate the accuracy. 

Later, we compare our two techniques in respect to an 
accuracy level of detecting the sentiment accurately. We 
found that Sentiment Classifier Algorithm (SCA) performs 
better than SVM. 

II. RELATED WORK 

Researchers have paid attention to this problem to some 
extent. In this paper [5], authors looking at popular micro-
blogging Twitter, here the authors build models for two 
classifying tasks. These are a binary task of classifying 
sentiment into positive, negative classes and three-way task 
means to classify sentiment into positive, negative and neutral 
classes. They also performed an experiment with unigram 
model, a feature based model, and a tree kernel-based model. 
They were combining unigrams with their features and 
features with the tree kernel. In this paper, they presented 
extensive feature analysis of the 100 features they propose. 

In this work [6], authors proposed an approach to 
automatically detect sentiment on Twitter messages (Tweets) 
and also proposed two-step sentiment analysis classification 
method for Twitter. First, they classified messages as a 
subjective and objective category and further distinguishes the 
subjective tweets as positive or negative. For creating these 
classifiers, instead of using manually annotated data to 
compose the training data as regularly supervised approaches, 
they leverage sources of noisy labels as their training data. 
These noisy labels were provided by a few sentiment detection 
websites over Twitter data. For better utilizing these sources, 
it is important to verify the potential value of using and 
combining them. A more robust feature set that captures a 
more abstract representation of tweets and it is composed by 
meta-information associated to words and specific 
characteristics of how tweets are written is also proposed by 
the authors. In Meta-features, they map a given word in a 
tweet to its part-of-speech using a part-of-speech dictionary as 
POS tags are good indicators for sentiment tagging. An 
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effective and robust sentiment detection approach for Twitter 
messages is presented by this paper which uses biased and 
noisy labels as input to build its models. The main limitations 
of our approach are the cases of sentences that contain 
antagonistic sentiments. 

By investigating the utility of linguistic features for 
detecting the sentiment of Twitter messages, the author of this 
paper [7] evaluate the usefulness of existing lexical resources 
as well as features to capture information about the informal 
and creative language used in micro-blogging. For building 
training data they take a supervised approach but leverage 
existing hashtags in Twitter data. In their experiment, they use 
three different corpora of Twitter messages. For development 
and training, they use hashtagged dataset (HASH) and the 
emoticon dataset (EMOT). There are three steps for 
preprocessing the dataset. They are: 1) tokenization, 
2) normalization and 3) parts-of-speech (POS) tagging and 
they also use a variety of features for their classification and 
experiment. They use unigrams and bigrams for the baseline 
and they also include features typically used in sentiment 
analysis such as sentiment lexicon and POS features. The 
features are n-gram, lexicon features, part-of-speech features, 
micro-blogging features. 

Their experiments [8] show that part-of-speech features 
may not be useful for sentiment analysis in the micro-blogging 
domain. Features from an existing sentiment lexicon were 
somewhat useful in conjunction with micro-blogging features. 
For automatically classifying the sentiment of Twitter 
messages, in this paper, the authors introduce a novel 
approach and they classified these messages as either positive 
or negative with respect to a query term. For this reason, they 
build a framework that treats classifiers and feature extractors 
as two distinct component. This framework allows them to 
easily try out different combinations of classifiers and features 
extractors and then normalizing the effect of query terms 
along with corresponding tweets. Their assumption is that 
users prefer to perform sentiment analysis on a product and 
not of a product. By Stripping out the emoticons causes the 
classifier to learn from other features such as unigrams and 
bigrams present in the tweet. An interesting side effect of their 
feature is that they use non-emoticon to determine the 
sentiment. They consider emoticons as noisy labels because 
they are not perfect while defining the correct sentiment of a 
tweet. For example, @BATMANNN :( I love chutney....... 
Without the emoticon, most people would probably consider 
this tweet to be positive. Tweets with these types of 
mismatched emoticons are used to train our classifiers because 
they are difficult to filter out from our training data. The 
Twitter language model has many unique properties such as 
using rnemes and links and taking advantage of the following 
properties to reduce the feature space. They also use support 
vector machine classification technique. Here their output data 
are two sets of vectors of size m. Each entry in the vector 
corresponds to the presence of feature. In this paper, they 
show that machine learning algorithms (Naive Bayes, 
maximum entropy classification, and support vector machines) 
can achieve high accuracy for classifying sentiment when 
using this method. 

III. WORKING PROCEDURES 

We use a variety of features for our classification 
experiments. For the baseline, we use word feature, n-gram 
feature, pattern feature and punctuation feature [9]. Finally, 
we also include another key based feature. After calculating 
weight based on features for each tweet, we use our 
techniques. 

In Word Feature, each word in tweet considered as a 
binary feature [10]. For counting the word feature of a tweet, 
it compares with a dictionary which is used to detect which 
words are stop words and which are not. Stop words [11], [12] 
are out of consideration. Otherwise, every word is considered 
for word feature. Moreover, if we encounter sequences of two 
or more punctuation symbols inside a tweet, we consider them 
as word features [13]. Additionally, the common word RT, 
which means “retweet”, does not constitute a feature because 
it may appear in the majority of tweets inside the dataset. 
When we calculate word feature weight we calculate is as 

   
  

    ( )
 where Nf represents the number of feature 

present in the tweet and count (f) represent the number of total 
feature present in the whole dataset. We use this formula for 
all the features of our experiment. 

In N-Gram Feature, a sequence of 2-5 consecutive words 
in a sentence is regarded as a binary n-gram feature. The tweet 
which contains more rare words that have a higher weight than 
which contain common words and it has made a greater effect 
on the classification task. 

In Pattern Features, the words are divided into three 
categories. They are high-frequency words (HFWs), content 
words (CWs) and regular words (RWs). When a word 
frequency is considered as f which frequency in the dataset is 
represent as frf and it will be considered as a high-frequency 
word if frf > FH. On the other hand, if frf < FC, then f is 
considered to be a content word and the rest of the words are 
considered as regular words. The word frequency is calculated 
from all the words of the dataset and it is estimated from the 
training set rather than from an external corpus. We treat as 
HFWs all consecutive sequences of punctuation characters as 
well as URL, REF, TAG and RT meta-words for pattern 
extraction as they play an important role in pattern detection. 
A pattern is an ordered sequence of HFWs and slots for 
content words. The upper bound for FC is set to 1000 words 
per million and the lower bound for FH is set to 10 words per 
million. FH is set to 100 words per million and we provide a 
smaller lower bound as the experimental evaluation produced 
better results. Observing that the FH and FC bounds allow 
overlap between some HFWs and CWs. By addressing this 
issue, we follow a simple strategy as described next. If 

frf  (      
  

 
) the word is classified as HFW; otherwise, 

frf  €*   
  

 
   ) the word is classified as CW. We seek for 

patterns containing 2-6 HFWs and 1-5 slots for CWs. 
Moreover, we require patterns to start and to end with HFWs, 
thus a minimal pattern is of the form (HFW)(CW slot)(HFW).



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 8, No. 6, 2017 

21 | P a g e  

www.ijacsa.thesai.org 

TABLE. I. ACCURACY OF ALL ALGORITHMS OVER 1000 TWEETS

Method 
Number of 
tweets 

Precision Recall F-Score TPR FPR Accuracy 

Algorithm [9] 1000 0.81 0.76 0.78 0.79 0.13 79.99% 

KNN with 
normalization (4 

features) 

1000 0.83 0.75 0.79 0.81 0.14 80.80% 

KNN with 

normalization and 
keyword base( 5 

features) 

1000 0.85 0.81 0.83 0.68 0.17 84.32% 

SVM with (4 
features 

1000 0.56 0.69 0.61 0.78 0.49 58.79% 

SVM with  
normalization (4 

features) 

1000 0.55 0.73 0.62 0.80 0.52 58.39% 

SVM with 

normalization and 
keyword base (5 

features) 

1000 0.62 0.79 0.70 0.79 0.50 67.03% 

SVM with 

normalization and 
keyword base (5 

features) with grid 
search 

1000 0.72 0.89 0.80 0.70 0.30 77.97% 

In Punctuation Feature, the last feature type is divided 
into five generic features as: 1) tweet length in words, 
2) number of exclamation mark characters in the tweet, 
3) number of question mark characters in the tweet, 4) number 
of quotes in the tweet, and 5) number of capital/capitalized 
words in the tweet. The weight wp of a punctuation feature p 
is defined as     (    ) (   (          )) , 
where Mw; Mng; Mpa declare the maximal values for word, n-
gram and pattern feature groups, respectively. So, wp is 
normalized by averaging the maximal weights of the other 
feature types. 

In the Key-based feature, we use a list [14] where there 
are 18000 words with its sentiment strength whose range falls 
within 1 to -1. Based on these words strength, we calculate the 
key based feature weight [15]. 

IV. EXPERIMENTAL RESULT & PERFORMANCE EVALUATION 

In this section, based on the result of Sentiment 
Classification Algorithm (SCA) and Support Vector Machine 
we try to evaluate the performance of different algorithms. 
Our key parameters to evaluate performance are Accuracy, 
Recall, and Precision, etc. We have used a few open source 
machine learning library [16]-[18] during performance 
evaluation. 

Here we give the accuracy of all algorithms on 1000 
tweets. From the result, there are four attributes whose are 
precession, recall, F-Score, and Accuracy. Precision (also 
called positive predictive value) is the fraction of retrieved 
instances that are relevant while recall (also known 
as sensitivity) is the fraction of relevant instances that are 

retrieved. Both precision and recall are therefore based on an 
understanding and measure of relevance. F-score is calculated 
from precision and recall. According to the result, we can get 
an overview of the performance of the algorithms for different 
size of the dataset but for better analysis, we should compare 
the results based on a different parameter which is easily 
represented via graphs. 

A. Performance Evaluation Based on Accuracy 

 

Fig. 1. Accuracy of KNN. 
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From Fig. 1, we can see that this graph show the accuracy 
of different versions of KNN for different size of the dataset. 
From the graph, we can see that when we use the original 
version of KNN with four features we get an accuracy which 
is increasing for all the dataset when we normalize the dataset. 
It is much more increasing when we add a feature name 
keyword-based feature. 

 
Fig. 2. Accuracy of SVM. 

This graph (Fig. 2) shows the accuracy of the SVM. From 
the graph, we see that the accuracy of SVM with four features 
is around 60 percent for different size of the dataset. This is 
increased by normalization of the dataset. When we add 
another feature, keyword base features its accuracy much 
more increasingly and finally, we get accuracy around 70% by 
using grid search for every dataset. 

 
Fig. 3. Comparing algorithms based on accuracy. 

From Fig. 3, we see that the accuracy of different versions 
of KNN is always higher than the accuracy of the different 
versions of SVM. From the accuracy, we see that KNN 
performs better than SVM for all the dataset. 

If we only consider the accuracy only then it may be 
misleading us. Sometimes a model has greater predictive 
power on the problem with lower accuracy may be desirable 
to select. 

If we consider a problem where there exist a large class 
imbalance and there may be a model which can predict the 
value of the majority and high classification accuracy 
achieved by it but this kind of model is not useful in the 
problem domain. 

For this reason, we need to consider some additional 
measures like as precession, recall to evaluate a classifier. 

B. Performance Evaluation based on Precision 

When evaluating classifiers it is also necessary to consider 
the precession because precession can be thought as a measure 
of classifier exactness. A low precession indicates a large 
number of false positive. Sometimes it may occur that a 
classifier has low accuracy but it gives high precision. In a 
problem where exactness is more important than the high 
accuracy than the precession evaluating is very important. 

Precision is calculated from the number of true positives 
divided by the number of true positives and false positives 

 
Fig. 4. Precision of KNN. 

From Fig. 4, we see that the precision of the original KNN 
(four features) is lower than the updated version of KNN 
which also contains four features but the dataset is normalized. 
The precision is also much more increases by adding another 
feature keyword base feature with the previous version of 
KNN. 
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Fig. 5. Precision of SVM. 

Fig. 5 contains the information about the precision of 
different version of SVM. When we measure the precision of 
SVM with four features we get precision which can be 
increased by normalizing it. It goes much higher when we add 
another feature and using grid search. 

 
Fig. 6. Comparing algorithms based on precision. 

As the precision of different versions of KNN is higher 
than the different versions of SVM (from Fig. 6), we can 
conclude that based on precision, KNN performs better than 
SVM. 

C. Performance Evaluation Based on Recall 

The recall is also important in classifier performance 
evaluation. It can be considered as a measure of a classifier’s 
completeness and a low recall indicates many false negatives. 

 
Fig. 7. Recall for KNN. 

The recall is calculated from the number of true positives 
divided by the number of true positive and the number of false 
negatives. 

The different versions of KNN provide good recall for 
different size of the dataset as shown in Fig. 7. As we modify 
the version of KNN, recall is increased than the previous 
version and it goes up to around 90% which is satisfactory. 

 

Fig. 8. Recall for SVM. 
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versions of SVM as shown in Fig. 8. As version upgraded 
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feature and using grid search. 
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Fig. 9. Comparing algorithms based on recall. 

From Fig. 9 which indicates the comparison among 
different versions of KNN and SVM, we see that the last two 
versions of SVM and KNN almost close to each other and the 
percentage are very good. 

D. ROC Graph for Performance Evaluation 

For selecting classifiers based on their performance 
receiver operating characteristics (ROC) graph is a good 
technique [19]. By plotting the true positive rate (TPR) against 
the false positive Rate (FPR) the curve is created. The true 
positive rate indicated the sensitivity or probability of 
detection and false positive rate indicate the fall-out or 
probability of false alarm. 

 
Fig. 10. ROC graph for 1000 tweets. 

A: Original (KNN) (4 features). 

B: KNN with normalization (4 features). 

C: KNN with normalization and keyword base 
(5 features). 

D: SVM with (4 features). 

E: SVM with normalization (4 features). 

F: SVM with normalization and keyword base (5 features). 

G: SVM with normalization and keyword base (5 features) 
with grid search. 

Fig. 10 shows the performance of the algorithms for 1000 
tweets. We know that according to the ROC graph the 
performance of an algorithm is better than the other 
algorithms if its true positive rate is high and false positive 
rate is low. Based on this, if we plot the true positive rate in Y-
axis and false positive rate in X-axis then we get a point in a 
two-dimensional plane for an algorithm. The more the 
algorithm is left and upper side the performance of the 
algorithms is better than the other algorithms. Fig. 10 shows 
A, C, and E performance better compared with other 
algorithms. According to the ROC graph, the algorithm is the 
best for which the data point is northwest corner compare to 
other algorithms that algorithm is best. But in our figure, no 
data point can fulfill the requirement. But we can easily say 
that B, D, and F perform worse than other algorithms. As G 
has less True positive rate than B, F, and D it has also less 
false positive rate compared to them. Comparing between A 
and C algorithms A has less true positive rate and false 
positive rate than C but for the C True positive rate is much 
more increases than the false positive rate increase. 

We can see from all the graphs draw based on different 
parameters all time KNN always performs better than SVM. 
There are some reasons behind this kind of performance. 
Those reasons are given below. 

SVM performs better when the number of dimensions is 
very high. But in our experiment, we only use five features 
and every data point represents in five dimensions. For a lot of 
points in few dimensions, SVM cannot perform better. 

As the tweets are collect randomly and it is not guaranteed 
that which dataset we use as training dataset the number of 
positive and negative tweets are equal. It may also produce 
highly imbalanced dataset when we use k-fold-cross 
validation algorithm. Imbalance dataset means the difference 
between the number of positive and negative tweets is very 
high in the training dataset. 

Learning factor c and gamma vary based on the dataset. 
Finding the best pair of c and gamma for a particular dataset is 
very tough. We try to find the best c and gamma by using grid 
search algorithm from some particular values of c and gamma. 
Grid search algorithm returns the best pair of c and gamma but 
there may exist better c and gamma. 

SVM always assumes a hyperplane exist between the 
classes. But sometimes it may be very difficult to determine 
the hyperplane for the position of the data point in the dataset. 

V. CONCLUSION AND FUTURE WORK 

Sentiment analysis based on micro-blogging is still in the 
developing stage and far from complete. As an example a 
positive sentiment is “It is a nice Day!” and a negative 
sentiment is “it is a horrible day!” In this paper, we will try to 
find out the positive and negative sentiment on Twitter data. 

Currently, we have worked with a simple model and in our 
work, we design our classifier with only a few features like n-
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gram feature, pattern feature, punctuation feature, keyword-
based feature and word feature. We also use machine learning 
algorithm SVM (support Vector Machine). We also use KNN 
classifier and calculate the accuracy of all algorithms. In this 
paper, we are focusing on dividing the tweets into positive and 
negative sentiment. In our work, we see that sentiment 
classifier algorithm (SCA) performs better than SVM. 

In future, we would study further many related problems. 
For this, we will try to improve our models by adding some 
extra features. In this paper, we work with only the English 
tweets and we are not considering the emoticons tweet. So our 
next plan is to work with other language tweets and add the 
emoticons tweets. Apart from this, we will also try to detect 
another sentiment label of human being and at the same time, 
we will work with a big amount of tweets. From this, we can 
say that our future work list may contain the following 
actions: 

 Adding some extra features: Adding some features will 
helps us to detect sentiment more correctly and provide 
a better result than the present result. 

 Working with others language: In our work, we use 
Java language and Java JAR files. In future, we can use 
different language. 

 Working with emoticons tweets: We only work with 
text tweets. In future, we need to work with text tweets 
as well as emoticons tweets. 

 Focusing on detecting another sentiment label of 
human being: We only work with positive and negative 
sentiment label. We will extend our work to consider 
other sentiment labels. 

 Working with a lot of tweets: In future, we would like 
to work with a dataset which contains a large number 
of tweets. 

 Accuracy calculation and performance evaluation: In 
current work, we use confusion matrix for calculating 
accuracy and performance evaluation. In future Apply 
others machine learning algorithms to calculate 
accuracy and performance evaluation. 

 Working with real world problems: Given an efficient 
sentiment label, we will try to see how it can be applied 
to solving real-world problems. As for example, 
predicting presidential election, estimating product 
reputation, etc. 

In this paper, we are mainly focusing on general sentiment 
analysis like the positive and negative sentiment. There is the 
potential of work in the field of sentiment analysis and we will 

try to use our knowledge in this field. On the other hand, we 
would like to compare sentiment analysis with other domains. 
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