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Abstract—The development of applications, such as online
video streaming, collaborative writing, VoIP, text and video
messengers is increasing. The number of such TCP-based ap-
plications is increasing due to the increasing availability of the
Internet. The TCP protocol, works at the 4th layer of the
Internet model and provides many services such as congestion
control, reliable communication, error detection and correction.
Many new protocols have been proposed such as stream control
transmission protocol (SCTP) with more features compared to
the TCP. However, due to the wide deployment, TCP is still the
most widely used. TCP creates the segments and transmit to the
receiver. In order to prevent the errors TCP saves the segments
into the sender buffer. Similarly, the data is also saved at the
receiver buffer before its transmission to the application layer.
The selection of TCP sender and receiver buffer may be varied. It
is very important because many applications work on the smart-
phones that are equipped with a small amount of memory. In
many applications such as online video streaming, some errors
are possible and it is not necessary to retransmit the data. In such
case, a small buffer is useful. However, on text transmission the
complete reassembly of message is required by the TCP before
transmission to the application layer. In such case, the large buffer
size is useful that also minimizes the buffer blocking problem of
TCP. This paper provides a detailed study on the impact of TCP
buffer size on smart-phone applications. A simple scenario is
proposed in NS2 simulator for the experimentation.
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I. INTRODUCTION

The OSI model in the Internet provides a step by step
characterization of the computer and telecommunication sys-
tems. Transport layer in the OSI model is one the main layers.
It provides congestion control, error control, flow control, a
stronger checksum and many other features. In a summarized
way, the transport layer works for successful delivery of a
process from a sender to a receiver. All of these features
are provided the TCP protocol [1]. The two other famous
protocols of the transport layer are the User Datagram Protocol
(UDP) [2] and SCTP [3] (see also [4]). The UDP is mainly
beneficial for applications such as video streaming. It is a
less complicated protocol due to its header format but not
preferable for applications where the reliability is mandatory.
The SCTP is a new protocols and it is still in development
phase. The key features in the design of the transport layer are
the following:

• Out-of-order delivery for faster data transmission to
the application layer. In this mode, SCTP the receiver
does not wait for complete message it simply forwards

the data as soon as it is received. This feature is also
available in the UDP. However, it is not available
in TCP. One of the main application of out-of-order
data is the online video or audio streaming. However,
in both the sequenced-data delivery and out-of-order
data delivery in online streaming may loss few of the
segments. But the overhead of sequencing overhead in
out-of-order data is less.

• Connection-orientation feature is available in the
TCP and SCTP but not in UDP. By this features
both the sender and receiver initiate a connection
establishment procedure before the data transmission.
In UDP all the data units travel independently and
forwarded by different routers.

• Connection formation is initiated by the SCTP and
TCP before the data transmission. The connection
formation procedures requires verification of sender
and receiver, which also improves the security of
the protocols. TCP and SCTP uses 3-way and 4-
way handshake procedures for connection formation.
However, there is no service of connection formation
in UDP.

• Connection termination is also completed by the
TCP and SCTP after the successful transmission of
data from sender to receiver. By this method the sender
and receiver agree to close the session. There is no
connection termination service provided by the UDP.

• Reliability by means of acknowledgment to the
sender. This feature is available in TCP and SCTP
but not in UDP. One the main factor that affects the
buffer size is reliability. For example, a sender keeps
a copy of the transmitted segment in the sender buffer
until the acknowledgment is received or the time to
acknowledgment expires.

• Flow control to maintain the data transmission rate of
the sender. By flow control the protocol reduces the
chances of network congestion and other others errors
such as data overflow. With the flow control, TCP
tries to maintain a synchronization between the sender
and the receiver. For example, the synchronization is
needed when the sender is very fast compared the
receiver.

Many of the features of the transport layer protocols are
presented in Fig. 1. Despite all the good features of SCTP,
the TCP is currently fully operational over the Internet. In
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TCP, the segments that are in queue for transmission and
the segments that are revived are stored in a memory called
the TCP sender and receiver buffer. Buffer size play major
role in the performance of TCP. If the buffer size is too
small the TCP would be unable to complete the message by
combining the segments at the receiver. It also leads to no
buffer space for the parallel TCP flows of other applications.
Such type of buffer condition is called the receiver buffer
blocking. Similarly, on the sender side, if the buffer size is
small it affects the transmission rate due the less number of
segments within the sender buffer. With the increasing number
applications such as video streaming, messengers, online chats,
VoIP, collaborative scientific projects, wireless sensors and
monitoring. It is difficult to decide the buffer size requirement.
Because some of the applications require reliability and some
of them do not. Further, the development of smart-phone apps
is also increasing. It is difficult to determine which type of
data processing will be carried by the apps at the time of
development, because of the real time data processing and
software updates. In order to help the developers of smart-
phone apps, the consideration of buffer size for the protocol
is necessary. Additionally, the researchers are working on the
parallel data transmission by using more than one NIC cards.
By parallel transmission throughput increases by the factor
depending on the number of NIC cards. For the parallel data
transmission a new version of TCP is under development. It
is called the Multipath TCP (MPTCP) [5]. This research work
aims to provide the experimentation of the TCP protocol with
various buffer size. The proposed scenario is composed of mul-
tihop network. The background traffic is also added in order
to make the scenario more like as real life networks where
the bandwidth is occupied by the several number of users.
The experimentation results are also useful for evaluation of
MPTCP. The simulation is carried in NS2 with varying size
of the sender and receiver buffer.

The rest of the paper contains the related work in Section
II. The experimental setup and configuration details in Section
III. The analysis on the basis of the results is presented in
Section IV. The conclusions are summarized in Section V.

II. RELATED WORK

The choice of buffer size affects the performance of TCP.
For example, if the receiver buffer size equal to the 50 seg-
ments. If the there are two processes transmitted by the sender.
Each of the process contains 30 segments. In simultaneous
transmission of both the processes the receiver will be occupied
by the 50 segments. 25 segments from each of the process.
Both the processes are received incomplete. The receiver will
be waiting for the remaining segments and none of the process
will be delivered to the application layer. This kind of situa-
tion is called the receiver buffer blocking. Many researchers
reported the problem of receiver buffer blocking while using
TCP [7], [8], [9], [18], [19]. The researchers also suggested
the use of retransmission policies for the transmission missing
data of one process. However, such retransmission polices are
beneficial for the parallel transmission of data by using more
than one link. For one link between a sender and receiver the
role of retransmission policy slightly improves performance.

The buffer splitting techniques were proposed by the
researchers in [10] and [11]. They proposed two kinds of

Fig. 1. Summary of the services provided by the transport layer protocols
[6].

splitting. First, that equally divide the buffer space in the
number of destinations or paths. In real life data from different
paths to receiver take different time. So, on the slow path
(path of smaller bandwidth or longer propagation delay) data
transmission may affect the data that is already in the receiver
buffer. On the other side the faster paths occupy more buffer
space and may reach to the buffer overflow. Second, the
technique, which divides the buffer into parts for the different
processes according to outstanding data. The outstanding data
is the data that already transmitted by the sender but not yet
acknowledged. The work in [12] suggested the use of available
buffer space in acknowledgment segment, because this value
represents the exact free space of the buffer. Normally, TCP
uses the advertised buffer space in the acknowledgment seg-
ment. The relationship between the buffer size and the round
trip time (RTT) is investigated by Want et al. [13]. According
the their findings the relationship is linear.

The work on RTT and the other path performance charac-
teristics such as bandwidth is investigated by the researchers
in [14]. The technique of buffer splitting at the sender and
receiver is employed in order to reduce the buffer blocking
problem. The splitting is performed on the basis of the RTT.
The destinations with longer RTT value (slow paths) are
allowed to use the small portion of the buffer size. Whereas, the
destinations with shorter RTT value (fast paths) are configured
to use the large portion of the buffer space both at the sender
and receiver. The similar work to improve the performance
by minimizing the buffer blocking is also presented in [15],
where the technique of transmission scheduling are proposed.
Scheduling of different data flows is based on a priority value,
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Fig. 2. Network Topology 1: Multihop network.

Fig. 3. Network Topology 2: Multihop network with background traffic.

which is calculated by using the outstanding data of each flow.
The researchers in [16] suggest that the design of a routing
protocol is very important.

III. TCP IMPLEMENTATION AND CONFIGURATION

The NS2 [17] is used for the implementation and evaluation
of the TCP. For the installation of NS2, the Ubuntu 14.04
OS is installed in the virtualbox. The multihop network is
proposed for the experimentation. In all of the experiments
the throughput is measured by assuming node 0 as source and
node 6 as destination. Each of the simulation is repeated 10
times and the results are collect on the basis of average values.
The implementation code of TCP is already available in the
NS2, however its configuration is required according to the
proposed topologies given below. The key parameters of the
simulation are presented in Table I.

A. Topology 1

In this topology seven nodes are configured and attached
as shown in Fig. 2. Node 0 and 1 are configured with TCP
agents as source nodes. Node 6 is the destination node and it is
configured with TCP agent as sink. In this topology the main
connection that is monitored for throughput is 0–6, whereas
1–6 is just adding an additional TCP flow.

B. Topology 2

In the second topology, nine nodes are used. Nodes 7
and 8 are attached with the intermediate nodes 2 and 3.
The main purpose these additional nodes is to provide the
background traffic to the TCP. Topology 2 is shown in Fig. 3.
The remaining parameters and their configuration are left on
the default values present in NS2.

Fig. 4. Experiment 1a.

Fig. 5. Experiment 1b.

Fig. 6. Experiment 1c.

IV. RESULTS AND DISCUSSIONS

A. Experiment–1

In this experiment, three kinds of simulations are performed
each time while changing the values of the propagation delay.
The value of sending buffer changes from 50 to 500 number
of segments. It is observed that when the delay is small as
in Fig. 4, the TCP throughput is directly proportional to the
value of bandwidth, i.e. 10Mbps. When the delay increase as
in Fig. 5 and 6, the medium is not fully occupied. Hence the
throughput at 10Mbps and 5Mbps is also same. However, it
is greater than the throughput at 1Mbps. It is also clear that
the increase in the buffer size does not significantly affect the
data transmission rate. The buffer size of 200–250 is enough
to reach the maximum throughput.
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TABLE I. PARAMETERS AND VALUES

Experiment Nodes Bandwidth(Mbps) Delay(ms) No. of Simulations Network

1. Changes in the sender buffer Topology–1

1a 0 to 6 1, 5, 10 10 10

1b 0 to 6 1, 5, 10 100 10

1c 0 to 6 1, 5, 10 500 10

2. Background traffic Topology–2

2a 0 to 6 1, 5, 10 10 10

2b 0 to 6 1, 5, 10 100 10

2c 0 to 6 1, 5, 10 500 10

3. Large Buffer Size 0 to 6 1, 5, 10 10 10

4. Changes in the Receiver buffer Topology–2

4a 0 to 6 1, 5, 10 10 10

4b 0 to 6 1, 5, 10 10 10

5. Equal Buffer Size 0 to 6 1, 5, 10 10 10 Topology–2

Fig. 7. Experiment 2a.

Fig. 8. Experiment 2b.

B. Experiment–2

The topology 2 is used in this experiment. A TCP flow
is defined from node 3–8 and its affect on the flow of nodes
0–6 is observed. The same bandwidth and delay values of
Experiment–1 are applied. The results trends are very similar
to Experiment–1. The results are presented in Fig. 7, 8 and 9.
When the buffer is smaller than 200 there is steady improve-
ment in the throughput. However, with a larger buffer of more
than 200 packets, the maximum throughput has reached.

Fig. 9. Experiment 2c.

C. Experiment–3

In this experiment, the simulation of Experiment–2 is
extended for a very large buffer size. The buffer size used is
from 1000 packets to 10000 packets. The delay is configured
to 10ms, however the experiment is repeated with different
values of bandwidth, i.e. 1Mbps, 5Mbps and 10Mbps. This
expriments proves that the large size of buffer is not useful
in the proposed scenario, the throughput remains the same.
In Fig. 10, the throughput at 1Mbps, 5Mbps and 10Mbps is
50Kbps, 0.7Mbps and 1.2Mbps.

D. Experiment–4

In this experiment, Topology–2 is used. However the
changes are performed in the receiver buffer instead of the
sender buffer. According the investigations, when the delay is
smaller, the sender transmits data as long as it is available.
Due to which there are less occasions of packet loss in the
0–6 TCP flow. So, the output remains at the same value as
shown in Fig. 11 and 12, where different values of bandwidth
are used. In the case of longer delay of 100ms, the small buffer
does not reaches the larger throughput. But as the buffer size
increases the the throughput also increases. After the buffer
size of 250 packets, the additional space in the buffer space
does not increases the throughput.
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Fig. 10. Experiment 3.

Fig. 11. Experiment 4a.

Fig. 12. Experiment 4b.

E. Experiment–5

The last experimentation is carried out by changing the
buffer size both at the sender and receiver. In this experiment,
the buffer size increases from 50–to–500 packets. It is observed
that, when the buffer is small the throughout is less. When
the buffer size is large it increase to the throughput but up
100 packets size. After the size of 100, the increase in the
buffer space does not increase the throughput. The results of
Experiment–5 are shown in Fig. 13.

In all of the experiments after a certain buffer space the
performance of TCP remain the same in terms of throughput.
According the Experiment–5, the significant amount of the
buffer space is 100 packets. That is equal to the bandwidth
delay product. In this experiment, the bandwidth delay product
is 10Mbps * 10ms = 100K. The suggestion of the buffer size
that is twice the bandwidth product is also presented in [6].

Fig. 13. Experiment 5.

V. CONCLUSION

The application development using Android or other plat-
forms is increasing. The applications such as video/audio
streaming, online collaboration, VoIP, messengers are the need
of time. Some of them require sequenced delivery like col-
laborative writing projects, whereas some of them like online
video streaming the sequenced delivery is not the priority. In
video streaming the best and fast delivery is important. Many
protocols are also available to deal with the sequenced and
out-of-order delivery of data such as UDP, TCP and SCTP.
TCP is one of the most widely used protocol over the Internet.
Depending on the type of application the requirement of the
buffer space at the sender and receiver is different. If not
considered properly the buffer size the problem such as buffer
blocking and buffer overflow may occur. This work provides
the details of the experimentation of TCP with different buffer
size options. According the results of the simulation over a
multihop scenario, the too large buffer size does not increases
the throughput. On the other hand the smaller buffer also
degrades the performance of TCP. The finds suggest that the
buffer size of twice the bandwidth delay product is suitable
for the TCP flows. In future, the work may be extended on
the upcoming version of TCP called the MPTCP.
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