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Abstract—Cyberbullying is a growing problem in our society
that can bring fatal consequences and can be presented in digital
text for example at online social networks. Nowadays there is a
wide variety of works focused on the detection of digital texts in
the English language, however in the Spanish language there are
few studies that address this issue. This paper aims to detect this
cybernetic harassment in social networks, in Spanish language.
Sentiment analysis techniques are used, such as bag of words,
elimination of signs and numbers, tokenization and stemming, as
well as a Bayesian classifier. The data used for the training of
the Bayesian classifier were obtained from the Spanish Dictionary
of Affect in Language (SDAL), which is a database formed by
more than 2500 words manually evaluated in three affective
dimensions: Pleasantness, activation and imagery, as well as same
595 words obtained following the same procedure of SDAL was
used with the help of the members of the Research Center,
Technology Transfer and Software Development. As a result, the
software developed has 93% success in the validation tests carried
out.
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I. INTRODUCTION

As online social networks (OSN) have grown in popularity,
instances of cyberbullying at OSN have become a growing
concern. The prevalence of Cyberbullying in Peru is 20 to 40%
in the last 10 years, according to the report “Cyberbullying:
Approach to a comparative study: Latin America and Spain”,
by Albert Clemente, professor at the International University
of Valencia (VIU) [1].

The VIU expert explains that in general, prevalence is
understood as the set of individuals involved in the phe-
nomenon of harassment or cyberbullying, that is, both victims,
perpetrators and spectators. And stresses that “cyberbullying
has not stopped growing and has become a problem in all
cultures and regions of the world, both in its traditional
and online” [1]. In addition, research has been conducted
between technical performance tests and negative results, such
as decreased school performance, absenteeism, school absen-
teeism, school dropout and violent behavior [2], and potentially
psychological effects. devastating, such as depression, low self-
esteem, suicidal ideation, and even suicide, which may have
long-term effects on the future life of victims [3], [4]. Incidents
of cyberbullying with extreme consequences, such as suicide,
are reported routinely in the popular press.

Given the seriousness of the consequences that cyberbul-
lying has on its victims and its rapid spread among college
and university students, there is an immediate and compelling
need for the research to understand how cyberbullying occurs
in today’s OSN. So things can be done to detect with cyber-
bullying.

The sentiment analysis, also called opinion mining [5], is
the field of study that analyzes opinions, feelings, evaluations,
attitudes and emotions of people towards entities such as prod-
ucts, services, organizations, individuals, problems, events,
themes and their attributes. While most papers address it as
a simple categorization problem, the sentiment analysis is
actually a research problem [6] that requires addressing many
natural language processing (NLP) tasks, including recognition
of entities named [6], [7], the disambiguation of the polarity of
the word [8], the personality recognition [9], the detection of
sarcasm [10] and the extraction of the aspect [11]. In particular,
the subtask is an extremely important subtask that, if ignored,
the accuracy of the sentiment analysis in the presence of
multiple points of opinion can be reduced consistently.

Therefore, the aspect-based sentiment analysis (ABSA) [6],
[10], [12], [13], extends the feeling analysis section with a
more realistic assumption that the polarity is associated with
specific aspects (or characteristics of the product) instead of the
whole text unit. For example, in the sentence “Food is delicious
but service is horrible”, the feeling expressed towards the two
aspects is completely opposite. Through the aggregation of the
analysis of feelings with the aspects, ABSA allows the model
to produce a detailed opinion of the opinion of the people
towards a particular product.

The objective sentiment classification (or objective-
dependent) [14], [15], [16], instead, solves the polarity of
the feeling of a given goal in its context, assuming that
a prayer could express different opinions towards different
specific entities. For example, in the sentence “I just logged
into my Facebook and found an ugly picture of Anastacia”,
the sentiment expressed towards Anastacia is negative, while
there is no clear feeling for Facebook.

Recently, Saeidi et al. [17], have tried to address the
challenges of ABSA and the analysis of specific feelings. The
task is to jointly detect the aspect category and resolve the
polarity of the aspects with respect to a given objective. The
deep learning methods [18], [19], [20], [21] have achieved
great accuracy when applied to ABSA and analysis of specific
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feelings. Especially, sequential neural models, such as short-
term long memory networks (LSTM) [22], are of increasing
interest for their ability to represent sequential information. In
addition, most of these sequence-based methods incorporate
the attention mechanism, which is rooted in the alignment
model of machine translation [23]. Such a mechanism takes
an external memory and representations of a sequence as
input and produces a probability distribution that quantifies
the concerns in each position of the sequence.

Currently the industry around the sentiment analysis, in-
creased its popularity due to the proliferation of commercial
applications, offering many challenging problems becoming
a very active research area with a broad domains offering a
strong motivation for research and offering many challenging
problems, which had not been studied before, such as pro-
cessing information from social networks Facebook, Twitter,
Instagram, blogs, wikis and other mass media online [24],
[25], [26], which speed up the way of sharing private and/or
intimate information through its platforms facilitating users to
get in close contact with others without taking into account
the dangers that these involve [5], [24], [27].

This type of communication can be dangerous and have
serious consequences, because the post messages can contain
some types of abusive or offensive content through which
threats such as cyberbullying may emerge [24], [27]. In
general, adults may be able to establish a secure line of
communication and are often more aware of curiosity to
explore new fields without the capacity of the dangers existing
in social networks. Conversely, children or teenagers [24], [27],
often have a misperception of threats and must weigh the
potential risks of this communication.

The remaining part of the paper is organized as follows.
A related works in this paper is explained in Sections 2, 3
and 4. Materials and Methods are described in Section 5. The
results with the experiment settings is introduced in Section 6.
Conclusions are presented in Section 7 and some future works
are provided in Section 8.

II. RELATED WORK

Dan Olweus [28], one of the leading specialists in the
world in bullying, developed the first criterion to identify the
specific form of bullying, when it was discovered that the
phenomenon is associated with a high rate of suicide attempts
among adolescents and defined a harassment situation as one
in which ”a student is assaulted or becomes a victim if he is
exposed, repeatedly and for a time, to negative actions carried
out by another student or several of them”. For this author
in the harassment there is a clear intention to harm the other,
either physically or morally, in such a way that the intimidation
is constant and persists over time. It is very remarkable the
imbalance of forces between the aggressor and the victim,
especially because the latter has difficulty overcoming mockery
or aggression and decides to remain silent.

Vilares David [29], describes a system of opinion mining
that classifies the polarity of texts in Spanish. He proposed
an approach based on natural language processing that led to
a segmentation, tokenization and labeling of the texts to then
obtain the syntactic structure of the sentences by algorithms
of dependency analysis.

The syntactic structure is then used to deal with three of
the most significant linguistic constructions in the field we are
dealing with: intensification, adversative subordinate clauses
and denial. The experimental results show an improvement
of the performance with respect to the purely lexical systems
and reinforce the idea that the syntactic analysis is necessary
to achieve a robust and reliable sentiment analysis.

Hernandez Li [30], carried out an investigation on the
sentiment analysis in texts based on semantic approaches with
linguistic rules for the classification of polarity of texts in
Spanish, the classification was made according to a dictionary
of semantic orientation where each The term is marked with
a use value and emotional value, along with linguistic rules
to solve several constructions that could affect the polarity
of the text. For this evaluation a sample of 60,798 Twitter
messages was used, each tweet is labeled with a global polarity,
indicating whether the text expresses a Strongly Positive,
Positive, Neutral, Negative, Strongly Negative feeling and no
feeling. Among the results, it was found that 35.22% do not
express any feelings, the 34.12% company positive feelings
and 18.56% express negative feelings.

Martnez et. al and Alonso [31], [32], carried out a research
approach to the study of the analysis of opinions in Spanish,
where a survey of the researchs on the analysis of feelings
is made and the small number of researches is expressed in
Spanish, being the majority in English; also highlights the
research in Spanish conducted by the group ITALICA of the
University of Seville. Similarly, it tells us about the unbridled
growth of the use of social networks where users give opinions
of any type and topic, encouraging the use of these data for
future research.

Baquero Abel [33], designed an instrument to detect cy-
berbullying in a school context and analyzed its psychometric
properties. As participants, it had 299 adolescents (54.2%
women and 45.8% men) with an average age of 15 years,
belonging to the low stratum (22.1%) and middle stratum
(78%). A quantitative study was carried out with a non
experimental design of instrumental type and cross section.
Under the classical theory of the tests, an adequate internal
consistency was obtained, as well as convergent validity with
the other measures.

The exploratory factor analysis was carried out in SPSS
version 21, which yielded three factors. From the item response
theory, it was found that the INFIT of the items ranged between
0.73 and 1.23 and the OUTFIT between 0.74 and 1.24. Based
on the favorable results of the psychometric analysis, it is
concluded that the instrument can be used for the detection
of cyberbullying in a school context.

As instruments, the bullying prevention and dismantling
project was used, which included bullying and cyberbully-
ing questionnaires and workshops conducted by the school
guidance team. Among the results revealed for the research,
58.32% have more of 200 Facebook contacts, a 21% share their
password with pairs, and five students of the course answered
having been bothered by this page.

Becerra Martn [34], analyzed the large volumes of data
generated in social networks about public opinion and pro-
posed to analyze a set of data using a sentiment classifier to
tag publications made by Twitter users, in conjunction with
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clustering algorithms for to be able to detect which are the
topics on which opinions are expressed. He used a base of
2000 reviews of films labeled as positive and negative to
then train an SVM classifier of feelings, then the K-Means
clustering algorithm to get a general overview of the topics
and an approximation of the feeling associated with them.

III. SENTIMENT ANALYSIS

The sentiment analysis [30], [34], [35], seeks to extract
opinions, about a certain entity and its different aspects from
the natural language of texts. This is done automatically using
algorithms for classification. Opinions are classified according
to the feeling they transmit, that is, as positive, negative or
neutral. Its importance is that our perception of reality, and
thus also the decisions we make, is conditioned in a certain
way by how other people see and perceive the world. That
is why, from a point of view of utility, we want to know
the opinions of other people on topics of interest, since they
have various applications such as recommending products and
services, determining which political candidate to vote in the
next elections or even measuring public opinion before the
measure taken by a company or a government.

A. Types of Sentiment Analysis

At the time of extracting this information, there is a great
variety of methods and algorithms depending on the level
of granularity of the analysis that we want to carry out.
The levels [34], [36], [37], document, sentence or aspect are
distinguished. The analysis at the document level determines
the general feeling expressed in a text, while the analysis at the
sentence level specifies it for each of the sentences in the text.
However, these two types of analysis do not delve into in detail
the element that people like or dislike. They do not specify
what is the opinion, since considering the general opinion of an
object as positive or negative does not mean that the author has
a positive or negative opinion of all aspects of that object. For
this work we focus on conducting a document level analysis
as a first instance, due to the limit in the messages, the authors
are usually concise and go straight to the point without having
the possibility of including several different aspects in a single
post. For this reason, using the post as a unit of analysis seems
to provide an adequate level of granularity to make a broken
down analysis of sentiment.

1) The sentiment analysis at the document level: The
document-level analysis [34], [36], aims to classify the opinion
of a document, in this case a post. This task does not consider
the details regarding entities or aspects, but considers the docu-
ment as a whole, which will be labeled as positive or negative.
This can be considered as a traditional text classification task,
where classes are different orientations in terms of feelings.
However, to ensure that this type of analysis makes sense, we
assume that each document expresses a single opinion on a
single entity. Although this may seem a limitation, because
in a post one could express more than one opinion towards
different entities, in practice it produces positive results, since
users tend to focus on only one aspect in each post.

IV. CYBERBULLYING

Cyberbullying, [24], [27], [38], [39], is the use of digital
media to harass a person or group of people, through personal

Fig. 1. Types of cyberbullying (Source: Hosseinmardi [27]).

attacks, disclosure of confidential or false information among
other means. It may constitute a criminal offense. Cyberbully-
ing involves recurrent and repetitive damage inflicted through
digital media.

According to Karthik Dinakar, [40], [3], cyberbullying is
a more persistent version of traditional forms of intimidation,
which extend beyond the physical confines of a school, sports
field or workplace, with the victim often does not experience
any respite from it. Cyberbullying gives an individual the
power to embarrass or hurt a victim before an entire online
community [41], especially in the realm of social networking
websites. This is widely recognized as a serious social prob-
lem, [38], [40], [3], [42], [43], especially for teenagers.

The mitigation of cyberbullying involves two key compo-
nents, robust techniques for effective detection and reflective
user interfaces that encourage users to reflect on their behavior
and choices. The types of cyberbullying usually occurs in the
social network that shows in Fig. 1 are Harassment (sending
offensive text messages and images), Flaming (Online violence
using harsh messages), Masquerading (Someone might create
fake email addresses or instant messaging names or someone
might use someone else’s email or mobile phone to bully
another person), Outing (personal information dissemination)
and Exclusion (Singling or leaving someone out of group) [27].

V. MATERIALS AND METHODS

A. Database

As a first step for the detection of cyberbullying through
the analysis of feelings, it is necessary to have a database for
the training of the Bayesian network. The database of Agustn
Gravano (SDAL) [25], from the Faculty of Exact and Natural
Sciences of the University in Buenos Aires, Argentina, was
used.

The database SDAL [25] is a lexicon of 2880 words in
Spanish, which have been annotated manually with respect to
three affective dimensions:
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Fig. 2. Cyberbullying detection process.

• Pleasant (pleasant, neutral, unpleasant)

• Activation (active, neutral, passive)

• Imaginability (easy to imagine, neutral, hard to imag-
ine)

Likewise, 595 words obtained following the same SDAL
procedure were used, collected with the help of the members
of the Research Center, Technology Transfer and Development
of Software (CiTeSoft), mostly Peruvian and Spanish slang in
order to improve the results.

B. Cyberbullying Detection

For cyberbullying detection, the developed software fol-
lows the procedure shown in Fig. 2. Each process will be
explained in greater detail in the following subsections.

C. Preprocessing

The message or post must be preprocessed because it
contains unstructured text. The purpose of preprocessing is
to transform messages into a uniform format that can be
understood by the learning algorithm. In preprocessing, the
process of tokenization, stemming, elimination and stoppage of
meaningless words, elimination of numbers and blank spaces
is carried out.

D. Bag of words

One of the most important subtasks in the text classification
with bullying is the extraction of characteristics. Through the
use of machine learning algorithms to train the classifier, the
representation of the text as a feature vector is required. For
that, a model commonly used in the processing of natural
language is the Bag of Words (BoW) model. The main stage of
this model is the creation of a vocabulary of words that, in our
approach, indicates the vocabulary or the collection of abusive
words. Among the reference approaches for text classification,
the BoW approach has the highest recovery rate of 66% [44].
In the BoW model, each word is associated with a count of
occurrences. This vocabulary can be understood as a set of
non-redundant words where order does not matter. The BoW
approach ignores grammar and detects offensive sentences by
checking whether or not they contain offensive or offensive
words.

E. Natural Language Processing

The stage of Processing of Natural Language [45], is very
important for the implementation of models of analysis of
feelings. It is necessary to carry out some processes both to
the text that we are going to analyze, and to the text that the
classifying algorithm will train. The processes that they applied
are the following.

1) Elimination of signs and numbers: It is necessary to
eliminate signs and numbers from the text, signs like “!”, “?”,
“+”, etc., since the existence within the text could affect the
recognition of the expressions by the classifier. Table I shows
two examples.

TABLE I. EXAMPLE OF ELIMINATION OF SIGNS AND NUMBERS

Original text Transformed Text
Que buena pelcula! Que buena pelcula
Eres una mala persona :8 Eres una mala persona

2) Tokenization: It consists in breaking up the text in the
different words of the ones that appear, naming these resulting
elements tokens [46]. Each document in our corpus is trans-
formed into a list of terms called tokens. This representation
of data is also known as a bag of words. Tokens are strings
of characters between spaces or punctuation, but this is not
always the case, as for example in the case of the abbreviations
[34]. The total set of words used, distinct and unique, is the
vocabulary of the corpus. Table II shows two tokenization
examples.

TABLE II. TOKENIZATION EXAMPLE

Original text Transformed Text
Que buena pelcula [”Que” ”buena” ”pelcula”]
Eres una mala persona [”Eres” ”una” ”mala” ”persona”]

3) Stemming: It consists of extracting stems of the tokens
obtained in the previous process. So the different forms, such
as diminutives, superlatives, gender, etc. do not affect the result
[47].

Stemming is the process of reducing inflected (or some-
times derived) words to their word stem, base or root form-
generally a written word form. The stem need not be identical
to the morphological root of the word; it is usually sufficient
that related words map to the same stem, even if this stem is
not in itself a valid root.

4) Naive Bayes classifier: Naive Bayes classifier, [26],
assign probabilities to the data entered, building a tree of
probabilities according to the data entered, within the NLTK
tool set we find the nltk. Naive Bayes Classifier class that
allows us to use this type of classifier and train it according
to our needs.

5) Training: To train the Naive Bayes classifier we need
known data, so it is a supervised learning algorithm. This
is where the need for a lexicon arises because the analysis
was based on them. The lexicon is a file that can vary in its
structure, but it must contain a list of words, with its respective
subjectivity value in order to be processed in order to train the
classifying algorithm. In this case we are using the database
SDAL [25], which we saw in detail in the database section.
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Fig. 3. Example of text with positive polarity (low probability bullying).

6) Implementation: It was imported and used:

• NLTK [48] as a Python library for natural language
processing.

• Pickle to save the classifier instance as a binary file.

• OS to be able to interact with the system.

The classifiers require to receive a dictionary that rec-
ognizes them as features that are those that will describe
conditions for a result to be given. In the particular case of
our analysis we simply send the expression or word as a
characteristic “word” the dictionary.

Then declare the global variables that correspond to the
classifier and the list of words known by the classifier.

VI. RESULTS AND VALIDATION

The software provides: the feeling value of the text or
phrase which is in the range of 1 to 3, where 1 is negative, 3
is positive and 2 is neutral. In addition to acceptance, which
is in the range of 0% to 100%, where 0% is a text or phrase
has a high probability of containing bullying and 100% a low
probability of containing bullying.

To validate the operation of the software a list of phrases
was made, classified by three types: phrases and texts with
positive polarity (high probability of bullying), negative (low
probability of bullying) and neutral, which were evaluated by
the software and confronted with the manual evaluation by the
members of the CiTeSoft [49] of The National University of
San Agustn [50]. Below are three types of phrases.

A. Without Bullying

The software successfully responded to the tests that were
carried out with phrases and texts of positive polarity, as seen
in Fig. 3 the phrase “But how intelligent you are” obtains an
acceptance of 95 % indicating that there is a low probability
of bullying in addition to indicating that it is a very positive
phrase.

B. With Bullying

Tests were carried out with simple and complex negative
polarity text, as we can see in Fig. 4, which is a container text
of bullying. The software successfully responded to bullying
text tests, as shown in the figure “You are the stupidest and
idiot person.” obtains an acceptance of 16% indicating a high
probability of the existence of bullying and validating the
operation of the software for the detection of text containing
bullying.

Fig. 4. Example of text with negative polarity (high probability of nullying).

Fig. 5. Example of ambiguous phrase (neutral).

C. Ambiguous (Neutral)

Tests were performed with neutral polarity text, neutral
polarity occurs when a text is ambiguous because in the first
part the sentence contains a high probability of containing
bullying but in the second part a low probability or vice versa.

The software successfully responded to tests with neutral
text, as seen in Fig. 5 the phrase “You’re a fool but my cute
fool.” The first part of the sentence has an insult, but in the
second it is clarified that it is an expression of affection;
obtaining an acceptance of 62% indicating a low probability
of the existence of bullying and validating the operation of the
software for the detection of ambiguous text.

D. Validation

To evaluate the effectiveness of the software, a collection
of phrases from social networks (Facebook, Twitter, Instagram
and Youtube) of diverse topics was done and a manual score
was made between 0 and 10, where 0 represents a hurtful, of-
fensive or bullying phrase and 10 a pleasant phrase or without
bullying. This evaluation was carried out by the members of
the CiTeSoft [49] (Center for Research, Technology Transfer
and Software Development), then an arithmetic average was
made between the evaluations of these members to be able
to compare with the evaluation of the software developed. On
the other hand, the evaluation of the same sentences by the
software was made, then the range of acceptation that the
software gives us from 0-100 to 1-10 was made to make a
confrontation and see the effectiveness of it. As we observe
in Table III, it shows the results of 100 sentences evaluated
by members of CiTeSoft and the resulting average of each
sentence. Likewise, the comparison between the average of
the evaluations and the evaluation of the developed software,
in version 1 and version 2, is shown in Table IV.

Finally, a comparative graph was drawn up as shown in
Fig. 6 to see better the difference between the results obtained
and the error percentage of the software. As can be seen in test
27, there was a very high error margin. This occurs because
the software does not know the words that were used in the
evaluation phrase.
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TABLE III. RESULTS OF THE EVALUATION OF THE SENTENCES BY
MEMBERS OF CITESOFT [49]

PHRASE T 1 T 2 T 8 T 9 T 10 AVERAGE
1 1 5 6 3 5 3.8
2 1 3 1 1 1 1.8
3 7 5 7 6 5 6
4 9 7 9 8 9 7.8
5 1 5 5 1 5 3.1
6 9 6 9 8 8 8.1
7 1 5 3 2 3 2.4
8 1 2 1 2 1 2
9 1 4 2 2 1 1.8

10 1 3 3 2 2 2.3
11 9 6 9 7 9 7.6
12 1 2 3.5 3 4 2.5
13 9 7 8 8 9 7.9
14 1 2 2 2 2 1.7
15 9 6 9 9 9 8.4
16 1 2 1 1 1 1.6
17 1 2 1 1 1 1.7
18 1 3 6 3 6 3.4
19 1 3 3 2 2 2.4
20 8 6 9 9 9 8.5
21 1 3 1 2 1 1.6
22 9 7 8 8 8 7.4
23 9 6 9 7 9 7.7
24 1 4 3 4 3 2.6
25 1 3 1 1 1 1.6
26 1 5 3 1 3 2.3
27 1 5 1 2 1 2.6

100 1 4 3 4 3 3

TABLE IV. COMPARISON BETWEEN THE EVALUATION OF THE
SOFTWARE (VERSION 1 AND 2) AND THE EVALUATION OF THE CITESOFT

[49] MEMBERS OF THE TEST SENTENCES

PHRASE AVERAGE SOFTWARE V1 SOFTWARE V2
1 3.8 3.9 3.9
2 1.8 5 1.6
3 6 6.5 6.5
4 7.8 7.3 7.3
5 3.1 4 2.6
6 8.1 7.5 7.5
7 2.4 6.5 3
8 2 7.6 2.6
9 1.8 2.6 2.6
10 2.3 3.2 3.2
11 7.6 7.2 6.6
12 2.5 4 4
13 7.9 9.5 9.5
14 1.7 7.5 3.3
15 8.4 7.4 6.8
16 1.6 4.6 3.3
17 1.7 3.5 3.5
18 3.4 5.2 5.2
19 2.4 6 4.3
20 8.5 7.3 6.6
21 1.6 3.7 3.7
22 7.4 6.4 5.3
23 7.7 6.2 5.5
24 2.6 6.6 5
25 1.6 6.6 4
26 2.3 7.7 6.1
27 2.6 6.5 6.5
... ... .. ..

100 3 7.6 7.6

Fig. 6. Comparison between the evaluation of the test phrases of the software
and the manual evaluation by the CiTeSoft members.

VII. CONCLUSION

In the validation of the software, three types of tests were
carried out, without bullying, with bullying and ambiguous
(neutral), then they were confronted with the manual evaluation
of the members of the CiTeSoft [49], as shown in Table III,
passing successfully the same in 93% of the cases, demon-
strating its correct functioning.

The performance of the software developed depends di-
rectly on the number of words used in the sentences to be
evaluated and if they are found in the word bag. In this work
we worked with Peruvian and Spanish words and slang if we
want to use software to evaluate phrases from other countries,
we recommend adding words from these countries to the word
exchange for better performance.

VIII. FUTURE WORK

As future work it is proposed to optimize the detection
of cyberbullying by: Replacement of emoticons: A bag of
emoticons and their respective meaning will be created, then
this chain of characters will be replaced by a string that can
be searched in the semantic orientation dictionary.

Correction of abbreviations: some of the most common
abbreviated words will be replaced by their recognized gram-
matical form (Example:“q”→ “que”, “xq”→ “porque”).

Spelling correction: The Levenshtein algorithm with its no-
tion of distance will be used. To correct the words, a dictionary
of words will be used, which is made up of the complete list of
forms of the Corpus of Reference of Actual Spanish (CREA) of
the Royal Spanish Academy, with frequencies of use and with
the conjugated forms most used , approximately 128 thousand
forms. If a word is not found in the dictionary, the algorithm
will take the nearest word with distance 1, and replace it with.

Correction of repeated characters: especially in the case of
vowels, the repetition of the same concurrence will be replaced
by a single one, with the exception of cc, rr, ll. Once the clean
text is obtained, we proceed to carry out the lemmatization of
the words to obtain their motto without conjugation, together
with the tokenization and the segmentation of the sentences in
order to classify the polarity (for example: “largoooooo” →
“largo”).
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